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ABSTRACT 

An algorithm based on evolutionary programming 
(EP) is developed and presented for large numbers of 
target-weapon assignment. An optimal assignment 
scheduling in one, which allocates target to weapon 
such that the total expected of target surviving the 
defense, is minimized. The proposed method improves 
EP with reordered mutation operator to handle a large-
scale assignment problem. The main advantage of this 
approach is that the computation time can be controlled 
via tradeoff performance between the computation time 
and target surviving value. 

 
Keywords: Assignment problem, Large-scale 
problems, Evolutionary computation, Evolutionary 
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1. INTRODUCTION 

Considering a battlefield scenario, Figure 1.1 
illustrates terrain of the area of operation (AO). Figure 
1.2, which maps the 3D terrain into 2D, illustrates 
location of threats that need to be attacked in AO. Each 
threat can move to different locations at any time, and 
thus places different demands weapon allocations. 
Therefore, to maximize the probability of threat or 
target surviving value, it is desirable to assign weapons 
at optimum engagement opportunities.  

 
In military operations, problems in planning and 

scheduling often require feasible and near to optimal 
solutions with limited computing resources and within 
very short time periods. To overcome this time 
dilemma, fast-execution weapon-target (WT) 
algorithms are needed. This paper proposes 
evolutionary programming (EP) based algorithm to 
solve large scale weapon-target assignment problems 
with reordered mutation operator. The main advantage 
of this approach is that computation time can be 
controlled via tradeoff performance between 
computation time and target surviving value.  
 

 

 
Figure 1.1 An example of terrain of the area of 
operation (AO). 
 

 
 

Figure 1.2 Threats location in the area of operation 
(AO) for 2 time intervals. 

 
The remainder of this paper is organized as follow: 

Section 2 presents a brief description of WT problems 
in general; section 3 describes an evolutionary 
programming overview; section 4 explains the proposed 
algorithm in greater detail; section 5 provides numerical 
results; and section 6 summarizes the experiment. 
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2. The WT Problem 

 The general weapon-target assignment problem 
deals with allocation of weapons to offensive targets or 
threats. One objective is to minimize the surviving 
value of targeted assets [1, 2]. An asset is an any entity 
(or collection of entities) of the important military 
objects, e.g. tactical command posts, bridges, missiles, 
battleships, etc. Each asset has a value assigned to it. A 
threat can be anything potentially causing damage to 
defensive assets. Any threats may be come from 
different position, speed, distance or all off them. A 
weapon is an object to eliminate a threat, e.g. missile, 
artillery, close air support, which is assumed to have an 
inventory of shots [2]. Difference weapons may require 
different amounts of time to engage the same threat. 

The number of threats  the number of weapons 

and the number of assets may be dependent 

upon time 
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.t  Any weapon can kill any threat in range 
with a probability of kill and fire time.  

 
The problem is to minimize the expected threat by 

determining the best firing schedule over time, given 

weapons to defend assets against 

threat, where   [2]. The 
size of this problem may be very large. 
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To formulate the problem, let  represent the 

assignment of weapon  to threat  on the time period 

engagement interval The  are the decision 
variables, and have strictly nonnegative integer value: 

 Let  denote the probability that 

weapon  fired during the engagement interval k  and 

kills threats  For scheduling purposes the time 
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The objective is to find the maximization of 
the total expected surviving value of the asset under 
attack, or alternatively the minimization of the total 
threat [1]: 
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3. Evolutionary Programming [3, 4, 5] 
 

Evolutionary programming (EP) is a stochastic 
optimization strategy, which is similar to genetic 
algorithms. In 1961, L. J. Fogel proposed applying the 
concepts of natural evolution, selection, and stochastic 
mutation to achieve intelligent behavior through 
simulated evolutions. Originally, EP was developed to 
evolve finite-state machines. The basic EP algorithms 
use normally distributed mutations to modify real-
valued vectors and emphasize mutation as essential 
operators for searching in the search space. 

 
EP starts its search with a set of randomly initialized 

population in a given bound space. Thereafter, each 
individual of a created population is altered through 
application with a mutation operator, and produce the 
new individual. Then, each individual is evaluated to 
calculate its fitness function. Frequently, the fitness 
function can also be the same as the objective function. 
An EP algorithm is formulated as follows [3]: 

 
Algorithm 1 (EP) 
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where  is an individual member in the population, a
1 is the size of the parent population, 

is the population at 

time 
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t I:  is the fitness mapping, mm  is 

the mutation operator with parameters , is the 

selection operator, and  is a set of 
individuals additionally accounted for the selection step. 
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4. Proposed Method 
 
We present an Evolutionary Programming approach 

to solve target-weapon assignment problems that uses 
reordered technique to mutate solutions. The use of 
reordered mutation and is useful for problems that 
require permutations of the integers and for which 
traditional mutation presents feasibility problems. 

 
The objective is to find a maximum total expected 

surviving value or a minimum total threat, which is the 

summation of the maximum surviving to weapon i to 

threat  to on the time period engagement interval  
A number of weapon and threat is randomly generated 
and established in term of Equation (2.1). 

j .k

 
4.1. Representation   

  Although traditional EAs use a bitstring 
representation, EAs are not restricted to bitstring [3, 4, 
5, 6]. Real-valued vectors are also used as a 
representation. In permutation problems such as the 
assignment problem, the feasible solutions are usually 
an order-based number representing a permutation. For 
example,  is a possible solution, 

which is represented weapon is assigned to threat  
at engagement period , weapon 1  is assigned to threat 

 at engagement period 1 ,  weapon 3  is assigned to 
threat  at engagement period ,  weapon 2  is 
assigned to threat  at engagement period ,  weapon 

 is assigned to threat 1  at engagement period ,  
weapon  is assigned to threat  at engagement period 

,  weapon 2  is assigned to threat  at engagement 
period ,  and weapon 1  is assigned to threat  at 
engagement period  
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4.2. Initial Population 
 The initialization process is created using a 

population of individuals, where each individual is set 

of an ordered number from  All individuals are 
generated randomly with Uniformly Distribution.  

.,...,1 n

 
4.3. Selection Operator 
 A selection is a major operator used in 

evolutionary algorithms which emphasizes the better 
solution in a population. Indeed, after it selects good 
solutions to be parents, the remainder solutions are 

deleted form the population. Afterward, the best 
individuals from the combination pool of parents will 
create offspring by mutation operator. 

 
4.3. Objective and Fitness Function 
 A modification of the Equation (2.1) is chosen 

as the fitness function. The fitness function   is 
expressed as 
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where is the number of weapons, WN P  is a total time 

interval,  is a individual mth in a population,  is 

a survival value of weapon  assigned to threat  at 

engagement period   and  is a set of ordered 

integer form  and  is a set of permutation 

 For example, let payoff array represent in Table 4.1 
as follow: 
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Table 4.1 Payoff array for survival values of each 
weapon engages to each threat 
 

Engagement Period 1 Engagement Period 2 Surviva
l Value  

Threa
t 1 

Threa
t 2 

Threa
t 3 

Threa
t 4 

Threa
t 1 

Threa
t 2 

Threa
t 3 

Threa
t 4 

Weapo
n 1 

0.35 0.48 0.72 0.66 0.85 0.19 0.56 0.15 

Weapo
n 2 

0.82 0.25 0.64 0.44 0.66 0.56 0.42 0.53 

Weapo
n 3 

0.35 0.83 0.92 0.16 0.77 0.90 0.35 0.22 

Weapo
n 4 

0.88 0.52 0.77 0.34 0.35 0.75 0.84 0.75 

 

For example, individual  has parameters 1a

1k , }4,3,2,1{i , },3,1,2,4{j and 2k , 
}4,3,2,1{i , }.3,4,1,2{j  Therefore, )1(a  can 

be evaluated by 122114 xx   x x 212x143131  

243234 xx221x  or 0.66 + 0.25 + 0.35 + 0.77 + 0.19 
+ 0.66 + 0.22 + 0.84, which equals to 3.94.  

 
4.3. Mutation Operator 

 The assignment problems are naturally 
represented as permutations. The major problem of 
permutations is that it cannot be processed using the 
mutation operator in the traditional way. Reordered 
mutation has been applied to mutation operator [7, 8]. 
The primary difference of this operator and traditional 
mutation operator is the use of permutation technique 
on the selected values in represent solutions instead of 
change  or . In this case, a feasible 10  01
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solution and the reordered mutation operator, denote 
, as follows: 

,8{

,5{

,2{

5{

 
}.10,9,8,4,7,11,6,12,3,2,1,5{}10,9,7,4,1,11,6,12,3,2,8,5{)2,10 

 
Where a feasible solution is 

 with rate 0.25% (3-

value need to be reordered), a selected index value is 
, and reordered index is , therefore, 

an offspring from this feasible solution 
is  In reordered mutation, 

we generate index and reordered index with uniformly 
distribution. 

}10,9,7,4,1,11,6,12,3,2,8

}10,8

}.10,9,8,4,1,7,6,12,3,2,1,

}2,10,8{

 
5. Numerical Results 

In the experiment, the payoff array is uniformly 
generated in a unit cost from [0, 1). The initial 
population is created by generating   feasible 

solutions. This experiment uses 10 – 40 population 
sizes. A mutation rate of 0.20% is used in this 
experiment. The problem size is 1000010 variables. This 
algorithm was implemented in MATLAB and tested 
with a 1 GHz AMD Athlon processor and 512 MB 
memory. The algorithm terminates when 100 iterations 
have been executed, or when 20 consecutive iterations 
have failed to improve the best-known solution. 

 
The experiment compares the proposed evolutionary 

programming with the different population size of the 
evolution in MATLAB. Results form the experiment 
using 10010 decision variables are shown in Figure 5.1. 
– 5.2. 

 
 

 
Figure 5.1 Cumulative of computation time with 
1000010 decision variables  in 30 observations using 
different population sizes. 

 
 
 
 

 
 

Figure 5.2 Cumulative of survival value with 1000010 
decision variables  in 30 observations using different 
population sizes. 

 
Table 5.1 shows computation time statistics for this 

experiment. The average of computation time of EP 
with 40 as the population size using 0.20% mutation 
rate is 48.31467 seconds when the problem size is 
1000010 decision variables. Parameters can be altered to 
reduce computation time, such as using 20 as the 
population size with mutation rate 0.20%  will reduce 
the computation time to 21.98577 second. Moreover, 
computation can be reduced to 11.80433 second when a 
10 population size with mutation rate 0.20% is used. 

 
Table 5.2 shows total cost statistics. Average of total 

surviving value of EP with 10-population size using 
0.20% mutation rate is 524.8358. While increase 
population size, the proposed EP can find the lager 
average total surviving, e.g. the average total cost of EP 
with 40 population size using mutate rate 0.20% is 
530.7279, which is better than the average total cost of 
EP with 10 population size using mutate rate 0.20%, as 
shown in Table 5.2. 

 
 
Table 5.1 Computation time statistics using 1000010 
decision variables 

 

 
 
 
 
 
 
 
 

214



Table 5.2 Total survival value statistics using 1000010 
decision variables 
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parameters of the proposed EP. It can be seen that the 
proposed EP can find the better solution; however, 
computation will increase. Therefore, tradeoff analysis 
needs to be performed to decide optimal parameters.  
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