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ABSTRACT
In this paper a numerical linear stability analysis is per-
formed to a mathematical model for the two-phase flow
in a pipeline-riser system. Void fraction is a key vari-
able, as it influences the mixture properties and slip be-
tween the phases. In the model, it is assumed that an al-
gebraic relationship exists between the void fraction and
the state variables. This general representation allows to
use empirical or drift flux based correlations. For a cor-
rect prediction of the stability behavior of a pipeline-riser
flow, preventing the occurrence of severe slugging, it is
important to assess the sensitivity of the system response
to different void fraction correlations. Three void fraction
correlations are implemented: Bendiksen (1984), Chexal
et al. (1997) and Bhagwat and Ghajar (2014). The re-
sulting stability maps and state variables profiles for ver-
tical risers are compared for the different correlations.
Results show that the different correlations give similar
stability maps, with very small differences in the near
horizontal branch (low gas superficial velocities) of the
stability boundary and slight differences in the near verti-
cal branch (low liquid superficial velocities). The differ-
ent void fraction correlations show the right experimental
trend by increasing the unstable region as the equivalent
buffer length in the pipeline is increased.
Keywords: severe slugging, pipeline-riser system, air-
water flow, linear stability theory, petroleum production
technology

1. INTRODUCTION

Severe slugging may appear in offshore oil production
systems for low gas and liquid flow rates when a section
with downward inclination angle (pipeline) is followed
by another section with an upward inclination (riser).
This phenomenon, characterized by the formation and
cyclical production of long liquid slugs and fast gas blow-
down, may have a period of hours, causing higher average
pressures, instantaneous flow rates and oscillations at the
reservoir. These operational conditions may lead to the
oil production shutdown. The steps leading to the pro-
cess of severe slugging formation can be seen in Taitel
(1986).

Many studies for severe slugging in air-water sys-
tems were made, specially for vertical riser with one-
dimensional and isothermal flow and a mixture momen-
tum equation in which only the gravitational term is rele-
vant (Taitel et al., 1990; Sarica and Shoham, 1991). In all

these models, inertial effects and propagation of pressure
waves were neglected, resulting in the no-pressure-wave
(NPW) approximation (Masella et al., 1998). As a result
of this approximation, pressure changes are felt instanta-
neously at any point in the riser. Besides, a stratified flow
pattern was assumed at the pipeline and variations of void
fraction were neglected. The void fraction at the pipeline
was obtained from a momentum balance in the gas and
liquid phases, resulting in an algebraic relation between
the mean variables (Taitel and Dukler, 1976).

In Baliño et al. (2010) a model including friction term
and riser variable inclination was presented, while in Bal-
iño (2012, 2014) the model was improved by taking into
account inertial effects using the rigid water-hammer ap-
proximation.

A pipeline-riser system is designed to operate at
steady state. However, it is possible that this condition
does not exist. The stability of a pipeline-riser flow de-
pends on the set of parameters that defines the operational
state. It is common to represent the stability in a map
with liquid and gas reference superficial velocities in the
axes, leaving the rest of the parameters fixed. The sta-
bility curve is defined as the relationship between the su-
perficial velocities at the stability boundary between the
regions where the stationary state is stable or unstable.

Many stability criteria were developed based on sim-
plified models for vertical risers ((Bøe, 1981; Taitel,
1986; Pots et al., 1987; Jansen et al., 1996). Although
these stability criteria are useful for a first estimation
of the unstable region (they are even used in commer-
cial steady-state computer codes), a common drawback
is that they were not derived from complete dynamic sys-
tem models, but from ad-hoc conditions in which many
physical effects were disregarded; consequently, their ap-
plicability is quite limited.

The stability curve for any pipeline riser system can
be obtained numerically. The stationary solution for a
given point in the system parameter space is given as
initial condition for the numerical simulation; if the nu-
merical solution does not go away from the initial con-
dition with time, the stationary solution is stable and it
is the system steady state. If the numerical solution goes
away with time, the stationary state is unstable, there is
no steady state and an intermittent solution develops with
time. By changing the point and repeating this process,
the stability map can be built. For unstable flow, the anal-
ysis of the oscillatory solution leads to the determination
of the flow regime map, showing the regions correspond-
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ing to the different types of intermittency.
As a numerically cost efficient alternative to tempo-

ral simulations, the linear stability theory is a powerful
technique to identify the stable and unstable regions. To
perform the linear stability analysis of a dynamic system,
a model characterized by a set of governing equations is
needed. Then, the stationary state is obtained by setting
to zero the time derivatives. The governing equations are
linearized with respect to the stationary solution. These
linearized equations determine how infinitesimal pertur-
bations of the stationary solution evolve with time. The
growth rate of the perturbations is given by the real part
of the eigenvalues of the spectrum associated with the lin-
earized equations. If all eigenvalues have negative real
part, then the stationary solution is stable, but if at least
one eigenvalue has positive real part, the stationary solu-
tion is unstable.

In Zakarian (2000), the linear stability theory was ap-
plied for a pipeline-riser system with a vertical riser us-
ing the NPW model and considering only two nodes. All
dependent variables were considered to vary linearly in
space. Then, gas and liquid mass conservation equations
and a mixture linear momentum conservation equation
were integrated in space. To close the model, an algebraic
drift-flux relation was considered resulting in a system of
differential-algebraic equations. For a vertical riser, an
equation for the flow instability evolution was presented.
The stability maps obtained showed a good qualitative
agreement with the experimental results reported in the
literature.

In Azevedo et al. (2015), a linear stability analysis
was made for the model developed in Baliño et al. (2010),
considering an arbitrary discretization and including se-
vere slugging mitigation devices such as increase in sep-
aration pressure, choke valve at the top of the riser and
gas injection at the bottom of the riser. Results were com-
pared with experimental and numerical results reported in
the literature with excellent agreement. The results also
showed a better agreement with experimental results and
with the stability curves obtained through numerical time
simulations when the nodalization is increased from the
simplest two-node description made in Zakarian (2000).

The void fraction averaged on the flow passage area
is a key variable in the behavior of multiphase systems,
as it affects virtually all the mixture variables and trans-
port processes. The determination of the void fraction is
usually made through correlations in which it is assumed
that the void fraction depends algebraically on the pro-
cess variables. Moreover, many void fraction correlations
are framed in the drift flux model (Zuber and Findlay,
1965; Wallis, 1969), in which attention is focused on the
relative motion rather than on the motion of the individual
phases.

As many multiphase models and commercial com-
puter codes are based on the void fraction behavior, it is
important to study the sensitivity of the system response
to the drift flux correlation. In this paper, the influence of
different drift flux correlations on the stability of a mul-

tiphase model is studied. Three correlations are studied:
Bendiksen (1984), Chexal et al. (1997) and Bhagwat and
Ghajar (2014).

A comparison is made for the stationary state and for
the stability maps. The results obtained show that the
drift flux correlation alters the stationary state and influ-
ences the stability maps for the boundaries corresponding
to higher gas superficial velocities.

2. MODEL

The model equations are based on Baliño et al.
(2010). It considers one-dimensional flow in both
pipeline and riser subsystems. The liquid phase is as-
sumed incompressible, while the gas phase is considered
as an ideal gas. The two-phase flow is in isothermal con-
dition and the flow pattern, in the pipeline, is assumed
as a stratified flow. At the separator, a constant pressure
is assumed. In this paper, no additional severe slugging
mitigation devices are considered.

2.1 Pipeline

As stated in Baliño et al. (2010), the pipeline can be
either in a condition of liquid accumulation or in a con-
dition of continuous gas penetration (see Fig. 1). As the
stationary state exists only for the condition of continuous
gas penetration (x = 0), the equations for the pipeline
subsystem can be written as:

Figure 1: Definition of variables at the pipeline (from
Baliño et al. (2010)).
jlb = jl0 (1)

dPb
dt

=
−Pb jgb +

Tg

T0
P0 jg0

Lαp + Le
(2)

where jlb and jgb are, respectively, the superficial veloc-
ities for the liquid and gas at the bottom of the riser, L
is the pipeline length, Pb and Pg are, respectively, the
pressure at the bottom of the riser and the gas pressure
(Pb = Pg), Tg is the gas temperature, t is time and αp
and β are respectively the pipeline void fraction and in-
clination angle (positive when downwards). The superfi-
cial velocities at a reference condition for gas and liquid,
respectively jg0 and jl0, used to represent the stability
maps, are defined as:

jg0 =
Rg T0 ṁg0

P0A
(3)

jl0 =
Ql0
A

(4)
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where ṁg0 is the gas mass flow rate injected in the
pipeline, Rg is the gas constant and Ql0 is the liquid vol-
umetric flow injected in the pipeline. The reference con-
dition is defined for pressure P0 = 1.013 × 105 Pa and
temperature T0 = 293K.

The existence of a buffer vessel with volume υe is
considered in order to simulate an equivalent pipeline
length Le = υe

A , where A is the flow passage area
(A = 1

4 πD
2, where D is the inner diameter).

As stated before, variations in the pipeline void frac-
tion αp are neglected during the transient; this assump-
tion is justified, as in Baliño (2012, 2014) it was shown
that void fraction variations in the pipeline are very small.
The value used in the transients is determined from an
algebraic relationship evaluated for the stationary state
(Taitel and Dukler, 1976).

2.2 Riser

Based on Fig. 2, the conservation equations for the
riser can be written as:

Figure 2: Definition of variables at the riser (from Baliño
et al. (2010)).

−∂α
∂t

+
∂jl
∂s

= 0 (5)

∂

∂t
(P α) +

∂

∂s
(P jg) = 0 (6)

A mixture momentum equation is considered, where
the inertial terms are neglected:

∂P

∂s
+ ρm

(
g sin θ + 2

fm
D

j |j|
)

= 0 (7)

The following relations can be written:

ρm = ρl (1− α) +
P

Rg Tg
α (8)

fm = f
(
Rem,

ε

D

)
(9)

Rem =
ρmD |j|
µm

(10)

j = jl + jg (11)

µm = µl (1− α) + µg α (12)

where g is the gravity acceleration constant, jg , jl and j
are respectively the gas, liquid and total superficial veloc-
ities, P is the pressure, s is the position along the riser,
α is the void fraction, µg , µl and µm are respectively the
gas, liquid and mixture dynamic viscosities, ρl and ρm
are respectively the liquid and mixture density and θ is the
local inclination angle of the riser. The Fanning friction
factor fm depends on the Reynolds number Rem and the
relative roughness ε/D, (where ε is the pipe roughness)
and is calculated from Chen (1979) using a homogeneous
mixture two-phase model.

It will be assumed that there is an algebraic relation
between the void fraction and the local flow conditions:

α = α (jg, jl, P, θ) (13)

Equation (13) allows for using many empirical void
fraction correlations, as well as correlations based on the
drift flux model:

α =
jg

Cd j + Ud
(14)

It will be assumed that the drift parameters Cd (dis-
tribution parameter) and Ud (drift velocity) depend at
most on the local flow conditions and inclination an-
gle θ = θ (s), this is, Cd = Cd (α, jg, jl, P, θ) and
Ud = Ud (α, jg, jl, P, θ).

2.3 Continuity between the subsystems

Assuming the same flow passage area for the pipeline
and riser, the pressure and superficial velocities at the bot-
tom of the riser are continuous:

P (0, t) = P1(t) = Pb(t) (15)

jl(0, t) = jl1(t) = jlb(t) (16)

jg(0, t) = jg1(t) = jgb(t) (17)

Pressure at the top of the riser (position st) satisfies:

P (st, t) = Ps (18)

3. STATIONARY STATE

The stationary state is used as the initial condition for
the transient simulations and also as the base solution for
the linear stability analysis. The stationary state can be
obtained by setting to zero the time derivatives in the dy-
namic equations. Variables at stationary state are denoted
with superscript ˜ .

3.1 Pipeline

For the pipeline, Eq. (1) and (2) give:

j̃lb = jl0 (19)

j̃gb =
Tg
T0

P0

P̃b
jg0 (20)
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3.2 Riser

For the riser, Eq. (5) and (6) and the coupling condi-
tions (Eq. (15) and (16)), give:

j̃l = jl0 (21)

j̃g =
Tg
T0

P0

P̃
jg0 (22)

The void fraction in the riser can be calculated from
Eq. (13) or from Eq.(14) as:

α̃ =
jg0

C̃d jg0 +
(
jl0 + Ũd

)
T0

Tg

P̃
P0

(23)

The pressure distribution can be calculated by numer-
ically integrating Eq. (7), as all terms are functions of
pressure; and as j̃ > 0, the stationary pressure satisfies:

∂P̃

∂s
= −ρ̃m

(
g sin θ + 2

f̃m
D

j̃2

)
(24)

4. PERTURBATION EQUATIONS

4.1 Pipeline

Variables involved in the pipeline dynamics are writ-
ten in terms of a stationary and a perturbation contribu-
tion:

jlb (t) = j̃lb + ĵlb (t) (25)

jgb (t) = j̃gb + ĵgb (t) (26)

Pb (t) = P̃b + P̂b (t) (27)

Taking into account Eq. (19) and (20), the pipeline
perturbation equations result:

ĵlb = 0 (28)

dP̂b
dt

+ Cgb ĵgb + Cpb P̂b = 0 (29)

where:

Cgb =
P̃b

Lαp + Le
(30)

Cpb =
jg0

Lαp + Le

Tg
T0

P0

P̃b
(31)

4.2 Riser

As there is an algebraic relation between void fraction
and the rest of the variables, given by Eq. (13), the void
fraction can be eliminated, decreasing the system order.
After some algebra, the dynamic equations (5) to (7) can
be written as:

{A ({v})}+B

{
∂v

∂t

}
+ C

{
∂v

∂s

}
= 0 (32)

where:

{v} =

 jg
jl
P

 (33)

{A} =

 0
0
A3

 (34)

A3 = ρm

(
g sin θ + 2

f j2

D

)
(35)

B =

 B11 B12 B13

0 0 B23

0 0 0

 (36)

B11 = − ∂α
∂jg

(37)

B12 = −∂α
∂jl

(38)

B13 = − ∂α
∂P

(39)

B23 = α (40)

C =

 0 C12 0
C21 C22 C23

0 0 C33

 (41)

C12 = 1 (42)

C21 = C22 = P (43)

C23 = jg (44)

C33 = 1 (45)

As usual, variables involved in the riser dynamics are
written in terms of a stationary and a perturbation contri-
bution (superscript ˆ ):

jg = j̃g (s) + ĵg (s, t) (46)

jl = j̃l (s) + ĵl (s, t) (47)

P = P̃ (s) + P̂ (s, t) (48)

After some algebra, the differential equations for the
perturbations can be written as:

Ã {v̂}+ B̃

{
∂v̂

∂t

}
+ C̃

{
∂v̂

∂s

}
= 0 (49)

where:

{v̂} =


ĵg
ĵl
P̂

 (50)
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Ãij =

(
∂Ai
∂vj

+
∑
k

∂Cik
∂vj

∂vk
∂s

)∼

(51)

A =

 0 0 0
A21 0 A23

A31 A32 A33

 (52)

A21 =
∂P̃

∂s
(53)

A23 =
∂j̃g
∂s

(54)

A31 = − 1

ρ̃m

∂ρ̃m

∂j̃g

∂P̃

∂s
+

2

D
ρ̃m

∂

∂j̃g

(
f̃m j̃

2
)

(55)

A32 = − 1

ρ̃m

∂ρ̃m

∂j̃l

∂P̃

∂s
+

2

D
ρ̃m

∂

∂j̃l

(
f̃m j̃

2
)

(56)

A33 = − 1

ρ̃m

∂ρ̃m

∂P̃

∂P̃

∂s
+

2

D
ρ̃m j̃

2 ∂f̃m

∂P̃
(57)

B̃ij = (Bij)
∼ (58)

C̃ij = (Cij)
∼ (59)

The superscript ∼ indicates an evaluation at the sta-
tionary condition.

5. DISCRETIZED PERTURBATION EQUATIONS
AND STABILITY ANALYSIS

5.1 Discretized perturbation equations

The riser length is discretized inN nodes and Eq. (49)
is integrated in the interval si ≤ s ≤ si+1. Representa-
tive values for any function φ within the integration inter-
val are calculated as:

φ (ṽ) = φi+1/2 '
1

2
[φ (ṽi) + φ (ṽi+1)] (60)

Representative values of the perturbed variables, as
well as space and time derivatives are calculated as:

v̂i+1/2 '
1

2
(v̂i + v̂i+1) (61)(

∂v̂

∂s

)
=

(
∂v̂

∂s

)
i+1/2

' v̂i+1 − v̂i
∆si

(62)(
∂v̂

∂t

)
=

(
∂v̂

∂t

)
i+1/2

' 1

2

(
dv̂i
dt

+
dv̂i+1

dt

)
(63)

where ∆si = si+1 − si. The following set of equations
is obtained:

G

{
dv̂

dt

}
+H {v̂} = 0 (64)

G =

 G11 G12 G13

0 0 G23

0 0 0

 (65)

H =

 0 H12 0
H21 H22 H23

H31 H32 H33

 (66)

In Eq. (64), G and H are rectangular sparse matri-
ces with dimension 3N − 3× 3N , while v̂ is the vector
of nodal values of the perturbed variables (3N compo-
nents), defined as:

{v̂}j =


ĵg j for 1 ≤ j ≤ N
ĵl j−N for N + 1 ≤ j ≤ 2N

P̂j−2N for 2N + 1 ≤ j ≤ 3N

(67)

The sub-matrices defined in Eq. (65) and (66) are
rectangular sparse matrices with dimension (N − 1)×N ,
with the following non-zero elements:

{G11}i, i = {G11}i, i+1 =
1

2
{B11}i+1/2 (68)

{G12}i, i = {G12}i, i+1 =
1

2
{B12}i+1/2 (69)

{G13}i, i = {G13}i, i+1 =
1

2
{B13}i+1/2 (70)

{G23}i, i = {G23}i, i+1 =
1

2
{B23}i+1/2 (71)

{H12}i, i = −{H12}i, i+1 = −
{C12}i+1/2

∆si
(72)

{H21}i, i =
1

2
{A21}i+1/2 −

{C21}i+1/2

∆si
(73)

{H21}i, i+1 =
1

2
{A21}i+1/2 +

{C21}i+1/2

∆si
(74)

{H22}i, i = −{H22}i, i+1 =
{C22}i+1/2

∆si
(75)

{H23}i, i =
1

2
{A23}i+1/2 −

{C23}i+1/2

∆si
(76)

{H23}i, i+1 =
1

2
{A23}i+1/2 +

{C23}i+1/2

∆si
(77)

{H31}i, i = {H31}i, i+1 =
1

2
{A31}i+1/2 (78)

{H32}i, i = {H32}i, i+1 =
1

2
{A32}i+1/2 (79)

{H33}i, i =
1

2
{A33}i+1/2 −

{C33}i+1/2

∆si
(80)

{H33}i, i+1 =
1

2
{A33}i+1/2 +

{C33}i+1/2

∆si
(81)

To close the system of equations, it is necessary to
load three additional lines, corresponding to the bound-
ary conditions. Considering Section 2.3 and Eq. (28) and
(29) it results:
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ĵl 1 = 0 (82)

dP̂1

dt
+ Cg1ĵg 1 + Cp1P̂1 = 0 (83)

where:

Cg1 =
P̃1

Lαp + Le
(84)

Cp1 =
jg0

Lαp + Le

Tg
T0

P0

P̃1

(85)

Considering a constant pressure separator at top of the
riser and from Eq. (18), it gives:

P̂N = 0 (86)

It results:

G∗
{
dv̂

dt

}
+H∗ {v̂} = 0 (87)

where the square matrices G∗ and H∗ (dimension 3N ×
3N ) are defined as the matricesG andH augmented with
the boundary conditions.

5.2 Stability Analysis

Considering Eq. (87), the following transformation
can be written:

{v̂} = {r̂} exp (λt) (88)

where λ is an eigenvalue and {r̂} is an eigenvector. From
Eq. (87) and (88):

(λG∗ +H∗){r̂} = 0 (89)

The transformation from Eq. (88) reduced Eq. (87) to
a generalized eigenvalue/vector problem. Equation (89)
has no trivial solution only when λ satisfies the charac-
teristic polynomial:

det(λG∗ +H∗) = 0 (90)

The stability of the stationary state can be decided ac-
cording to the solution of characteristic polynomial.

5.3 Numerical implementation

For a set of flow, geometry and simulation parameters,
the system of equations corresponding to the stationary
state were solved and the matrices G∗ and H∗ were as-
sembled.

The numerical procedure was implemented using the
software MATLAB (Magrab et al., 2005). The subrou-
tine EIGS, which is the ARPACK implementation for
Matlab, was used. ARPACK (Lehoucq et al., 1997)
is a set of routines, initially developed to solve large
scale eigenvalue problems; it is based on an variation
of the Arnoldi process called the Implicitly Restarted

Arnoldi/Lanczos Method (IRAM). ARPACK routines are
capable of solving large scale symmetric, nonsymmetric,
and generalized eigen-problems. They were designed to
compute a subset of eigenvalues with user specified fea-
tures such as those of largest real part or largest mag-
nitude. For every request, a set of numerically accurate
eigenvalues and eigenvectors is available .

In Burr et al. (2013) a fixed grid was considered in
the plane of superficial velocities, determining the stabil-
ity for each grid point. In the present work, a routine was
implemented to track the stability curve, starting from a
point located in the upper branch (low gas superficial ve-
locity and high liquid superficial velocity) and using the
bisection method to determine, with the required preci-
sion, the neutral stability condition.

6. VOID FRACTION CORRELATIONS

6.1 Bendiksen (1984)

Bendiksen (1984) made experiments in straight tubes
with inclination angles between −30 o and 90 o using air
and water in order to measure the velocity of long bub-
bles. The resulting drift flux correlation is:

Cd =

{
1.05 + 0.15 sin θ forFrj < 3.5

1.2 forFrj ≥ 3.5
(91)

Ud =

{ √
g D (0.35 sin θ + 0.54 cos θ) forFrj < 3.5

0.35
√
g D sin θ forFrj ≥ 3.5

(92)

where the Froude number Frj is defined as:

Frj =
j√
g D

(93)

Bendiksen’s correlation was used in previous contri-
butions (Baliño et al., 2010; Azevedo et al., 2015) be-
cause of its simplicity (void fraction is explicit and drift
parameters are independent of state variables). The main
disadvantage is that the database used is only for low
pressure air-water flow and for a restricted flow pattern.

6.2 Chexal et al. (1997)

Chexal-Lellouche’s correlation (Chexal et al., 1997)
covers a full range of conditions and flow orientations, as
well as different fluid types (steam-water, air-water and
refrigerants), making it suitable for high-pressure sys-
tems like the ones in nuclear systems and possibly in
petroleum systems; for this reason, it was implemented
in codes for large system thermal-hydraulic analysis. The
drift parameters satisfy continuity and have finite first
derivatives and restrict the resulting void fraction to be
in the range from zero to one. Moreover, the drift pa-
rameters satisfy limiting conditions for critical and zero
pressure, as well as for zero and unity void fraction. Void
fraction has to be determined iteratively, as the drift pa-
rameters are dependent on the state variables. The re-
sulting drift flux correlation is, for co-current upward air-
water flows:
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Cd =
L

K0 + (1−K0)αr
(94)

where:

L = Fr Lv + (1− Fr)Lh (95)

Fr =

(
θ

90o

)0.2

(96)

Lv = min
(
1.15α0.45, 1

)
(97)

Lh = min
(
1.125α0.6, 1

) [
1 + α0.05 (1− α)

2
]

(98)

K0 = B1 + (1−B1)

(
ρg
ρl

)0.25

(99)

r =

1 + 1.57

(
ρg
ρl

)
1−B1

(100)

B1 = Fr B1v + (1− Fr)B1h (101)

B1(v,h) = min(0.8, A1(v,h)) (102)

A1(v,h) =
1

1 + exp (−Rev,h/60000)
(103)

Rev =

{
Reg forReg > Rel
Rel forReg < Rel

(104)

Reh =

{
|Reg| for |Reg| > |Rel|
|Rel| for |Reg| < |Rel|

(105)

Ud = 1.41

[
(ρl − ρg)σ g

ρ2l

]0.25
C1 C2 C3 C4 (106)

where σ is the surface tension and:

C1 = (1− α)
B1 (107)

For (ρl/ρg) ≤ 18 : C2 = 0.4757

[
ln

(
ρl
ρg

)]0.7
(108)

For (ρf/ρg) > 18 :

{
ifC5 ≥ 1, C2 = 1

ifC5 < 1, C2 = 1− exp
(

−C5

1−C5

)
(109)

C5 =

√
150

(ρl/ρg)
(110)

C3 = Fr C3v + (1− Fr)C3h (111)

C3v = max [0.5, 2 exp (−Rel/300000)] (112)

C3h = max (0.125, 0.5 exp (−Rel/300000)) (113)

C4 =


1 forC7 ≥ 1
1

1− exp

(
C7

1− C7

) forC7 < 1 (114)

C7 =

(
0.09144m

D

)0.6

(115)

6.3 Bhagwat and Ghajar (2014)

Bhagwat and Ghajar (2014) recently presented new
equations for the drift parameters applicable to gas-liquid
flows in a wide range of fluid combinations, thermody-
namic states and pipe diameters, correlating 8255 data
points from 60 different sources. For low pressures and
air-water flows, this correlation is applicable to different
flow patterns and gives similar results as Bendiksen’s cor-
relation. The correlation is also implicit in void fraction.

Cd =
2− (ρg/ρl)

2

1 + (Retp/1000)
2 +

[
1 + (ρg/ρl)

2
cos θ

1 + cos θ

] 1
5 (1−α)

+ Cd,1

1 + (1000/Retp)
2 (116)

where:

Cd,1 = 0.2

(
1−

√
ρg
ρl

)[
(2.6− β)

0.15

−
√
ftp

]
(1− x)

1.5 (117)

1√
ftp

= −4 log10

(
ε/Dh

3.7
+

1.256

Retp
√
ftp

)
(118)

Retp =
ρl j D

µl
(119)

x =
ρg jg

ρg jg + ρl jl
(120)

β =
jg

jg + jl
(121)

Ud = (0.35 sin θ + 0.45 cos θ)×√
g D (ρl − ρg)

ρl
(1− α)

0.5
C2 C3 C4 (122)

where:

C2 =


(

0.434

log10 µ
∗
l

)0.15

forµ∗
l > 10

1 forµ∗
l ≤ 10

(123)

µ∗
l = µl/ (0.001Pa s) (124)

C3 =

{
(La/0.025)

0.9 forLa < 0.025
1 forLa ≥ 0.025

(125)

C4 =

{
−1 for (−50o ≤ θ < 0o andFrsg ≤ 0.1)
1 otherwise (126)

where Frsg and La are respectively the Froude and
Laplace numbers, defined as:

Frsg =

√
ρg

ρl − ρg
jg√

g D cos θ
(127)

La =

√
σ

g (ρl − ρg)
D

(128)
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7. RESULTS

Comparative results are shown for the stability maps
and the stationary distributions of the state variables for
the system conditions from Taitel et al. (1990) (see Table
1), corresponding to a vertical riser connected to a sepa-
rator.

Table 1: Parameters for vertical riser (Taitel et al., 1990).

Definition Parameter Value Unit
Liquid viscosity µl 1 × 10−3 kg/(ms)

Gas viscosity µg 1.8 × 10−5 kg/(ms)
Liquid density ρl 1000 kg/m3

Gas constant Rg 287 m2/(s2K)
Temperature Tg 293 K

Pipeline length L 9.1 m
Buffer length Le 1.69, 5.1, 10 m

Pipeline diameter D 2.54 × 10−2 m

Pipeline-riser roughness ε 1.5 × 10−6 m
Pipeline inclination β 5 degree

Riser height Z 3 m
Separator pressure Ps 1.03 × 105 Pa

In Azevedo et al. (2015) discretization and eigen-
values well-posedness studies were made, resulting that
N = 50 is a satisfactory nodalization.

Figure 3 shows the stability map for a buffer length
Le = 1.69m calculated with the linear stability theory,
for the different void fraction correlations. It can be ob-
served that the three correlations predict similar stability
maps. The differences for the near horizontal branch with
low gas superficial velocities are small, because the pre-
dicted void fractions are very small for this flow range.
For the nearly vertical branch with low liquid superficial
velocities, there are slight differences in the predicted sta-
bility boundaries.

Figure 3: Stability maps for Le = 1.69m.

To elucidate the behavior of the different correlations,
two operating points were chosen in Fig. 3: point A,
corresponding to jg0 = 0.02m/s, jl0 = 0.7m/s, is lo-
cated closed to the low gas superficial velocity branch,
while point B, corresponding to jg0 = 0.3m/s, jl0 =
0.2m/s, is located closed to the high gas superficial ve-
locity branch. Notice that point A is located within the
unstable region for any void fraction correlation, so the
model predicts that there is no steady state for this config-
uration; on the other hand, point B is in the stable region.

Figures 4, 5 and 6 show respectively the stationary
state profiles in the riser for void fraction, gas superficial
velocity and pressure for point A. It can be observed that
the void fractions are very low and that Bendiksen’s and
Bhagwat’s correlations give very similar results, while
Chexal’s correlation gives little higher values. Accord-
ing to the stationary conditions (Eqs. (22) and (23)) as
the void fraction is higher, pressure is lower and gas su-
perficial velocity is higher.

Figure 4: Void fraction profile for Le = 1.69m (point
A).

Figure 5: Gas superficial velocity profile for Le =
1.69m (point A).

Figure 6: Pressure profile for Le = 1.69m (point A).

Figures 7, 8 and 9 show respectively the stationary
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state profiles in the riser for point B. Void fractions are
higher; the highest values are predicted by Bhagwat’s
correlation, followed by Chexal’s and Bendiksen’s cor-
relations.

Figure 7: Void fraction profile for Le = 1.69m (point
B).

Figure 8: Gas superficial velocity profile for Le =
1.69m (point B).

Figure 9: Pressure profile for Le = 1.69m (point B).

Finally, Fig. 10 shows the stability map for a buffer
lengthLe = 5.1m calculated with the linear stability the-
ory, for the different void fraction correlations. It can be
observed that the three correlations predict similar stabil-
ity maps and also an increase in the unstable region for

higher buffer lengths, which is in agreement with the ex-
perimental trends.

Figure 10: Stability maps for Le = 5.1m.

8. CONCLUSIONS

The stability analysis using the linear stability theory
was proven to be a very efficient tool to predict the in-
fluence of different operating conditions on the occur-
rence of severe slugging. In particular, three different
void fraction correlations were implemented and their in-
fluence was assessed. It was found that there is a very
small influence on the near horizontal branch of the sta-
bility boundary and a slight influence in the near vertical
branch. Moreover, the different correlations exhibit the
right trend, increasing the unstable region as the buffer
equivalent length is increased. Although the correlations
give slightly different values of void fraction, the calcula-
tions show that the methodology is robust when different
correlations are considered.

It would be desirable to extend this methodology for
more complex geometries like the ones in hilly terrain
flows. For doing this, it is necessary to count with re-
liable void fraction correlations valid for different pipe
inclinations, flow directions and fluid conditions.

As severe slugging is an important issue in the design
of offshore petroleum systems, the necessity of including
a stability analysis derived from the dynamic models in
computer simulation codes is evident; for the case of sta-
tionary simulation codes the necessity is even more im-
portant, as the dynamic simulation is not available and
the stationary solution may not physically exist. If the
objective is only deciding about the system stability, the
stability module would be an useful tool in dynamic sim-
ulation codes as well, as computational cost is much less
compared to simulations in the time domain.
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