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GENERAL CO-CHAIRS’ MESSAGE

WELCOME To HMS 2008

The International Workshop on Harbor, Maritime &
Multimodal Logistics Modeling and Simulation (HMS)
continues a long tradition as the premier event in the
field, anticipated in preliminary edition 1996 (Genoa)
and 1998 (Riga) and officially established since fall
1999. So HMS2008 reaches this year its 10" Edition as
confirmation of the value of this thematic workshop
concentrated in very specific, but very high quality contribution on a sharp subject.

It is evident that HMS Workshop plays a critical role in bringing researchers, teachers,
vendors, and practitioners from worldwide together to discuss of the most advanced
initiatives on Maritime, Harbor and Logistics Simulation arising in the world.

HMS2008 has a very high-quality program and represents one of the most successful
editions in term of contributions; the event is organized into sessions spotlighting
simulation applications in logistics and maritime modeling.

We are very grateful for all the efforts provided by many people from Authors to
International Program Committee Members and Program Organizers; HMS requires
contributions from many dedicated volunteers whose efforts during almost one year
of planning and preparation are fundamental.

Each member of the HMS organization has done an exemplary job in organizing,
publicizing, and running a successful conference.

The wonderful location of HMS2008 in South Italy provides further opportunities for
attendees: Calabria area, is one of the reasons of 2008 edition success not only for
the splendid framework of the South Italian Coast but also for the great efforts
provided by Local Organizers.

Calabria stands in a splendid position facing the Straits of Messina and it is located in
the centre of the Mediterranean: its origins are very antique (the early Italic
civilization, the Magna Graecia, etc), it is for this reason that Calabria is a unique
land, a region of ancient history in which Mediterranean and European civilizations
are so deeply rooted.

Based on such consideration, as the essence of the conference being to facilitate
dialogue, we hope that by gathering together a geographically and academically
diverse group of researchers, all of whom are interested in specific topics, the
process of knowledge transfer from to country can be facilitated and enhanced.

We thank all the attendees for their participation. We hope you enjoy a productive
and rewarding HMS2008 Workshop and invite you to stay actively involved with HMS
and I3M in the future.

Next year the event will be held in Tenerife, Canary Island, and we look forward to
an even large event. However, we are glad to welcome you in HMS2008 within the
wonderful framework of South Italy.

AGOSTINO G. BRUZZONE, MISS-DIPTEM, UNIVERSITY OF GENOA
YURI MERKURIEV, RIGA TECHNICAL UNIVERSITY
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SIMULATION-BASED ANALYSIS OF A CONCRETE ARMOUR UNITS
MANUFACTURING PLANT FOR THE CONSTRUCTION OF A RUBBLE MOUND
BREAKWATER

David del Rio Vilas®, Diego Crespo Pereira®, Adolfo Lamas Rodriguez®, Alejandro Garcia del Valle®

@. ®- - DGrypo Integrado de Ingenieria, University of A Coruna

@daviddelrio@udc.es, ®dcrespo@ude.es, ©alamas@udc.es, Vagvalle@udc.es

ABSTRACT

New port facilities at Punta Langosteira, on the north-
west coast of Spain, involve the construction of a large
rubble mound breakwater that requires thousands of
concrete armour units that will have to be supplied as
the construction project progresses. For that reason, a
provisory plant has been built in situ where the concrete
blocks are cast, transported and stacked. Due to the im-
plementation of a DGPS system, the blocks life cycle
can be traced and an assessment of strategies for mini-
mizing the number of blocks moves became plausible.
In this paper, we describe the operational analysis for
the determination of a comprehensive and simple set of
rules which may result in a cost-effective operation of
the concrete blocks plant whilst meeting the procedural
constraints. To do so, a simulation-based approach was
adopted both using the commercial tool Delmia QUEST
and developing our own ad hoc Java simulator.

Keywords: simulation, optimization, supply chain mod-
elling, manufacturing, stacking yard

1. INTRODUCTION

The project of the New Port Facilities in Punta Lan-
gosteira on the northwest coast of Spain is one of the
most important building projects under construction in
Europe, not only due to its size and complexity but also
to its impact on the whole economy of the region. It has
an initial budget of more than €429 million partly fi-
nanced by EU Cohesion funds and by the European In-
vestment Bank. A Joint Venture made up of the Spanish
companies Dragados, Sato, Copasa and DRACE was
chosen to accomplish this work, which started in April
2005 and is expected to finish by September 2011, al-
though the outer main breakwater will have to be fin-
ished by the end of 2009. When finished, the main
breakwater will have a total length of 3.4 km and a
maximum height of 65m. (Autoridad Portuaria A Co-
runa 2008).

Prosermar Ingenieria S.L. is the firm that has sup-
plied the DGPS system for tracing the concrete blocks’
life cycle and responsible for determining a set of op-
erational policies that may lead to an enhanced plant
operation. It is in the framework of this job that the
work reported here has been carried out.

Figure 1: A Schematic General View of the Rubble
Mound Breakwater. Layers of Concrete Blocks are
shown.

2. THE PLANT

A plant has been built in situ to supply the amount and
type of concrete blocks that the construction project re-
quires. Blocks of 15, 50, 70 and 150 ton are manufac-
tured and stacked by Rail Mounted Gantry Cranes in
their corresponding yards. As a matter of fact, more
than twenty three thousand 150 ton blocks, with a cost
nearly €5,000 each will have to be created, transported
and stored in this plant.

The plant is divided into two main areas dedicated
to the production and stocking processes respectively.
There are two stacking yards, one devoted to the 15 ton
blocks. This yard is divided into two areas by the cast-
ing zone where blocks are cast by means of a continu-
ous pouring system operating around the clock six days
a week.

There are six pouring lines in the casting yard on
which twenty moulds are moved by a crane following a
predefined pouring sequence. Concrete is poured into
the shuttering and after six hours it can be removed and
moved to the next position. Blocks have to stay ten
more hours until they have hardened enough so they can
be lifted and transported in pairs by the cranes to their
corresponding slots, where they will continue to harden.
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Figure 2: A General View of the Plant during its Con-
struction.

Concrete blocks have to meet quality standards re-
lated to their curing progression that define their life cy-
cle, as shown in Figure 3. Due to the stochastic nature
of this process, they cannot be directly delivered to their
final destination in the breakwater and consequently
have to be stored. Accordingly, three states are possible
for a block, i.e. accepted for final delivery (“Green”
Blocks), rejected (“Red” Blocks) and those not yet de-
fined as green or red (“Yellow” Blocks). Besides, the
prevailing adverse weather conditions during the winter
months make it impossible to carry out maritime opera-
tions so that a stock is generated (Stock Phase), whereas
during the rest of the year, production and delivery of
blocks happen simultaneously (Input-Output Phase).

ﬂ ‘ 14 days m
Quality
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Figure 3: Blocks Life Cycle.

Yard Cranes displacements are monitored and
managed by means of a DGPS system so position, iden-
tity and state of cranes and blocks can be known. In ad-
dition, historical records relative to a previous construc-
tive experience in the nearby port of Ferrol have shown
that only 0.36% of the total amount of blocks will not
pass the quality tests and consequently will have to be
removed. These two key aspects are the foundations on
which we have developed our models.

3. THE PROBLEM

Every time a crane has to pick up or drop off a pair of
blocks a decision has to be made. In the case of the 15
ton blocks, there are more than 760 candidate slots in
the yard where to place them. Besides, they can be
stacked on top of each other up to five levels. This case

is the most exacting since these blocks present the high-
est turnover. Consequently we decided to focus our
analysis on it. The aim is to minimize the total distance
travelled by the cranes while meeting both productive
rates and operation constraints.

From a mathematical point of view, this real prob-
lem is similar to that of the Stacker Crane Problem
(SCP). In the SCP a collection of source-destination
pairs (s;, d;) is given where for each pair the crane must
pick up an object at location s; and deliver it to location
d;. The goal is to arrange these tasks so as to minimize
the time spent by the crane going between tasks, i.e.
moving from the destination of one pair to the source of
the next one. This can viewed as an Asymmetric Travel-
ling Salesman Problem (ATSP) in which city c; corre-
sponds to the pair (s;, d;) and the distance from c; to c;is
the metric distance between d; and s;. In our specific
case, neither sources nor destinations are fixed so the
complexity of the problem increases. Additionally, this
would be a random dynamic 760-node instance. Even
though it were studied as a fixed static case, it would be
much larger than most of the instances that still remain
unsolved (Gutin 2002). Further research in dynamic
routing problems is proposed (Larsen 2000).

Considering this complexity as well as the need of
obtaining real solutions, we finally decided to adopt a
simulation-based approach by means of which we could
evaluate the performance of our proposals and check
their operational feasibility. The role of simulation to
evaluate alternative management policies is fundamen-
tal, especially when the policies are computer generated
and the human decision-makers do not have a complete
understanding of all their details (Gambardella 2000).
Simulation has been employed for supporting decision
making processes in manufacturing-oriented supply
chain applications (Qiao 2004) as well as in container
terminals management. The location problem of con-
tainers in port container terminals has been broadly ad-
dressed following different approaches using both heu-
ristics and metaheuristics for improving construction
methods, but all of them based on specific process pecu-
liarities (Giinther 2005).

4. THE SIMULATION

Being aware of the logistic nature of the processes to be
modelled, we have used the Delmia QUEST simulator,
which allows a good implementation of push-pull poli-
cies, queuing logics, and transportation systems while
offering an excellent 3D graphical simulation environ-
ment on which complex processes can be seen and un-
derstood in a very intuitive and practical manner. In
fact, one of the most important implications of its utili-
zation has been the possibility for project engineers to
visualize the real operation in advance and to anticipate
both problems and opportunities. QUEST has been em-
ployed to gain more knowledge about the real plant and
preliminary information that was used later in the de-
velopment of our simulator.
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Figure 4: The QUEST Model of the 15ton Yard

We first studied the blocks management in the
Stock Phase and then in the Input-Output Phase. The
cinematic analogy was achieved by introducing all the
geometrical and cinematic data relative to the real ele-
ments, i.e. crane dimensions and speeds, blocks dimen-
sions, distance between slots, etc. Models started from
CAD information about the real yard. Sources elements
represent the cast process by generating three types of
parts according to their proportions and following the
predetermined sequence. A 760-stack point buffer
represents the yard, connected to the sources by means
of a Crane AGV System that have been used for model-
ling the gantry cranes and the logics and points where
decisions have to be made. Crane’s logics had to be
coded in SCL, —a proprietary Simulation Control Lan-
guage of Delmia— for modelling their kinematics and in
order to implement decision rules. Crane movement has
been modelled according to a so called “German” op-
erative rather than an “American” one. This means that
gantry, cross travel and hoist do not move simultane-
ously, representing a conservative but safer and more
reliable operation from the maintenance point of view.

Connections between elements are required, com-
bining push and pull processes. For example, incoming
vehicles for blocks’ delivery are modelled by sinks gen-
erating pull requests, as well as the buffers for stacking
red blocks. Hence, the operational analogy is obtained,
and as the simulation can be visualized, the model veri-
fication is easier and faster.

An especial effort was made in automating all the
processes related to data input and output as well as
model geometric definition. This flexibility was ob-
tained by programming BCL scripts —Batch Control
Language- with geometric information and characteris-
tic operational parameters rather than using the QUEST
GUI. As will be described later, the same intention
guided the design of our simulator.

Flgure 5: The Yard at the end of the Stocking Phase

Simulation of preliminary models of the Stock
Phase was focused on testing a FIFO priority versus a
Nearest Neighbour (NN) one when serving sources.
Both of them are classical approaches in facing this
kind of dynamic problems (Larsen 2000). A basic cov-
ering sequence based on maintaining parallelism be-
tween sources and stack points visited by the crane was
initially proposed. While piling on the region of the
yard parallel to the cast area results in an optimum crane
performance, results become far from good whenever
this parallelism is lost. One solution is to predetermine
the maximum distance the crane may travel according
to yard’s geometry by dedicating farther slots to farther
sources and so on. This policy, although simple, has
proved to be as good as the NN one for the Stock Phase
operation. Even more, we have determined the optimum
value for the Stock Ratio in the Stacking Phase —
assuming a FIFO pattern when serving sources- by
means of the implementation in our simulator of a set of
optimal rules. These are basically focused on avoiding
those slots that have a lower y-coordinate than the
source under consideration whenever a Source-Slot
movement has to be done. A value of 86.80 m/block
was obtained, which involves only an improvement of
0.3% respect the result derived from the NN procedure.

A Nearest Neighbour rule based on a Euclidean
metric was finally adopted when deciding which stack
to go to. In Table 1 results relative to different metrics
are shown. The yard crane should select the available
block corresponding to the pouring order, i.e. should act
according to a FIFO policy. The reason is that it only
represents less than 2% decrease in performance when
compared to the NN operation while it enhances Quality
Control and Traceability since it follows the actual cast
process. Besides, it has a simpler as well as more robust
implementation, in case of a software blackout for in-
stance. But above all, it is less sensitive to the possibil-
ity of collapse in the cast area, that is to say, the possi-
bility of overlapping two consecutive pouring processes
in the same point. Due to the yard geometry, the NN
operation tends to “abandon” the blocks that have been
cast in the beginning of the lines, forcing to slow pro-
duction rate.



Table 1: Stock Ratio (m/block) and Decision Rule in
Sources for the NN Policy for Slot Decision in the
Stocking Phase.

FIFO [ NN
Euclidean 87.06 | 85.54
Gantry Distance | 87.30 | 85.93
Manhattan 87.30 | 85.92
Tchebychev |[87.91]87.75

The Rejection Area location for red blocks was also
determined. Traditionally, red blocks are piled on an
extreme area of the yard so that they do not interfere
with other operations. Since the generation of red
blocks follows a random pattern, the simulations in
QUEST of the stocking phase were first executed to
find out whether a centroidal location for red block
stacks would be more suitable than the traditional pol-
icy. Preliminary results seemed to indicate that both
ways are equivalent in terms of distance. Further ex-
perimentation in our simulator confirmed this thesis, as
will be explained later

Figure 6: Head Location for Red Blocks. Collapse has
happened in Sources

In order to acquire more knowledge and control of
the simulation process we developed a Java application,
by means of which once we first validated the results
obtained in QUEST we could manage simulations in a
much faster and detailed way. We could then run long
term simulations of 144 working days of the Input-
Output model in just a few seconds. Despite the fact of
QUEST was extensively used for analyzing the Stock
Phase, we could not run the Input-Output QUEST mod-
els for more than 20 days of simulation time.

4.1. SIMPA

Our simulator SIMPA - in Spanish, standing for Simu-
lador de Patios de Apilamiento - makes use of a com-
bined event-activity oriented simulation approach. The
system time evolution consists of an iterative process
based on the increment of a time counter by steps corre-
sponding to crane moves. In turn, elements — blocks and
sources - are checked for state changes on each step
relative to their curing process and the next crane move

is decided depending on the rules under consideration.
Thus, simulation is event oriented in the sense that
crane activities are modelled by starting-ending events.
However, blocks casting and curing processes simula-
tion is activity oriented since starting-ending conditions
are checked at moments given by crane moves, not by
their own activity events.

The underlying software architecture consists of
two main modules corresponding to two java packages.
One is the system’s model module, which contains
classes that represent its elements (crane, sources, stack-
ing points and others). The other one is the simulation
core module, which contains the main simulation loop
and functionality related to the time management of the
system and monitoring.

The elements that constitute the model are the fol-
lowing:

1. Crane. The crane is modelled by its position in
Cartesian’s coordinates and its cinematic prop-
erties - gantry, cross travel and hoist speeds -
as well as its height.

2. Source. Sources are defined by their position in
the ground (given x-y coordinates), casting
state (empty, casting or waiting for the block to
be moved to the yard), counter of time elapsed
since the last casting initiated and properties
common to every source (static declared prop-
erties) height of the blocks and cycle opera-
tional time.

3. Stacking Point. Stacking points are defined by
their x-y coordinates, the number of blocks
stacked, the list of time counters of the blocks
(time passed since the casting of the block), the
list of block’s states (green, yellow or red) and
the general properties to all of them, i.e. time
of first and second quality tests and probability
of passing them. The stacking point class also
defines methods for adding and removing
blocks.

4. Delivery Point. It represents a point to deliver
a block that has finished its cycle in the yard
and is sent to the breakwater (green) or re-
moved (red). Hence, it is used to model the ve-
hicles and the rejection area.

5. Pull Delivery Point. This class is an extension
of Delivery Point that models a delivery point
which requests a block to be served at constant
time intervals. Specifically, it is used to model
the vehicles incoming process along the Input-
Output phase.

6. Crane Movements. The different types of
movements the crane is able to complete are
inherited from a super class called Movement,
making it easier to manage the different ac-
tions that can be executed by the crane. The
particular types of movements inherited are:
(a) Source to Stack Point movement. This

class is defined for transporting blocks



that have already been cast and need to be
stacked in the yard.

(b) Stack Point to Delivery Point movement.
This class is defined for the transportation
of green or red blocks that have to be deli-
vered.

(c) Stack Point to Stack Point movement. This
class is defined for reallocation move-
ments.

(d) Empty movement. This class is defined to
relocate the crane after transporting a
block.

The simulation core module contains only one
class, called SimCore. Its properties are the time counter
of the simulation run, the ending time of simulation and
the names of files to monitor the state of the system dur-
ing simulation. There is a main method that runs the
simulation which executes the simulation loop as fol-
lows:

1. Initialize time counter to zero.
Determine next crane action according to poli-
cies.
3. Obtain list of necessary moves to make se-
lected action {mi}.
4. For each move:
(a) Calculate move duration.
(b) Update time counter.
(c) Ifitis a transportation block move, then:
(i) Remove the block from its departing
position.
(i1) Update transported block time count-
ers.
(d) For each source:
(i) Update time counters as given by
move duration.
(i1) If state should change, then update.
(e) For each block on each stacking point:
(i) Update time counters as given by
move duration.
(i1) If state should change, then update.
(f) If it is a transportation block move, then
deliver the block.
Save system state into a file.
6. If time counter > time limit, then finish the
simulation. Else return to step 2.

93]

Other methods perform certain parts of that loop.
The state of every block, the number of green, yellow
and red blocks and the distances travelled by the crane
are saved into several files at each step.

Results have been measured by defining perform-
ance ratios for every process under consideration.
Hence, the distance travelled by the gantry per block
transported has been the main relative value on which
the comparison of policy goodness relied on. This value
has been calculated both for the Source-Slot moves —
Stock Ratio— and for the Slot-Delivery ones —Delivery
Ratio—. Other important values obtained have been the

total distance travelled by each crane, the number of re-
shuffles (movements required when trying to pick up a
green block which is under a yellow one), and the
maximum set up times for the loading/unloading opera-
tions without production collapse, among others.

4.2. The Input-Output Phase Simulation

During the Input-Output Phase, yards A and B alternate
in serving vehicles meaning that whenever a yard is re-
ceiving blocks from sources the other one is issuing
blocks to the breakwater and vice versa. This sequential
operation is a simple but effective and inexpensive way
of traffic control that field engineers are used to employ.
In our work, this procedure was adopted following the
real process guidelines. In addition, we proposed that
vehicles should always go to the location where the
crane has finished its last move. Taking into account the
important difference in speed between the crane -2.4
km/hour- and the vehicles -30 km/hour— we think that
this is a reasonable proposal.

Three different approaches have been analyzed for
this phase. A so called Spreading Nearest Neighbour
policy (SNN) was first proposed as it implements a con-
servative criterion based on balancing the yard’s occu-
pancy level whilst avoiding reshuffling. The SNN is a
modified NN in the sense that it follows a NN pattern
but prioritizing the occupancy of empty slots. The clos-
est free slot is chosen as a first option. If this is not pos-
sible then the closest pile with a yellow block on top is
chosen. Otherwise the closest pile with a green block on
top would be selected.

When delivering a pair of blocks to vehicles the
yard crane selects the closest pile with a green block on
top in that moment. In case the whole top level is yel-
low, the closest pile with highest green block is chosen.
As reallocations become necessary and the spreading
idea is kept, yellow blocks are placed on free slots if
possible. Then again, blocks are left on top of the clos-
est yellow block whenever the first option is not possi-
ble. Red blocks are picked up and delivered to their area
at the head of the yard only when the crane is idle dur-
ing the stocking sequence as they naturally come out
from piles.

A Greedy algorithm was also studied. In the
Greedy algorithm blocks coming from the cast area are
placed on top of the closest possible pile regardless fu-
ture consequences. However, decisions regarding the
Slot-Delivery moves and the Red Blocks moves main-
tain the SNN approach. We also implemented a modi-
fied Greedy algorithm named Greedy No Green (GNG).
The only difference lies on avoiding stacking on top of
green blocks when a slot has to be chosen in a source-
slot movement.

First, simulations of the Input-Output Phase were
executed to confirm the head location for the rejected
blocks’ area. This was an extra validating group of
simulations for the SIMPA that we could compare with
QUEST results so that an SNN policy was adopted.

As shown in Table 2, although the central option
seems to lead to a better performance, there is not a sig-



nificant difference between these two options, so it is
not interesting a change in the traditional management
of red blocks.

Table 2: Stock Ratio Results relative to Head and Cen-
tral Location for Red Blocks under an SNN Policy (5
vehicles, set up = 0.5 min, 100 simulations per case)

Location | Mean(m/block)
Head 82.46
Center 82.56

Less intensive experiments with the other policies
under consideration lead to the same conclusion.

This previous validating scenario led to two series
of simulation experiments. The first has been designed
for determining the cranes’ performance with regard to
the policy under consideration, the number of vehicles
and the set up time. Results of the stock ratio in meters
per block are shown in Figures 7 and 8. Simulations
consisted of a series of 100 experiments for every com-
bination of algorithm, number of vehicles and set up
time (Table 3). We call set up time a delay that we have
introduced before every single loading and unloading
move aimed at determining the influence of the crane’s
acceleration and set up times over global yard perform-
ance. According to Project Engineers, it is quite
unlikely for a crane to take thirty seconds in fix-
ing/unfixing its hoist on a block in normal operation.
This is the reason why this value of time was taken into
account in guiding the simulation process.

Table 3: Average Stock Ratio and Success Rate (100
simulations per case).

Policy | Vehicles | Set up | Success | Stock Ratio

3 0 100% 56.19
3 0.5 0% 0.00
4 0 100% 44.28
4 0.5 100% 34.27
GNG 5 0 100% 21.20
5 0.5 100% 13.21
6 0 100% 10.86
6 0.5 100% 14.22

Policy | Vehicles | Set up | Success | Stock Ratio

3 0 100% 55.43
3 0.5 0% 0.00
4 0 100% 46.91
Greedy 4 0.5 96% 35.39
5 0 100% 20.74
5 0.5 100% 12.27
6 0 100% 10.30
6 0.5 100% 11.04

Policy | Vehicles | Set up | Success | Stock Ratio
3 0 100% 93.85
3 0.5 0% 0.00
4 0 100% 86.84
4 0.5 100% 82.18
SNN 5 0 100% 80.77
5 0.5 100% 81.41
6 0 100% 83.32
6 0.5 100% 82.88

One important result is that three vehicles are not
enough to cope with such a production rate when set up
times are nearly half a minute regardless the policy im-
posed. Moreover, the larger the number of vehicles to
be dispatched by the crane, the better the performance
of the Greedy and the GNG rules. An even more inter-
esting result is that there is a certain improvement ten-
dency when the set up time increases.

Both Greedy and GNG policies behave in an al-
most identical manner confirming that the rule of not
stacking on top of green blocks does not provide any
significative advantage. On the other hand, and even
more stable the SNN policy results in stock ratio values
more than four times higher than the Greedy and GNG
ones.
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Figure 7: Stock Rate Dependence with Number of Ve-
hicles for each Policy (set up time = 0)
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Figure 8: Stock Rate Dependence with Number of Ve-
hicles for each Policy (set up time = 0.5)

Attending to crane performance, a validating opera-
tional scenario was proposed (Figure 9) confirming the
agreement between production capacity and operational



crane capacity. The Greedy policy was simulated for a
null set up time and four vehicles model.

Crane capacities correspond to the average results
from the capacity test previously described. The crane
can cope with the maximum production rate of 114
blocks/day presenting a surplus of 15 blocks/day. This
difference justifies the fact that reallocations have to be
performed during the stocking sequence. Besides, the
crane operates at its maximum capacity during the de-
livery sequences, reaching its operational ceiling of 153
blocks/day. This is a very important conclusion since
more vehicles do not mean a higher degree of progress
of the construction project. However, as previously ex-
plained, five vehicles would be more desirable than four
as the investment in an additional vehicle is lower than
the savings in the crane’s operational costs.
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Figure 9: Logistic Input-Output Model: Rates and Ca-
pacities.

Results related to this model are presented in the
next figures. In Figure 10, the distance travelled by the
gantry for a 144 day season is depicted. Simulations
showed that a total distance of 700 km is quite likely.
The initial slope is higher because the crane has to oper-
ate in farther areas of the yard until the steady state is
reached.

200000
700000 =
600000 /
500000

m 400000 -//

200000
200000 /
100000 /

0

0 20 40 60 80 100 120 140

days

Figure 10: Evolution of Gantry Crane Distance Trav-
elled (6 months, Greedy, 4 vehicles, set up = 0).

The resulting evolution of the Stock Ratio is shown
in Figure 11. Then again, the Stock Ratio presents a re-
gion of high values as long as the stock generated dur-
ing the winter months is not delivered. The total number
of reallocations and its evolution during a 144 day
simulation is presented in Figure 12. Reallocations only
appeared after day 80 when the stock is finished. Were

the total number of reallocations the criterion on which
the selection of policies would rely on, an SNN policy
would be definitely chosen since the Greedy one is al-
most six times higher. The Yard’s state evolution can be
seen in Figure 13 relative to the number and type of
blocks in the yard.

120 3,5

100 / ik
S 2 |
30
I \ / [
60 Stock Ratio
1,5
’ X ——Delivery Ratio
\-.

-1

40

20 L 05

U] T T o
0 50 100 150

Figure 11: The Stock and Delivery Ratios Evolution (6
months, Greedy, 4 vehicles, set up = 0).
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Figure 12: Number of Reallocations (Greedy, 4 vehi-
cles, set up = 0).

8000

7000 AN

6000 \\\\\
008 \ \ = Green Blocks
4000 \ \ Yellow Blocks
3000 ——Red Blocks
2000 \\\\ \\\\\
1000 \\\t

0

——Total

0 30 60 90 120 150

Figure 13: Yard State Evolution for a 6 Month Simula-
tion (Greedy, 4 vehicles, set up = 0).

In order to test the robustness of the Greedy policy
a set of 50 simulations was run (Figure 14). The im-
provement tendency relative to the increment in the set
up times is now clearly depicted. For a 6 vehicles opera-
tion under a Greedy approach, there is a plateau be-
tween 0.4 and 0.9 minutes where the Stock Ratio pre-
sents excellent values. These results are not only stable
but robust as it is necessary to impose a 1.2 minutes set
up time for reducing the success rate from 100% to



90%. Then again, a ratio of 12 m/block is obtained un-
der a Greedy policy operating with 5 vehicles and as-
suming a set up time of about 36 seconds. An effort in
determining real set up times should be done so this
value could be optimally adjusted together with appro-
priate reductions in global crane speed. This would im-
ply an enhanced crane operation both from maintenance
and distance minimization approaches. This is a non in-
tuitive or predictable conclusion almost possible to at-
tain by other means but simulation.

50 -
- 100%

40
95%

30 4 ——4 vehicles Avg. Stock Ratio

5 vehicles Avg. Stock Ratio
- 90%
20 - — 4 vehicles Success Rate

—— 5 vehicles Success Rate

10 - - 85%

0

80%
0 02040608 1 121416 18 2

Figure 14: Robustness Test: Stock Ratio and Success
Rate for Set Up Times between 0 and 2 minutes
(Greedy, 50 simulations per case).

The Greedy proposal has been also analyzed under
a very pessimistic value of rejection rate. At present, the
actual rejection rate of 6% is being held. However, the
typical initial starting up problems in these production
environments usually imply a transient state when vari-
ables are out of control so it is recommendable to de-
termine whether the actual operation should be main-
tained or a specific one should be selected and applied
during that stage. Moreover, changes during the project
related to concrete manufacturing equipment or con-
crete components —proportions of additives, cement,
sand, etc. - may lead to the same situation.

Thus, we decided to test our Greedy algorithm un-
der an increment of 100% in the individual rejection
rate value. The proportion of Red Blocks was then fixed
to 12% resulting in a total level of 1.44%. This final
value involves a 200% increment in the expected num-
ber of Red blocks.

Table 4: Average Stock Ratio and Success Rate for 100
simulations per case.

Policy | Vehicles | Set up | Success | Stock Ratio
4 0.5 | 100% 35.12
5 0.5 | 100% 12.52

Greedy

The average Stock Ratio of a series of 100 simula-
tions with a set up time of 0.5 minutes and 4 vehicles
was 35.12 m/block. For 5 vehicles, the value was 12.52
m/block. This behaviour is almost coincident to the re-
sults obtained for the 0.36% rejection rate. In addition,
in both cases the success rate is 100%. Even though the
concrete manufacturing process failed, the Greedy pol-
icy could cope with such amount of rejected blocks.

Finally, the proposed rules were compared to those
previously applied in the construction of a similar
breakwater in the Outer Port of Ferrol (traditional op-
eration) and to a random strategy. In Ferrol, it was not
possible to follow a strategy based on selecting optimal
positions due to the absence of a GPS system. More-
over, at that moment there was not a clear estimation of
the blocks’ rejection rate, so a conservative stacking op-
eration was adopted. To ensure the traceability of the
block’s life cycle it was necessary to assign predeter-
mined positions in such a way that piles of blocks were
filled sequentially. A pile was not initiated until the
previous one was completely filled to prevent red
blocks from scattering. This policy is far from optimal.
Furthermore, it leads to a poor distance rate because
with just a parallel assignment between sources and des-
tinations the rate would be better.

The random policy consists of randomly selecting
the next move for the crane at any stage. This way, an
efficiency rate measurement of a completely non-
controlled system was obtained.

Simulations of the traditional policy were run for a
complete Stocking Phase (since we did not have de-
tailed information about the Input-Output phase). Be-
cause of the time independent approach proposed by
this policy, the purpose of simulation is only to ensure
that collapse does not occur. The resulting average dis-
tance rate per block was 110.54 m/block. Were this tra-
ditional operation assumed, it would imply a 25% in-
crease in the total distance travelled by the crane.

Table 5: Traditional and Random Operation. Average
Stock Ratio (100 simulations per case).

Policy | Mean(m/block)
Traditional 110.54
Random 112.80

The random policy was tested for the Stocking
Phase resulting very similar to the traditional operation.
The obtained average rate was 112.80 m/block. This
implies that traditional policy is equivalent to not fol-
lowing any, under a total distance minimization effort.

5. CONCLUSIONS

A simulation-based analysis of the concrete armour
units manufacturing plant at Punta Langosteira has been
described. Simulation has proved to be especially effec-
tive for the analysis of large and complex systems as is
this case. It has also allowed an enhanced dynamic pro-
ject management, highly valued by the engineering
team.

We have employed a commercial tool -Delmia
QUEST- as well as our own java developed discrete
event simulator SIMPA. A group of policies have been
simulated under different scenarios leading to a simple
set of rules according to its easy implementation and
low cost.

A Greedy algorithm is proposed as well as the indi-
cation of employing 5 vehicles for the transportation of



blocks. Besides, a reduction in the crane operational
speed would lead to a more profitable crane’s utiliza-
tion. This Greedy rule has proven to be a robust opera-
tion faced with variations in set up times and with a
doubled rejection rate.

Simulations indicate that our model may result in a
20% reduction in the total distance travelled by the
crane in comparison with traditional operation. Even
though this is a very conservative guess since it only
takes into account the Stocking Phase, it has an imme-
diate and proportional effect in reducing the plant op-
erational cost.
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ABSTRACT

Recent trends in industrial production are marked by
rapid changes in structures of collaboration or
competition, as well as the spreading of customized
production and more intricate customer demands
regarding quality and visibility of delivery processes.
All this calls for efficient means of tracking and tracing
beyond company borders-a technological step which is,
in principle, available, yet, it is de facto restricted to
isolated proprietary solutions excluding countless small
and medium-sized enterprises from their application.
The EU-funded project TraSer (Identity-Based Tracking
and Web-Services for SMEs) was started with the goal
of overcoming these obstacles by providing a free,
open-source tracking and tracing solution platform
which would allow SMEs to set up and maintain
tracking and tracing services across company borders
requiring low costs of initial investment and operation.
The paper presents main goals and envisaged results of
the project, as well as state-of-the-art of related topics.

Keywords: AutolD, track-and-trace, open-source, cross-
company interoperability

1. IDENTIFIERS
FEATURES

1.1. Why are IDs needed?

The most fundamental requirement to be met before

establishing tracking is the agreement upon a common

identification system, consisting of:

AND IDENTIFICATION

e one or more standard types of physical ID
carrier, and

e one or more ID allocation scheme which all
users can interpret.

The presence of an identifier can trigger ID-specific
actions, and together with proper location information,
time stamp of detection etc., it can provide input to
make tracking services work and keep them up-to-date.

1.2. Properties of identifiers used

Various means of identification offer different
functionality levels which may be exploited in
operations based on unique identifiers. Below, the main
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groups of these features are listed. In (Ilie-Zudor et al.
2006), a similar grouping is presented with
corresponding application examples specific for the
case of RFID.

Unique identifier. This is the ability to provide an
identifier which makes it possible to unambiguously
mark a given item and set it apart from others within the
range of the whole identifier-based system. This is the
key property which is most needed when identity based
services or operations are performed, and as it can be
seen, all groups of physical or electronic carriers
examined offer this feature.

Location and time information. Associating a
location and time information with a given identifier
can be carried out in two possible ways: i) Recognizing
an item with a reader of a specified physical location at
a given point in time allows us to imply that the
recognized item (at least, the identification carrier
meant to identify it) was physically present at the
specified place and time (e. g., an item passes through a
gate reader of fixed location which reports its
occurrence automatically). ii) Knowing that a given
item is attached to a kind of carrier whose location at
certain points of time is known (e. g., a vehicle
transporting the items, or a directory containing several
documents), it is not necessary to identify the items
during the transfer since it can be assumed that all
originally contained items (e. g., articles locked into a
vehicle) change their place together. Here, it is
sufficient to report the progress of the carrier only
(optionally, along with the identifiers of the items
carried) without any repeated identification of the items
taking place.

Transfer of further data, read-only. In some cases,
not only an identity is extracted from the physical
carrier but also auxiliary data are read which would be
difficult, impractical or too costly to obtain from a
remote or pre-recorded database. In these cases, the
physical carrier of the identifier works, in essence, as an
additional read-only data carrier as well.

Transfer of further data, read and write access. A
further group of cases makes refreshing the
aforementioned additional data necessary, which would
call for a physical carrier functioning as a read-write
data carrier as well. While this is no problem with re-



writable RFID tags or purely electronic identifiers, other
carriers (e. g., bar code) can only offer the workaround
of re-labeling.

Transfer of further data, in-situ update. Although
relatively rare, it may be needed that additional data
attached to identifiers change their contents
autonomously and allow, e. g., the automatic recording
of changes in the state of the item in question. Such a
case may occur if chemical containers need to be
equipped with RFID tags which can transmit the current
temperature etc. to the reader, or if special tags are used
for quick diagnostics of livestock etc. Of course, pre-
printed physical carriers with fixed contents (e. g.,
barcode) cannot support the realization of this
functionality.

Changing the identifier. In some cases, items need
to discard their old identity and take on a new one (e. g.,
assignment of an item to a new responsible entity). This
is seamlessly supported by re-writable RFID tags and
purely electronic identifiers while other kinds of
physical carriers (e. g., barcodes, non-rewritable RFID)
would need a workaround by relabeling.

Table 1 summarizes the above properties with
respect to their availability with various physical 1D
carriers, while Table 2 lists which properties are needed
for different levels of functionality which rely on item
identification.

Table 1: Possible support of various identifier properties

Property used RFID Barcode stc. r'i:;:j’;e Elactronic ID
D + + + +
Lacation ftime + + + +
Further data, R + + + +
Further data, R/'W + W W +
In-situ updata + - - +
Changs of 1D + W W +

+ supported

—  not supparted

W workaround [re-labeling) neadad

Table 2: Required and possibly exploitable properties
for various functionality levels

In-si tu update

Further data, R

Location/time

Further data, R/ W
Change of 1D

1D

Functionality level

|dentifier- based
operations

+
I
-
-
"
=

Tracking-based
operaticns

Advancad item-
level sarvicas

+ required
- not neadad
+ may be exploitad
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1.3. Application of identification architectures
Although the mere presence of a technical background
for item-level identification forms a separate layer of
functionality, it is hardly used alone. This is, in the first
line, due to the fact that item-level identification in itself
is rarely sufficient for desired functionalities and
investing in ID carriers and readers alone makes only
sense in some specific cases which are a rare exception
to the above rule. This occurs when the reader (or a
dedicated device coupled to the reader but having no
connection to a database or a comparable repository) is
able to decide on the spot what action has to be taken
upon a given item's detection.

One of the most common examples mentioned in
literature are RFID-based anti-theft solutions (Modern
Purchasing 1993) where readers may react on a given
subset of identifiers only (which are not even required
to be unique)-these, of course, do not necessarily need
to be obtained from a common repository and may
reside pre-loaded in the hardware accompanying the
readers.

Although only fiction now, many other uses are
envisaged for the future. Recipe parameters (e. g.,
baking time) could be automatically read and forwarded
to the appropriate device (Almirall et al. 2003), another
interesting application is envisaged for washing
machines where read-write RFID tags in clothes also
record how many times the given piece has been
washed and select the proper washing program to adapt
to aging of the fabric (RFID Journal 2006).

One of the most unusual examples is the graphical
tablet (Graphire pen functionality 2006) used as an
input device for computers. Here, the identifier may
prevent the stylus or mouse from being swapped or
accidentally read by neighboring readers or may define
the type of the input instrument, while additional
measurement data (such as stylus tip pressure or a list of
buttons pressed) can be transmitted to the reader in
addition. The reader is implemented in a special form
which can determine the exact spatial position of the
input instrument within the borders of the tablet-this is
rarely the case for commonly used readers; comparable
plans are only found in the proposed idea of a
triangulation-based location system using direction-
selective long-range RFID readers for finding golf balls
lost on a golf course (Transponder News 2005).

1.4. Application cases of 1D-based operations
Identifier-based operations have a longer tradition in
asset management than in supply chain management.
The most simple cases of identifier-based asset
management tend to be so rudimentary that it becomes
difficult to draw a distinct border between the local use
of identifier architecture (Figure 1) and actual identifier-
based operations (Figure 2) supported by a facility-level
data repository.

Common to all of these is the lock functionality,
focusing on the binary question of a given individual (or
a member of a given class) being inside/outside, or
entering/leaving the given facility, (e. g., whether a



given tool is inside the storage room) often in
conjunction with a go/no-go type authorization of
further operations (e. g., personal RFID cards widely
used in access control of buildings, restricted use of
computers or other tools etc.). The key question setting
actual identifier-based asset management operations
apart from a mere local use of identifiers is whether or
not there is a facility-level information architecture
informing the reader of possible actions to be taken
locally (e. g., granting access) and, optionally, gathering
data about entities transferred through the reader-
equipped locks at the facility borders (potentially
resulting in binary information about a given entity
being in the facility).

Readar with

|
Iosal govt tem
Infarmatien
ltem
Reader with
local govne-ga
infarmatien
Facility

Figure 1: Local use of identifiers in asset management

Wk i Whe is

aulherized T inida?

. Item
liem —=
= -0
Facility
Figure 2: Identifier-based operations in asset
management

Therefore, the most simple identifier-based anti-theft
systems would rather qualify for the local use of
identifiers while more elaborate access control (even a
multilevel example for organizing a conference in
China (Furness et al. 2005) and contemplation of RFID-
aided house arrest supervision (Transponder News
2005) are known) would already require a central piece
of hardware supervising the readers and thus belong to
the class of ID-based asset management operations.

One of the most elaborate and interesting examples
for ID-based asset management-personnel management,
to be more exact-is used by the shipping company TNT
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at the Helsinki Airport (RFID Lab Finland 2005). Here,
security guards are required to patrol the facilities along
a specified route to ensure the security of the logistics
center of the company as well as other personnel. In
order to control the work performance of the guards,
each of them has to operate a portable RFID reader to
detect tags placed along the required path. Each reader
stores a list of the checkpoints passed, and the list can
be acquired from the mobile readers at a given point of
time (e. g., end of shift, end of one patrol etc.), and
stored in the central records. In this arrangement, the
mobility and connectivity of individuals and readers is
"turned inside out" compared to the common
arrangement, and instead of network connections, the
mobile readers and the staff themselves convey the data.

Other examples of ID-based asset management are
aviation service provider Nordam's more reliable tool
collection system (AMT 17/3), and the improved access
authorization procedure at the Californian harbors
(Innovate Forum 2006). In the agriculture, farm animals
can be identified using RFID tags, and a retrieval
service for lost pets also relies on RFID implants as the
means of identification ('Home Again' pet retrieval
service (Home Again 2005), although in the latter case,
the presence of location information and a widely
accessible database may rather resemble the next level
of functionality, i. e., tracking-based operations).

In supply chain management, most ID-based
operations-keeping original organizational structures-
are grouped around inventory changes or updates,
related to what entities enter, reside in, or leave the
inventory. In most cases, this calls for a more elaborate
database than in the case of asset management with
binary go/no-go or presence indicators, as in account-
based stock keeping, several items of the same class are
grouped and each of such classes may have its own
supply level information, handling instructions etc.

A typical example of RFID-aided inventory
management on the facility level is the RFID test case
introduced at the Dutch book store Selexyz. The books
headed to the pilot store were equipped with passive
RFID tags before packing at the distribution center of a
third-party-logistics service provider specialized in
books. The tagging allowed the automation of the
receiving of books at the store, which previously relied
on manual bar-code reading. Now, the boxes containing
the books can pass unopened through an RFID reader
port, thus reducing the time needed to register which
items entered the store upon a given delivery. The
second major area of improvement is the inventory
counting, which can be performed with portable RFID
readers in a few hours instead of closing the store for a
day. Due to these improvements, the need for staff in
the book store has dropped from 22 to 15, and Selexyz
has decided to expand the system to other stores
(Trebilcock 2006).

Other examples for similar 1D-based support for
receiving and inventory counting operations can be
found at the clothing stores Kaufhof (Roberti 2006),
Marks & Spencer (Frontline Solutions 2005) and Levi's



(Frontline Solutions 2005b). Receiving is accelerated
using RFID technology at Wal-Mart (Chain Store Age
2005) and Metro (Hoffman 2006). Manufacturing
processes with a flow-through of material can benefit
from identifier application as well, facilitating such
solutions as automatic retooling of work-cells for the
given item, and fail-safe identification of samples for
quality control (Schreiner's LogiData control system
applied by Auto5000 GmbH, a supplier of Volkswagen
(RFID International 2005)); RFID-based administration
of quality control at Ford's Essex engine plant in
Windsor, Ontario (Furness et al. 2005); RFID-based
identification of material test samples at the MTR
Corporation of Hong Kong which builds and operates
urban railways (Furness et al. 2005)). Closely related
are also the DoD standards for product vendors (DoD
2004) which allow an identification of origin and also
facilitate the in-transit tracking of goods which will be
the focus of the next section. Generic value chains form
a special application group, with such examples as
architectural construction processes (Skanska Finland
applies Enterprixe's 4D production model solution).

2. TRACKING-BASED OPERATIONS

2.1. Functionality

Tracking-based operations are primarily focusing on the
movement of material within a network of various
locations. In this context, the point of view of identifier-
based operations concentrating on inventory changes of
a given facility is, in some way, representing a dual to
the attitude of tracking-based operations where the
materials themselves form the main subject of
observation and location information is represented as a
property of the given individual. This change of
perspective is necessary because this level of
functionality requires the individual items (or batches of
items which have their own identity) to be recognized
and tracked as such across a series of locations-plain
account-based material management is not suitable for
the realization of this level of control (Ronkké 2006).

2.2. Requirements
The realization of tracking-based operations requires the
following preliminaries:

e Identifiers unique to instances or batches
which can be successfully read at all locations
and times in concern;

e Infrastructure and common methods/protocols
of acquiring and forwarding the time/place
information associated with reading an ID;

e A database of central role above the facility
level (note that physically, it may be of a
distributed form) where subsequent
location/time marks associated with the given
ID can be aggregated and are available for
surveillance and further processing.

13

2.3. Advantages

The primary advantage of performing tracking on the
level of items or batches (instances, in general; as
opposed to class cardinality with account-based
operations) is that the path or the presence of material
can be tracked with higher accuracy than that of
conventional structures. As a consequence of
aggregation over all locations involved, detailed
material-related information can be acquired and
processed more efficiently, which in turn facilitates
better decisions in material management and related
issues, ranging from more efficient logistics in supply-
chain management to optimized usage of material in
asset management.

In the current material handling scene, account-
based solutions still prevail, yet the direct or implied
advantages of item-level tracking are clearly effecting
its gradual spreading in cases where these advanced
functionalities are worth the investment.

Customers
i i i i
Transactions |: Accounts
i i i i
] Suppliers

Figure 3: Account-based material management

] Customers

Updates Material

i
CArarirt
A ar i
FAr i

] Suppliers
Figure 4: Item-centric material management

3. ADVANCED ITEM-CENTRIC SERVICES
3.1. Functionality
The next step in achieving higher-level functionalities is
the integration of tracking and related services
transcending either organizational borders (typical for
supply chains) or functional borders within the same
organization  (typical for  closed-circuit  asset
management), as shown in Figure 5.

This extended transparency (and not less the fact
that groups which have to do with the same item in
different ways-e. g¢., manufacturers, forwarders,



retailers, users-can access information about the item)
gives the opportunity to establish advanced services on
the item level (referred to as item-centric services)
which go beyond the usual functionalities of pure
tracking. As far as their access rights allow, various user
groups can then either update (e. g., notification about
the item passing through production stages) or read (e.
g., inquiry about availability or delivery status) item-
related information. Currently, a significant part of
these elements is already in use in various branches of
industrial production, yet they are kept from unfolding
their full potential because only partial solutions are
present, isolated from each other by organizational or
functional borders which can be-if feasible at all-
transcended by manual intervention only.

3.2. Requirements
As it can be expected, the additional requirements for
integrated  item-centric  services revolve around
establishing transparency through organizational or
functional borders:

e Infrastructural requirements for transparency,
such as interfaces and protocols in simple
cases, and higher-level standards of mutual
agreement, such as common ontologies if
complex operations are required;

e Differentiated access control for user groups
with various levels of authorization, requiring
authentication, authorization and protection of

communicated information (including
identifiers).
E Company 3 E Company 3
Updates E Company 2 E Company 2

Company 1

C C

Figure 5: Tracking of material (yellow) interrupted at
organizational borders (left) vs. integrated services
transcending borders (right)

3.3. Advantages

Transparency transcending organizational or functional
borders has received much attention in recent literature,
as it is essential for improving efficiency in processes
which, even if not tracked directly, do pass through
these borders anyway. The successful control of such
processes depends on decision makers or controlling
mechanisms having a proper overview over events or
processes concerning the subject of the transactions
(observability, in a control engineering perspective
(Dejonckheere et al. 2003)). Once this is provided,
better decisions can be met for planning such processes
as
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e assignment of work and assets depending on
limited resources;

o transfer or allocation of assets to meet current

and future demands for closed-circuit asset

management,

order and work forecasts;

optimization of transportation processes;

processing of customized orders;

quality feedback;

"fault-tolerant” composition of products and

production steps for supply chain management.

It is also worth examining the interfaces needed for
transparency. In the most simple use cases, a web
interface is sufficient (occasional use, such as checking
order status by customers), while a long-lasting
business-to-business relationship can exploit the
benefits of closer system integration and thus relieve the
involved parties of the drawbacks of manually
controlled operations (time lags, human errors).

A company extending tracking services to its
customers is able to provide the service only from the
parts of the supply chain which are connected to the
same tracking system, using the same notations and
databases. Therefore, the most beneficial services can
be built when the handling parties in the supply chain
agree to share an integrated tracking system or one
company is vertically integrated over a large part of the
supply chain (see Figure 5).

4. AN IDENTITY-BASED, ITEM-CENTRIC
TRACKING SOLUTION IN SUPPLY-CHAIN
MANAGEMENT

4.1. Concept overview

This section details an approach under development of

an open source platform which is created in order to

support SMEs in the adoption and development of
tracking-based logistics applications combining mass
customization and mass collaboration features.

There are benefits for all types of economic actors
if the technological problem of tracking in changing
networks is solved. Smaller corporations could
participate in temporary networks more easily, while
large corporations could introduce advanced operations
on a wider scale, and start to benefit, for example from
Vendor Managed Inventory (VMI), and provide after
sales services to more customers.

The solution focuses on forwarder independent
product individual, shipment or product-data tracking.
The forwarder independent tracking solution consists of
two types of easily installable software components:
checkpoint clients and server components. The
checkpoint clients are used to register the movements of
material and inventory status in a supply network, and
the server components (i.e. the middleware) receive
information from the clients and pass it to business
applications.



For tracking-based logistics service solutions to be
effective and valuable in temporary and changing
participant networks is required that:

e The applications are product centric, rather
than provider specific. The reason is that
product centric applications facilitate solutions
that can be used at different stages of the
product life cycle and by actors that are not
needed to be specified in advance.

e Service providers develop capabilities for
efficiently setting-up identity checkpoints for
product centric applications and for interacting
with this novel type of applications.

The key point that takes the proposed research beyond
the state-of-the art is illustrated in Figure 6 for logistics
services. The unique address-code attached to the
physical product, and the checkpoint client available for
download on the Internet makes set-up and integration
extremely cost efficient.

This solution is more portable than trying to
communicate  directly with  the  Application
Programming Interfaces (APIs) of different ERP
systems. If such communication is necessary in some
application (e.g. real-time applications where very rapid
reaction by the ERP on incoming events is required),
then that can be provided by an application-specific
‘agent’ that registers with the platform for receiving such
messages.

The approach taken in the solutions targeted,
builds around the so-called ‘product-centric’ concept.
This concept signifies that information about any
individual product item (including product types) can be
accessed over a network connection if the product item
is identified properly. The approach is not limited to
tangible objects; it could also be applied to documents
(e.g.: CAD drawings).

In order to make this possible, globally unique
item identification becomes necessary. In the solutions
proposed the ID@URI approach (Furness et al. 2005) is
adopted and further developed. In this notation the 1D
stands for an identity code of the consignment, and URI
stands for the Internet address of the computer to which
the information should be sent. This ensures that the
system can be used with several partners and, also, that
the uniqueness of tracking codes can be managed.
When using URLs (Uniform Resource Locator) as URI
(Uniform Resource ldentifier), the network address
where the information can be accessed is directly
indicated. Since a URL must be globally unique by
definition, it then becomes sufficient to use a unique ID
for that URL to make the identifier globally unique.

The development of the concept proposed is being
done as part of an international project, titled Identity-
Based Tracking and Web-Services for SMEs
(http://www.traser-project.eu).

The main scientific research objective of TraSer is:
Gaining insight into possible ways of motivating
prospective partners to participate in network-wide
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information sharing (such as through scientifically
founded guarantees for safe and efficient operation).
The technological objectives are:

e Assessing  possibilities  of
item/centric  concepts into an
transaction-processing scheme;

e Providing scalable and flexible access control
while complying with industrial security
requirements;

o Exploring and applying best practices for
realizing network-level services in
heterogeneous and changing environments.

integrating
existing

4.2. Overall platform description

A TraSer network consists of TraSer nodes (i.e., servers
in charge of maintaining item-related information in
their database) and TraSer clients (which provide
interfaces for querying and updating of item-related
information by human operators or  other
hardware/software components). The requirements
listed below determine the architecture proposed for the
TraSer network.

TraSer focuses on items which are unambiguously
marked with an identifier. The latter can be entered into
TraSer through a reader unit which is either a specific
piece of hardware (RFID/barcode reader, alphanumeric
terminal etc.) or software (in the case of product data
management). Identifiers are static, they cannot be
altered by the system. Data migration from one
identifier to another is supported by the system, but the
method of re-labeling is out of scope of TraSer.

Data associated with an item (having a given
identifier) can be updated or queried through one given
node in charge. An administrator is responsible for
configuring and maintaining the TraSer node. Although
the TraSer project will specify and implement one given
software solution for TraSer nodes, other pieces of
software may be TraSer-compliant as well, as long as
they provide the same services, data and communication
interfaces. This is important as some potential industrial
customers have already pronounced their preference of
re-implementing TraSer components with their own
software tools.

TraSer Clients are entities which do not
permanently store item-related data and provide no
services related to given items but can contact TraSer
nodes to use their data and services. The primary
purpose of clients is communication with a user who
can be either a human operator or a piece of
hardware/software. Although we may specify a given
range of possible TraSer clients, there are, theoretically,
no constraints concerning the innards of a potential
client, as it is only the communication behavior which
determines its validity as a TraSer client.

It is a general principle that only TraSer nodes and
TraSer clients can be directly connected to TraSer
nodes. Other components, such as already existing ERP



systems, can be linked to TraSer nodes through special
clients acting as adapters.

Figure 6 shows possible interactions between the
entities listed above-note that the interfaces marked
with dotted lines may not necessarily belong to the core
specification of TraSer.

4.3. User characteristics

There are two base classes of users of the system,
clients and data owners. Servers are only used by data
owners, and only through the configuration interface.
Clients of the system communicate with the client
applications and put a significantly greater load on the
system.

Clients are further divided into three sub-classes:
checkpoints, partners and analysts. Servers can send and
receive messages from other servers, in situations like
this they are treated as partners.

Administrator

TraSer
node

TraSer TraSer | ______
node client et

//

|
|
|
I
Reuder Identifier
Item related
dutuhuse

Figure 6: Components and interactions within TraSer

K sia Ko R

Client MNode Server Data owner

User Checkpoint

Figure 7: Hierarchy of actors

Query historical data
Analyst

Query current data
F'ar‘i:ner \ Ser\.fer
Send update

Checkpomt
Figure 8: Everyday communication use cases

<]7

Partner Analyst

Checkpoints send update messages, but do not
access the information stored. Typical checkpoints
comprise logistics providers. Partners both update and
query data, but the set of queries typically does not
contain complex computations or retrieval of large
historical data-sets. Analysts on the other hand have
greater access and either use the system as a decision
support tool, or want to extract rather old information
for tracing purposes.
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The TraSer library maintains a catalogue of
partners' data. This catalogue is used for creating a
secure communication channel over the internet and to
know what is the communication and network related
capability of remote parties. This catalogue can be used
by any implementation using the TraSer library. Server
configuration includes the management of authorization
rules, supported message types, lifecycle, entity
mapping and relaying services. Entity mapping is
implemented via numbering scheme translation.

Numbering scheme mapping can be offered as a
service on the server. If the server operator (i.e. the
data-owner) decides to make the mapping rules
available to others, it can be accessed by everyone, most
importantly checkpoints that due to the lack of prior
knowledge of entities to be handled, have limited
possibilities in defining the mapping rules locally.
Another service that can be offered by the server is the
publishing of change of certain aspects of data
regarding specific items, in other words client can
subscribe to changes of information. In this case, after
the client registers this fact, which is approved by the
server, the server sends a notification message every
time the data in question changes.

Partner Management

User Node
Server Configuration

Data owner Senrver

Figure 9: Node management use cases

o

Figure 10: Server management use cases

+_ Subscribe for ltem data
Par‘tner Send fresh infarmation
Server

Resolve Identifier

x

Data owner

7 Server

Checkpomt
Figure 11: Publish / Subscribe & ldentity resolving use
cases

4.4, Partner management

In the TraSer platform there are partners and service
addresses. Each  partner that needs secure
communication (i.e. wants to communicate over the
internet) possesses a private-public key-pair. This key-



pair is used to secure and validate messages if sent over
a possibly compromised channel like the internet.

Servers may offer their services using more than
one communication channel, where different channels
may have different settings. An example would be
whether non-secured messages are accepted via a
channel or not.

Security keys are in zero-or-one-to-one (0...1-1)
correspondence with partners, meaning that partners can
only have one security key and exactly one partner is
associated with a security key. Service addresses and
partners on the other hand are in many-to-one
correspondence.

In TraSer users can export the contact detail of a
local user that can be later imported into the partner
catalogue of other parties. The user can select which
service addresses he wants to include in the exported
contact details. Of course it is possible to add partners
to the catalogue by hand, and users can later modify
already added or imported contact details as well as the
details of the local user.

1 [Partner |1

Service Address | 91 0.1 [Public Key
:‘ /-I:‘

1

1

0.1 Private Key |
) l:l ) ) l:l
Figure 12: Partner data, class diagram snippet

A Data owner | B : Data owner

Local Partner | !

‘ : Set local data

I Export local contact

Figure 13: Partner management, sequence diagram

4.5. Interoperation with non-TraSer environments
As not all industrial users obey TraSer principles, an
Item identification scheme may be different from
ID@URI. E.g. the identification may be represented as
a Serial Shipping Container Code (SSCC) instead. In
such case a translation must be made to the ID@QURI.
For such cases the TraSer architecture offers three
options:

e Upload clients may store information on all
non TraSer items in a default server with a
fixed URI

e Based on certain parameters (e.g. the SSCC
prefix or the ISO 15963 allocation class),
stored in local client settings, a URI may be
chosen by the upload client

e The upload client may access a look-up
service, that responds with an URI based on
the existing ID plus possible extra
characteristics (such as the Item Type)
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TraSer will support protocols to use ID@URI look-up
services. The URI stored in a client or looked-up
through a service needs not be the final URI where the
Item information is stored. The update and query traffic
may further be redirected based on criteria at the Server
node. Such redirection however should be invisible for
the clients.

Another special case is when multiple (but
different) ID@URIs are affixed to the item, or when an
Item label is replaced with one with a different
ID@URI. This may be needed when the IDs are pre-
allocated to or pre-printed on the label. In this case all
URIs should ultimately point or redirect to the URI
where the Item information is stored.

4.6. Confidentiality and transfer of information
custody

Not everyone is entitled to upload or query information
of Items. Each information category of each Item has an
owner. The owner decides who may query and who
may upload parts of the information belonging to that
category. The TraSer concept is however based on an
open environment and is jeopardized if upload
restrictions are too strict. It should for instance not be
necessary for a carrier to register with each of the
information owners in order to scan the Items he carries.

Updates of information ownership and user rights
are registered as a special kind of event.

Change of information ownership may imply that
storage services are transferred to a new Server node.
The new owner of the information is also responsible
for rendering these services and he may decide to
employ another service. It is also possible that the
former owner is not authorized any longer to retrieve
certain Item related information. Wholesalers for
instance sometimes do not wish manufacturers to know
who the final customers are. Yet the URI of the first
information owner in the chain may be affixed to the
Item as a barcode or in an RFID tag.

TraSer therefore includes a redirect mechanism. In
case information storage is transferred to a new server, a
link will be established on the old server. Information
upload and retrieval is not performed directly, first the
server is interrogated whether he still holds the
applicable information. This mechanism is illustrated in
Figure 14. Principles are:

e The identity of clients and nodes should be
verified by means of signatures and certificates

e The Uploader is agnostic about information
confidentiality requirements, the protocol must
always be the same.

e URI transfers may be cached: the second
upload or query is directed to the right node
immediately

e The types of information should be coded
(technical, logistic, usage)

e  TraSer does not support:



— The case when downstream parties (e.g.
customers) should not know the identity of
the URI holder

— The case when manufacturers refuse to
transfer ownership (or have bad or illegal
intentions)

When a party in the chain drops out without redirecting
its URI or without updating the redirects upstream, the
chain is broken and information on the Item cannot be
retrieved or updated any longer. This problem can not
be resolved technically,
contractually.

but should be covered

Figure 14: Information Confidentiality

5. CONCLUSIONS

Recent development of industrial production presents an
ever-growing demand for tracking and tracing of work
pieces, documents etc., more and more often beyond
company or organizational borders. While identity-
based tracking and tracing is already applied in
industry, several-mostly cost-related-drawbacks confine
it to isolated proprietary solutions applied at large
companies, while SMEs venture the step of investing in
present-day ID-based tracking usually due to the
pressure of their larger customers only. The EU-
sponsored project "ldentity-Based Tracking and Web
Services for SMEs" (TraSer, see http://www.traser-
project.eu) is aimed at overcoming this obstacle by
providing an easy-to-maintain open-source solution
platform for tracking and tracing applications.

Given the findings about common use and
placement of AutolD middleware in the enterprise IT
infrastructure, a superficial first look at a TraSer node
through clients attached to it may lead to the conclusion
that TraSer is middleware in itself, in view of its
capabilities of  receiving reader input and
communicating with already existing higher-level
enterprise IT components. However, a closer look at
TraSer nodes reveals properties which were, until now,
not covered by AutolD middleware, especially i) long-
term, organized storage of item-related data and the
processing of queries regarding their access, and ii)
communication of item-related messages within or
across organizational borders. TraSer is, therefore, not
meant to be yet another product to compete with today's
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middleware solutions. Instead, TraSer clients can very
well rely on existing middleware, especially when it
comes to the aggregated collection of item-related data
from autonomous sensor/reader clusters. In later phases
of the project, the adoption of solutions like those found
in Singularity (Singularity 2005), Blue Vector Systems
(Blue Vector Systems 2005) or RFID Anywhere (RFID
Anywhere 2006) can be considered for trial
implementation. Nevertheless, it has to be carefully
assessed whether the practical realization of such
experiments should be carried out within the framework
of the project or left to the open-source community.
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ABSTRACT

The objective of this paper is to present a new
educational tool developed in the form of a business
game for helping to understand concepts developed in
the ECLIPS project, supported by the FEuropean
Commission. The game provides an insight into
different aspects of supply chain management, i.e.
general supply chain mechanisms, as well as non-cyclic
and cyclic inventory replenishment policies. This allows
for people that have no deep notion in this area to better
understand the project concepts and evaluate their
efficiency in practice. Demonstrating concepts in a
playful way is considered as more powerful and
effective than purely explaining the underlying theory.
The paper describes the rules of the game, playing
process and provides results of the game test sessions.

Keywords: multi-echelon supply chain, supply chain
management, simulation business game, education.

1. INTRODUCTION

Introducing of a new approach to supply chain
management usually causes a necessity for its
exhaustive explanation and illustration. For this purpose
a new business game was developed that aims at
providing an educational tool for helping in
understanding concepts developed within the ECLIPS
(Extended Collaborative Integrated Life Cycle Supply
Chain Planning System) project. It specially targets
creating awareness among supply chain key persons,
managers of small and medium size enterprises (SME),
students and decision makers that have a supply chain
management background. The ECLIPS project
objectives and developed approaches are discussed in
Merkuryev et al. (2007, 2008).

The game focuses on multi-echelon supply chain
networks. According to Chopra and Meindl (2007), a
multi-echelon system can be defined as s series of two
or more different facilities, where any change in the
policy parameters in one facility affects the other
facilities. A typical multi-echelon system (see Fig.1) is
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one involving factory (1st echelon), central warehouse
(2nd echelon), regional depot (3rd echelon) and retail
outlets (4th echelon). There may be more than one
facility at each echelon. A typical managerial problem
in a multi-echelon system is to decrease total costs by
coordinating orders across the supply chain, while
providing a certain service level.

Fourth
Echelon
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Echelon Echelon Echelon
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Factory Warehouse Regional Retailer

depot

Figure 1: Multi-echelon Supply Chain Network

The game helps to understand how a multi-echelon
supply chain based on cyclic planning is organised and
functioning.

This game would not have been developed without
the inspiration and experience drawn from other
business games played and analysed by the authors.
Some sources of inspiration include:

e  MIT: beer game (Simchi-Levi et al., 2003);

e MOBIUS: S&OP Game (Mébius);

e Involvation: Supply Chain
(TIinvolvation);

e EHSAL: ECOMAN business game (EHSAL).

e Gent University: ORSIAM Int. (Muller(-
Malek), 1999);

Game

2. DESCRIPTION OF THE GAME

The general process and playing rules by which the
game is played is outlined in this sub-chapter. The
different variations on the game, together with their



educational benefits are explained, as well as a short
overview of the props used during the game and
examples of possible networks are given here.

2.1. Playing process

The playing usually consists of playing a number of
rounds (or periods) in the game. Each round consists of
the following steps (which are executed from the end-
customer to raw material supplier, echelon by echelon):

1. Tossing the demand dice(s) that determines
end customer(s) demand;
2. Delivery of the demand by each retailer (if

possible);
3. Filling in the “customer demand” and
“delivery” columns in the respective

transaction form;

4. Echelon by echelon delivery by transport;

5. For each retailer: decision if orders should be
send out to the nearest upstream warehouse;

6. Delivery of the demand by respective
warehouse (if possible);

7. Echelon by echelon delivery by transport;

8. Decision if orders should be sent out to the
nearest upstream warchouse. If an upstream

warchouse is absent, production can be
triggered;

9. Filling in the “customer demand” and
“delivery” columns in the respective

transaction form;

10. The raw material & production echelon has an
alternating function each period: one period it
can be triggered for new production, next
period it moves its production one echelon
ahead in the chain;

11. Filling in the “customer demand”
“delivery” columns in the
transaction form.

and
respective

2.1.1. Number of rounds to play

Ideally, more than three complete cycles have to be
played to make conclusions. The required minimum
number of periods in a game can be calculated with a
following formula: play periods = echelons * 3.

The total number of playing rounds is not
communicated to the players to avoid endgames. To
avoid players guessing the number of periods, the
scoring sheets contain entries for more periods than the
number that will be played.

2.1.2. Playing with more than one player
If the game is played with more than one player, players
are assigned to one or more inventory points. A
possible further area of research is to assign different
performance targets to the different players.

2.1.3. Performance metrics and scoring

At the end of the game, summary statistics are
calculated based on performance metrics recorded
during the game (see Tab. 2 and 3).
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Following four performance metrics have been
identified as being useful:

1. Demand: the sum of the demand at every retailer
that is equal to the sum of the dices thrown.

2. Delivered products: the sum of the items delivered
by retailers that is equal to the sum of the products
that are placed in the trolleys.

3. Orders: how many orders have been issued during
that round? An order is issued when a warehouse
ships goods (by land, air, sea). Orders can be sent
out by warehouses or retailers.

4. New production: the sum of the newly requested
production at raw material & production units.

Calculation of the summary statistics is done by:

1. summing the four columns described above at the
bottom of the sheets;

2. calculating the “inventory in the supply chain” at
the end of the game by subtracting “start inventory”
by “the sum of delivered” and adding “the sum of
new production”;

3. estimating the “Service Level” at the end of the
game is by dividing “delivered” by “demand”;

4. calculating the “total cost of the play” by summing
up following components:

i. “inventory in the supply chain” * “inventory
carrying cost”;
ii. “sum of orders” * “order cost”;
ili. “sum of New Production” * “New Production
cost”;
iv. Eventually: negative penalty for “sum of
demand — sum of delivered” * “lost sales cost”.

As a side remark, it should be noted that ideally, scoring
should not take in account the part of the game where
players “discover” the game mechanics. This can be
done by scoring only over the number of periods minus
the number of supply chain stages in the game.

A second side remark is that assembly games
require a different scoring table. Each inventory-point
has to be taken in account. Multi-sourcing games do not
suffer from this drawback.

2.2. Different game modes to be played
Four ways of playing the game are provided.

1. Supply Chain Discovery: This play mode is
suitable as a first introduction into multi-echelon
supply chain inventory management. Player
objectives are to attain a 95% service level at the
lowest cost. Concepts that are suitable for
identification are: general mechanisms of supply
chains, bullwhip effect, introduction to ordering
policies.

2. Ordering policies: Different ordering policies are
played during the game and they are non-cyclic,
cyclic non-synchronised and cyclic synchronised.
Concepts that are suitable for identification are:




detailed workings of different ordering policies and
their best practices.

3. Supply chain design: After playing with an existing
supply chain, capacity constraints are introduced,
the network is altered. The effects of changing the
supply chain network become visible. Concepts
that are suitable for identification are: mechanics of
supply chain management and supply chain design.

4. Risk Management: Some assembly network is set
up. Customer demand is kept as constant. Once the
network and playing policies are stabilised, one of
the suppliers is removed. Then the demand has to
be satisfied by the remaining suppliers. Concepts
that are suitable for identification are: supply chain
risk management and risk mitigation strategies.

2.3. Symbols used during the game

Different supply chains can be modelled by using
placemats with different symbols. They are described in
the Appendix.

Only one product is used in the game. Because
product large quantities can traverse the supply chain,
colour codes are used to designate different quantities
(see Tab.1).

Table 1: Colour Codes for Different Product Quantities

Products Explication
O One unit of product

Five units of product
Twenty-five units of product

Demand occurs at a “retailer” and is generated by
tossing either a:

e octahedron dice with sides 0,1,1,2,2,2,3,13 or
e cube dice with sides 0,1,1,2,2,9 or 0,1,1,2,3,11

For some games, demand can be constant or variable
being read from a table each period.

Fulfilled demand is put in the “trolley” symbol.
Unfulfilled demand is lost. No backlogging is allowed
during the game. Depending on the game, a penalty for
lost sales might be given.

2.4. Networks used during plays

The authors have tested different networks during the
development phase. They felt some networks were more
appropriate to illustrate some specific problems than
others.

2.4.1. Linear Supply Chain

Linear supply chain is represented in Fig.2. It can be
used in the Discovery mode of the game. Each
warehouse starts with an inventory of 20 products and
retailer starts with an inventory of 30 products. Demand
is dynamic and stochastic. The chain should be played
for at least 30 periods.

First echelon Second echelon Third echelon
N A N\

Figure 2: Three-echelon Supply Chain

2.4.2. Distribution Chain (Paint Production

Network)
Paint production network can be used in the ECLIPS
mode. It consists of two subsequent distribution steps
(see Fig.3). The black lines in figure indicate the
possible ways to supply products to three end-customers
(labelled from one to three). The initial stock of
products is placed on the respective card; it is indicated
in the figure below with numbers. Demand is dynamic
and stochastic. The network should be played for at
least 30 periods.

First echelon Second echelon Third echelon
A A A
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Figure 3: Three-echelon Distribution Network

2.4.3. Small Assembly Chain
Small assembly chain consists of one assembly step
which is intertwined with long transports and only one

customer (see Fig.4).
Second echelon

First echelon

RRAW matisal J &
= 3 !

Figure 4: Small Assembly Chain
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2.4.4. Large Assembly Chain

Large assembly chain consists of three subsequent
assembly steps which are intertwined with long
transports and only one customer (see Fig.5). If a risk
management game is played, the assembly step in the
2" echelon could be replaced with a multi-sourcing.

First echelon Second echelon Third echelon Forth echelon  Fifth echelon
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Figure 5: Large Asserﬁbly Chain



3. GAME TESTING RESULTS

The business game tests were performed by MOBIUS
and Riga Technical University (RTU) in January -
February, 2008. This chapter describes the results of the
game first plays and demonstrates what has been
learned by the game players.

In the business game tests at MOBIUS 8 players
from the company participated and 5 concept tests were
performed. At RTU the game tests were held within the
course ‘Supply Chain Management’, where participated
18 Master students and 3 members from the department
staff.

The following educational scheme and agenda of
the day were proposed for the game plays at RTU:

1. Introducing the game —general rules (20);
Playing the Discovery mode as an introduction
into multi-echelon supply chain management
(40°);

3. Analysing the results of the Discovery mode
(10°);

4. Playing the ECLIPS mode as getting insight
into following replenishment policies and their
best practices (40°):

a. Non-cyclic, or continuous review policy
(ROP);

b. Cyclic, or periodic review policy (POR):
¢ Cyclic non-synchronised,
e Cyclic synchronised;

5. Analysing the results of the ECLIPS mode
(10);

6. Making general conclusions (10°).

3.1. General guidelines
The following are general guidelines of the game plays
at RTU.

1. Supply chain networks are physically simulated in
the game.

2. For each game mode a specific multi-echelon
supply chain network is designed, i.e. a
distribution network with 3 echelons and 5 nodes
(see Fig.3) for the Discovery mode, and a three-
echelon 3 nodes linear chain (see Fig.2) for the
ECLIPS mode. Each element of the supply chain
is represented by a card. The meanings of cards
are explained in the Appendix.

3. Possible roles of players are defined as:

i. Retailer (R),
ii. Distribution Centre (DC),
iii. Factory Warehouse (FW),

4. Players’ objective is defined as follows: to attain a
95% service level at the lowest cost.

5. The following costs are considered:

i. inventory holding cost that is equal to 1

EUR per period per unit,

ii. fixed order cost that is equal to 10 EUR per
order,

iii. production cost that is equal to 3 EUR per
unit.
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6. Customer demand is dynamic and stochastic.

Only one product is used in the game.

8. Production can be triggered every 2 weeks in the
Discovery mode, and it is instantaneous in the
ECLIPS mode, so the manufacturer can produce
when needed.

9. Information about the end customer demand,
inventories at each stock point and placed orders
in the network is visible for all players.

10. The number of periods in the game play is defined
by 15 periods for the Discovery mode and by so
called “long run”, i.e. 100 periods, for the ECLIPS
mode. Here, 1 period corresponds to 1 week of a
real life.

~

3.2. Gameplay
The recommended number of players for each supply
chain network is defined by 3 in each team. Several
teams supported by game moderators could play
simultaneously.

Each player is assigned to a particular inventory
point(s); e.g., in the Discovery mode:

e Player 1: R1, R2, R3 (retailers Nr. 1, 2, 3);

e Player 2: DC (distribution centre);

e Player 3: FW (production site with an
inventory point).

Cards are placed on the table for a specific supply chain
network layout defined in section 2.4.

Special forms developed for each player role, i.e.
R, DC and FW in the network (see Tables 2, 3) were
used by players in order to fix all transactions made
during the game sessions.

Table 2: Transaction Form for R and DC

Inventory
Carrying Cost

1 10

Order Cost

Stock at the
begining of
period

Customer

Stock at the Service
Order
Demand

Delivered end of period Level

Period Costs

HEEN SIS B

14
15

Table 3: Transaction Form for FW

Inventory

Order Cost Production

Carrying Cost Cost
1 10 3
. Stoc'k'at the Customer . Stock at the New Service
Period | begining of Delivered ) " Costs
. Demand end of period | production Level
period

1

2

3

4

14

15

To generate end-customer demand, a cube dice with
sides 0-1-1-2-2-9 was used (see Fig.6). If respective



network contains more than one end customer, a dice is
tossed several times to simulate demand for each end
customer.

Figure 6: A Dice for the Game

At the end of each game mode, the following tasks are
performed by the game moderator (in the Discovery
mode) or by participants (in the ECLIPS mode):

1. Making cost calculation, i.e. total costs for
each echelon and for the whole company (for
this purpose special Excel templates of
transaction forms are provided).

2. Drawing the following graphics based on
processing data in Excel transaction forms to
analyse:

a. company service level;

company inventory level,

company total costs;

demand variation through the network

(only for the Discovery mode);

3. Explaining a decision strategy (only for the
Discovery mode).

b
c.
d

3.3. Results of the game

3.3.1. Discovery mode

In the Discovery mode, 15 playing rounds were
performed. As defined in the general guidelines,
players’ objective is defined as follows: minimising the
company total costs while attaining a service level of
95%.

Table 4: Example of Completed Transaction Form

Inventory
Carying |Order Cost|
Cost
1 10
Sk:l‘\;: " Customer Stock at Service
Period e Delivered [the end of| Order Costs

begining | Demand eriod Level

of period P
1 10 2 2 8 0 100,0% 8
2 8 9 8 0 1 90,9% 10
3 0 0 0 0 0 90,9% 0
4 12 1 1 1" 0 91,7% 1
5 " 2 2 9 0 92,9% 9
6 9 1 1 8 0 93,3% 8
7 8 1 1 7 0 93,8% 7
8 7 1 1 6 0 94,1% 6
9 6 1 1 5 1 94,4% 15
10 5 9 5 0 1 81,5% 10
1" 5 1 1 4 0 82,1% 4
12 9 0 0 9 0 82,1% 9
13 9 9 9 0 1 86,5% 10
14 0 2 0 0 0 82,1% 0
15 5 1 1 4 0 82,5% 4

Example of completed transaction form by DC
player is presented in Tab.4. All data recorded by the
game players in transaction forms are summarised in the
Excel template sheet “Summary results” and used by
the game moderator to calculate “Debriefing” results
presented in Tab.5. These results include company
performance metrics such as total costs, service level,
new production, etc.

In the debriefing session the analysis of the
company service level, inventory level, total costs and
demand variation (see Fig. 7, 8, 9, and 10) leads to the
following main conclusions.

As it follows from Fig.7, the game objective was
not fully met. After the period T9 the service level
dropped below 95%.

Let’s note that lead times in the network are set at 1 Service Level
period between retailer 1, retailer 2 and distribution i
centre as well as between distribution centre and factory 0,95 \\/f_’_\\__\
warchouse, and at 3 periods between retailer 3 and 09 \
factory warehouse (see Fig.3). Initial inventories are set 085
at 10 pieces for retailers, 15 pieces for distribution 08
centre and 20 pieces for factory warchouse as well as 10 0,75
pieces are in transit between factory warehouse and 07 Periods
retailer 3 TO T1 T2 T3 T4 T5 T6 T7 T8 T9 T10T11T12T13T14T15
Figure 7: Company Service Level
Table 5: Results of the Discovery Mode

TO0 T1 T2 T3 T4 T5 T6 T7 T8 T9 | T10 | T11 | T12 | T13 | T14 | T15 | Sum |Averagel FR
WIP 75 71 67 95 84 94 91 90 85 82 67 71 71 66 56 52 76,9
SL 100,0% 1 92,9%] 93,8%] 96,3%] 96,8%] 97,1% | 97,1%| 97,5%( 97,7%| 91,9%( 92,3% | 86,8% | 88,4%| 87,8% | 88,2% 88,2%
Cost pp 112 97 | 205 94 166 | 111 90 85 102 87 136 81 121 66 52 107,0
Cutomer Demand 3 11 2 11 4 3 1 5 3 19 3 11 10 12 4 102 6,8
Delivered 3 10 2 11 3 1 5 3 15 3 6 10 10 4 90 6,0
Orders 2 3 2 1 3 2 0 0 2 2 2 1 4 1 0 25 1,7
New Production 5 0 30 0 14 0 0 0 0 0 13 0 5 0 0 67 45
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Inventory initially raised then dropped below
starting levels (see Fig.8). This could be explained by a
company decision to decrease a safety stock level in
order to minimise the company total costs. Due to this
reason, as follows from Fig.9, costs were reduced after
period Té6.

Units Inventory level
100

. A
. iV N~

40

20

0 — T T T T T T T T T T T T T T

TO T1 T2 T3 T4 T5 Te6 T7 T8 T9 T10T11l T12 T13 T14 T15

' periods

Figure 8: Company Inventory Level

However, since the decisions were made intuitively, it
caused the decrease of the service level already after
two periods (see Fig.7). This is due to the lead time of 2
periods between stock points. This result could have
been partially expected, because the time to travel
completely trough the network is 8 periods and players
did not have enough time to overpass arisen problem.
Moreover, as follows from Fig.10 the demand variation
increases in the network upstream echelons.

Costs
250 €

AN
SN ATANSW PN

Periods
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Figure 9: Company Costs

As a result, the company’s strategy was not
successful and it is necessary to introduce some
inventory management techniques that could help to
calculate a safety stock level that ensures service level
of 95% and avoid so called bullwhip effect problem.
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Figure 10: Demand Variations

The results of the Discovery mode were discussed in
debriefing and acknowledged the material to be learned
in the next game session.

3.3.2. ECLIPS mode

The ECLIPS mode of the game practically demonstrates
the theoretical aspects of using different reordering
policies. A non-cyclic (reorder point driven referred to
as ROP) policy is compared with a cyclic policy
(referred to as POR). The ECLIPS research has
indicated hard and soft benefits of using the latter.

The hard benefit is an inventory reduction that can
be witnessed during the game (see Fig. 11). As the most
evident soft benefit, easy decision implementation and
control can be mentioned.

Inventory Inventory Inventory

AQ ¢ ] AQ’i

[

Time Time 1( Time

a) no policy b) ROP b) POR
Figure 11: Inventory reduction potential

For testing purposes, a “long run” of 110 periods was
performed for each of the three replenishment policies:

e non-cyclic,
e cyclic non-synchronised,
e cyclic synchronised.

For regular plays, only 30 playing rounds have to be
performed. As defined in the general guidelines,
players’ follow the objective defined in the Discovery
mode.

Let’s note that lead times in the network are set at 1
period between retailer and distribution centre, 2
periods between other stock points and 1 period
between raw material & production and nearest
downstream warehouse (see Fig.2). Initial inventories
are set at 30 pieces for retailer and 20 pieces for
distribution centre and factory warehouse. The
following policies are played in the game:

e non-cyclic policy with lot size =7 and reorder
point equal to 8, 14 and 22 for retailer,
distributor and factory warehouse,
respectively;

e cyclic non-synchronised policy with cycles of
3 days and order-up levels of 21, 25, 25 for
retailer, distributor and factory warehouse,
respectively, that order at the same time;

e cyclic synchronised with cycles of 3 days and
order-up levels of 21, 25, 25 for retailer,
distributor and factory warchouse,
respectively, that order when the previous
stage has been supplied. All calculations are
made according to respective formulas
described in Simchi-Levi et al. (2003).

While testing, all results from transaction forms
completed by players were aggregated and processed by
the game moderator in the Excel template sheet



“Summary results” and used to calculate and analysed
“Debriefing” results presented in Tab.6 and Fig. 12, 13,
14, and 15. These results include company performance
indicators such as average inventory level and average
costs, etc. For regular playing, players calculated the
company performance indicators and draw graphics by
their own.
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Figure 12: Customer Demand
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Figure 13: Service Level
Customer demand is shown in Fig.12. As follows
from Fig.13, all replenishment policies allow keeping

service level up to 95%.

Table 6: Results of Different Replenishment Strategies

Cyclic non- Cyclic
Non-cyclic | synchronised | synchronised
Average 86.47 8541 81,03
Costs
Average 71,15 68.74 6446
Inventory

However, by comparing average costs (see Tab.6),
we can conclude that implementation of cyclic policy
reduced the company average costs and average
inventory level, in comparison with non-cyclic policy
(see Fig. 14 and 15). Moreover, implementing
synchronised cyclic policy can improve the results even
more.
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Figure 14: Total Costs
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Figure 15: Inventory Level

Finally, we could conclude that trough playing the game
participants could learn about the problems that arise in
supply chain inventory management and what benefits
the company could gain by implementing the cyclic
replenishment policies.
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Figure 16: Industry case

Within the ECLIPS project a real industry case was
investigated. The first results obtained from simulation
indicate that the theory developed during the project can
be proved (see Fig. 16). A real life implementation is
scheduled at the end of the ECLIPS project. This
implementation will be done for an even more complex
case then those used in the simulations (= a “complex”
generic network with 3 product branches in it resulting
in 42 end products and 33 intermediary products).

4. CONCLUSIONS

A business game for bringing over the ECLIPS
concepts of Multi-Echelon Cyclic Planning (MECP) has
been developed. Performed tests demonstrated ability of
the game to help in understanding general mechanisms
of supply chain management concepts, has been
developed within the ECLIPS project. In particular, the
game was used in order to introduce ordering policies
aimed to improve supply chain performance, proving
their efficiency and demonstrating benefits of their
implementation. Performed experiments allowes
practically demonstrate to the game participants the
theoretical aspects of investigated theory.

This business game can be used, for instance, at:
large companies (early during a MECP deployment
track); small and Medium companies (to propagate
knowledge and concepts, and during a MECP
deployment track); educational institutions and
seminars (to bring over the ECLIPS concepts).



The discussed experiences approve the statement
that demonstration of different events and decisions in
supply chain in a playful way is a powerful and
effective way to bring them over to a public. It is a
worthy alternative to classic ex-cathedra explaining of
the considered theory.
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APPENDIX. SELECTION OF SYMBOLS USED IN
THE GAME

Card Explication
:!l Raw Material & Production
i %‘E‘_ Production takes two periods to
| complete.

e During the first period raw materials
are ordered and processing starts.

e During the second period the produce
becomes available and can be moved
to the next placemat (probably a
warehouse).

The difference between this symbol
and the “production unit” is that this
symbol is the first echelon of the
network, whereas the “production
unit” is placed in the middle of the
network.

Production Unit

A product can be transformed at a
production unit.

Production is pushed to the next
placemat on the next period.

Warehouse

Products can be stored at a warehouse.
They only move if an order is received
from either a production unit or a
retailer.

Transport by ship
Takes 1 period to complete.
Unlimited capacity.

Transport by truck

Takes 1 period to complete.

Unlimited capacity, unless otherwise
indicated.

)
e

Retailer

Depicts a place where end-customers
go shopping. A retailer (or a shop) is
always succeeded by a shopping
trolley.

Trolley

End customer demand is placed in the
é shopping trolley. If the retailer has not
enough inventories, only the fulfilled
demand is put in the trolley.
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Distribution

These placemats indicate a distribution
step. The examples on the left indicate
two and three way distribution.
Products are placed on the truck that
goes to a specific sub-chain of the
network. Once goods are put on a
specific truck, they cannot be moved
to another sub-network anymore.
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- ';j nh
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ABSTRACT

This article discusses the application of distributed
simulation in the context of wvehicle production
planning. The experiences are derived from a real
industrial project which aimed at connecting up to seven
individually developed simulation models. The article
reports on lessons learned which include the need for
efficient ways to manage and control HLA-based
distributed federations, to maintain a single code base
for the models as well as lookahead considerations for
synchronization.

Keywords: distributed simulation, production planning,
vehicle production

1. INTRODUCTION

Distributed Simulation refers in general to the
concurrent execution of several simulation models on
one or multiple processors (Fujimoto 2000). Resulting
benefits are possibilities to reuse existing simulation
models in an expanded context as well as to couple
simulations models of different software manufacturers.

In factory design and furthermore in factory
operation simulation models of different factory sub
sections are often developed independently and with
differences in level of detail and utilization focus. These
models are usually well suited to analyze the respective
factory sub sections. To model the interdependencies
between the several sub sections, a complex model is
needed. Dependencies of sub sections are mostly
influenced by existing connection modules like storages
or transport operations.

How can such a complex model be created? The
classical approach would be the development of a new
monolithic overall model, often with a level of detail
which is lesser than the one provided by existing sub
models. A different possibility (which is suggested in
this contribution) is the coupling of the pre-existing
simulation models establishing a complex distributed
model while keeping the achieved level of detail. This
approach has the following advantages yielding mainly
from the reuse of the existing simulation models
(Strassburger et al. 2006, Rabe und Jikel 2001):
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e Saving model development time in respect to
the development of a new monolithic overall
model

e  Assuring the obtained level of detail

e Ensuring consistence between sub models and
distributed overall model

The paper describes authors’ experiences from an
industrial project targeting HLA-based distributed
simulation in the utility vehicle sector production. The
following chapter explains very shortly basic tasks of
distributed simulation and characterizes the usability of
distributed simulation in industrial applications.
Subsequently the starting position for this project and
the derived requirements will be explained. Some
implementation details are commented in the following
chapter. Calculated results from the complex distributed
simulation model are presented in the subsequent
chapter. An outlook finishes the paper.

2. BASISC TASK

SIMULATION
To achieve the needed interoperability between the pre-
existing simulation models, there are three main tasks
derived from the distributed simulation paradigm which
must be fulfilled (Fujimoto 2000). At first an agreement
on common objects of interest inside all simulation
models has to be created. All participants have to use
the same interpretation of sent and received data. This
agreement has to consider the semantic interoperability
between all components of the distributed model. The
second task is to exchange data based on common
objects which are defined in the agreement. Typically
publish and subscribe mechanisms are applied.
Synchronization of simulation time inside components
is the third main task. In general every component has
its own simulation clock and has to react to external
events from other components.

The existing approaches can be divided into two
categories. The first category includes solutions which
couple only homogenous simulation models from one
simulation model family. In this style, different models
within one simulator (e.g. Plant Simulation) can be
coupled based on internal features of that simulator.

INSIDE DISTRIBUTED



This is a rather inflexible solution as it is bound to the
proprietary capabilities of that simulator.

More flexibility is provided by solutions from the
second category. Theses solutions are independent from
a single simulation software manufacturer and are based
on a framework or standard providing interoperability
between the models. They are not bounded on
proprietary interfaces. Known approaches are for
example FAMAS (Boer 2005) and HLA (IEEE 1516-
2000). The HLA-approach is a world-wide used and
standardized architecture for distributed simulation,
which allows to couple simulation and non-simulation
components with different time advance mechanisms.
Based on rather good user-acceptance, high flexibility
and our own experiences with HLA we decided to use
HLA for an industrial application.

3. STARTING POSITION

Within design and construction of a vehicle production
factory, independent simulation models were developed
to simulate the behaviour of seven interrelated assembly
and paint sections. These models are used after the
design phase to support ongoing factory operations. The
material flow inside the factory is presented in figure 1.
The aim of our industrial project was to connect the pre-
existing sub section models of a factory and to integrate
them into a complex distributed simulation model. This
complex model should be used to investigate the
interrelationships between the different sub sections.
Therefore the dimensioning of buffers between sections
and the coordination of production schedules were
investigated in order to assess bottlenecks in the
complex system. In our experience this scenario of
having to couple different independently developed
simulation models represents a typical use case in
industrial applications.

Frent axle Cabin
Assembly Assembly
Transmission L 5 5
Typet i Paint Shop Assomi
Assembly Y ¥
Transmission
Type2 ——
Asserrbly

Figure 1: Schematic View on the Production System

Differences which typically need to be solved
concern the implementation of the simulation models in
varying simulation software, levels of detail in the
models, time advance mechanisms and time
dependencies. Our models can be divided into two
application categories: assembly and paint shop models.
Each category uses its own generic SLX simulation
model, which is used in combination with an
appropriate configuration file to generate an executable
SLX simulation model suitable for one production area.
Due to existence of a generic HLA interface for the
SLX simulator, HLA with RTI 1.3NG was selected to
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perform as middleware for distributed simulation
(StraBburger 2001).

4. REQUIEREMENTS
To use a complex distributed model in this context
following requirements need to be fulfilled:

e Unique model version both monolithic and
distributed for using legacy simulation models,

e Simple management of distributed simulation
tasks,

e Presentation of additional results related to the
context of distributes simulation and

e  Observance of simulation run-time.

An important requirement within the presented
industrial project was the need to maintain a single code
base for the monolithic and the distributed model
versions of the models. This was a mandate to keep the
models consistent as they are used in daily operations.
The configuration of the models had to allow the
flexibility to run a model either in stand-alone mode or
connected to other models. The distributed model
version has to contain additional features which allow
for example reactions on external events,
synchronisation with other distributed models and
modelling of transport to the successor model. These
additional features have to be hidden.

The HLA-runtime environment offers services of a
very low level for managing basic tasks. For example, a
distributed simulation model has to be started, has to
join and resign the federation, and has to be finished in
well defined way. Within our project scope it was
advisable to develop a dedicated user interface that
coordinates the necessary services for these tasks and
hides them from the user.

One of the main project goals was to obtain new
insights from the distributed complex model, which
can’t be obtained from single monolithic models. New
features for collecting information and statistics
between the models and their presentation in user-
friendly environment had to be developed.

The run-time of distributed simulation models is
strongly influenced by size of lookahead and used
synchronisation methods. 100 days is a typically value
for simulation run inside this industrial application area.
Monolithic simulation models based on SLX execute
these simulations in some seconds of run-time. The
project has to guarantee run-times for distributed
simulation which are in acceptable time slots.

5. IMPLEMENTATION

From the set of necessary implementation tasks, the
customization of the generic models, the modelling of
the material flow, the influence of the lookahead and the
development of a user interface were chosen to be
explained in more detail.



5.1. Customization of legacy generic simulation
models

There were two different types of monolithic legacy
generic simulation models. One for simulation of
assembly processes and the other for simulation of
painting processes. Both monolithic model types differ
in modelling approaches; they are specialized for their
application area. But they are unique in their
implementation language SLX and generic concept. The
generic models starts and will be adapted by using
configuration files to a specific simulation model. Both
legacy generic simulation models have to be extended
through:

e HLA-services for joining and resigning a
federation as soon as sending and receiving of
object attributes and interactions,

e Integration of external events into their local
event list and responding on this external
events and

e  Modelling of part movement between coupled
models.

The requirement was the customization of the pre-
existing generic monolithic simulation models to be
able to participate in the distributed simulation. A basis
condition was to avoid the development of different
model versions for monolithic and distributed
applications. The generic model should be able to
generate both a monolithic and a distributed version of
the simulation model to ensure the consistency between
both models. The simulation language SLX offers the
possibility to extend the source code during
compilation. By using this SLX feature different model
versions can be generated smartly. Figure 2 shows the
approach to customize the pre-existing generic models.

Generic Model

Executable Simulation Model

Object A.1 Object A.x

Object S.1 Object S.n

Object A.y

Configuration
Files

Class S (Station)

. ::> lass A (Assembler)

e

compile

DS Initialization

« Join Federation

« Create & Register Objects (Buffers)
* Publish, Subscribe Object Updates &

Distributed Simulation
Configuration module

Synchronization Loop
- Manage advancement of Simulation Time
- Receive & Process Interactions & Attribute Updates

DS related class
definitions & extensions

Class E (Entity)
Class B (Buffer)

Figure 2: Customizing pre-existing generic simulation
models for use in distributed simulations

Monolithic simulation models usually destroy their
flowing material parts when they reach the end of the
modeled process chain. In a distributed simulation it
becomes necessary to hand over subsets of these parts
to successive models. The transfer conditions of our
industrial pilot project include the transfer of material to
a bounded buffer of a successive model. In the
distributed version the same simulation model has to
pass the material part to next model. Enhancements to
the simulation code had to be made to allow this
behaviour.
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Regarding their interoperability requirements our
distributed simulation models are therefore compliant
with a Type A.2 Interoperability Reference Model. The
classification used here is derived from the Draft
Standard for Commercial-Off-The-Shelf Simulation
Package Interoperability Reference Models (Taylor, S.
2007) The A.2 reference model type describes the
synchronized transfer of entities into a buffer with
limited capacity. In our solution implementing this
transfer and its conditions, we use an HLA interaction
for the entity transfer and HLA attribute updates to
communicate the current buffer content of the
respective input buffers. Figure 3 shows a principle
view and some important data structures.

HLA Interaction
Message

Buffer abject
--------------- Conten
HLA Atiritute
Update

Class UpdateObject
Class InputBuffer

= Bufferiame

Factory Madsl 1

-4 -Contents
i bty Factory Model 2

Class TransferE ntity

’
1= Entity

1=+ ModelName
[hid Content
- Available

Class InputBufferChassi_FrantAxle

Class InputBufferChassi_Transrmission

Figure 3: Modelling the Material and Information Flow
beyond the Borders

Class TransferEntityFrontAxle TaChassis

Class TransferEntityTransmission 1 ToC hassig]

Interactions

Objects

Class Trans ferEntityChassisToP aint Shop

For allowing the operation in a distributed
simulation certain data about local objects and its
attributes (which are of interest to the other models) has
to be communicated regularly to other simulation
models.

The Factory Model | in Figure 3 has to know the
availability of the input buffer (Queue 2) in Factory
Model2. Only if this buffer is available Factory Model 1
can transfer a part to Factory Model 2. The buffer object
is published to all other models with the attributes
Contents and Availability. Factory Model 2 publishes
all changes of the attributes to other simulation models.
A local copy of the buffer from Factory Model 2 is used
inside Factory Model 1. If an attribute update from the
original buffer is sent then the local copy will be
updated automatically. So consistency between original
and copy is ensured and Factory Model 1 decides about
part transfer depending on the local copy of the buffer
in Factory Model 2. For the publication and
subscription as well as the sending and receiving of
such data certain HLA functionalities have to be used.
This behaviour has to be implemented, in the best case
in a manner transparent to the end user.

5.2. Influence of lookahead

In distributed simulation the lookahead describes a
period of time in which a sub model will not create
external events for other sub models. Using a lookahead
greater zero conservative synchronisation methods can
calculate a time limit for other sub models. In general
an increasing lookahead enforces parallelism of sub
model execution and leads to decreasing execution time
of distributed simulation models. Results of



experiments with different sizes of lookahead are shown
in Figure 4.
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Figure 4: Run-Times of Distributed Simulations by
Different Lookaheads

To use a large lookahead is useful from the point
of performance. But a lookahaed > 0 is influencing the
logic inside execution of events. This is shown using
one example (Compare Figure 3). Factory Model 1 can
not deliver parts if the buffer of Factory Model 2 is not
available. Assume that the buffer attribute Availability
has been updated inside Factory Model 2 at time t1. The
other models will be notified about the new value will
at a timestamp t2 = t1 + lookahead. The value of the
local copy of the buffer object inside Factory Model 1
will therefore not be updated until time t2. As a result
the logic inside Factory Model 2 uses an incorrect value
about availability until time t2. This can lead to
undesired reactions inside Factory Model 2. For
example, if the buffer is not available and the Factory
Model 2 doesn’t know this fact and then factory Model
2 could send a part into the full (not available) input
buffer.

None general solutions for this problem have been
found inside this project. Special application-depending
approaches were used to avoid such problems.

5.3. User-Interface
For real industrial usage of distributed simulation it is
necessary to support the end user in his operational
work with the distributed simulation. The existing
features and user interfaces of commercial simulators
do not support the work with models in distributed
environments. During the implementation of the
industrial pilot project (which included up to seven
individual models) it became very soon clear that the
existing manual control features for starting, closing and
controlling the distributed simulation were insufficient.
For this reason the development of a user-interface
(called commander) was initiated.

The version of the wuser-interface (called
commander) currently developed provides the following
services:

e Encapsulation of RTI-Services against the user
e  Supporting the user in creating the composition
of the complex model
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e  Creation of model visualization and calculation
of simulation statistic

e  Starting, controlling and closing down entire
executions of the distributed simulation

The commander provides the opportunity to
compose and manage distributed simulation models on
an abstract layer without having the need to access the
HLA API. Such a layer is mandatory to achieve high
acceptance of distributed simulation in operational
environments. The commander was implemented in
C++ to be able to access the RTI-services provided by
the HLA API. To store the commander configuration,
an XML-file is used. Figure 5 shows an example of the
Commander user interface.

Distributed Simulation Interface

=10l

File  Settings  Results
Distributed Simulation Control Center

path to model data

[H:\D aten_raab'\Projects*Distibuted Simuls | select
sk path

selsct
Rl path
[CAProgiammetHLANdsmoNRT 1. 3NG-VEY, select

simulation days [+
warmupphase [0
scenario name  [TestScenarial_Std =

|CProgrammetwlohverinetslkised2 sxe

look shead (ins) [60
Log
=l
]
elapsed real tine 0
elapsed sim tine. 0
progiess Exit

Figure 5: Form for the User-Interface

6. RESULTS

Besides the standard numerical result preparation within
the pre-existing monolithic models, an “Observer-
Federate” was used to collect data regarding the
distributed simulation including the flow of material
between the connected models and the history of buffer
content changes. These data can be collected from the
regular communication traffic between the models. For
further characterization of dependencies between the
different factory sections, each model collects
additional statistics on waiting times due to full buffers
and waiting times due to missing materials. This
information relieves the search for bottlenecks in the
complex system.

Table 1 shows results from model M4 for waiting
times. Models M1, M2, M3 and M4 deliver parts to
model M4. The production in model M4 has to stop, if
needed parts from provider models are not available.
Statistic for the duration of this models state is gathered.



Delays due missing incoming sub-models

Model Provider Models

M4 Ml M2 M3
# of delays 0 10 4
Minimum delay 0Os 30m 4m
Average delay 0Os 3h 30m 45m
Maximum delay 0Os 7h 34m 2h23m
Sum delay 0Os 17h 30m 4h34m

Table 1: Delay Times for Model M4 Due Missing
Incoming Parts from Provider Models

Figure 6 shows an example about demand and
simulated production output of a sub model. The sub
model depends on other sub models which deliver parts.
The production output, depending on the behaviour of
provider models can be calculated only in a complex
model.

Daily Final Production Rate

Items

@ Demand
W Production

||
||
||

©

NSRRI
S S
P P P

Q Q el $J
& N A\
PP PP

N
Oﬁ 0’1’*0

Day

Figure 6: Daily Demand and Simulated Production
Output for a sub model

For each of the monolithic simulation models in
our industrial project an individual visualization model
had been created. These models were inappropriate for
the visualization of the distributed simulation, as for this
use case only the material flow and the buffer fill levels
between the individual models were of interest (i.e., the
internal actions within a model were not to be
visualized). Therefore a new visualization including
statistic features for the interesting outputs had to be
created (compare Figure 7).

Figure 7: Visualisation of Material Flow and Buffer
Contents

7. FUTURE WORK
The goal of this industrial project to use legacy
monolithic simulation models in a distributed
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simulation models has been achieved. The results that
have been derived from the complex distributed model
are relevant for project members. This project shows
that distributed simulation in industrial fields is
necessary, possible and manageable.

Additional work will be done in two directions: The
development of more general solutions for the
lookahead problem and the improvement of
management services for more simply use an
application of distributed simulation models.
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ABSTRACT

The starting point of the research work is the actual
configuration of a workstation (Pressure test
workstation) belonging to a manufacturing system
operating in the field of idraulic hoses production. The
objective of the paper is twofold. From one side it aims
at comparing four different work methods for
optimizing the workstation productivity. Note that the
comparison is accomplished according to the work
methods process time. From the other side the authors
aim at comparing two different work measurement
methods trying to establish the more efficient one. Note
that the work measurement methods are used for
calculating the work methods process time. Moreover,
the authors adopt a Modeling & Simulation (M&S)
based approach for implementing a three dimensional
environnment capable of recreating the Pressure test
workstation with satisfactory accuracy. It allows the
researchers to conduct the simulation study without
disturbing the real system.

Keywords: Manufacturing system, time measurement &
work method, MOST, MTM, Simulation

1. INTRODUCTION

Today manufacturing systems are forced to continually
increase their efficiency and productivity in order to
ensure their competitiveness and survival. There are
many alternatives available for improving productivity.
Clearly the effective design of work methods is one of
the most important aspects of increased productive
output. In this regards, Methods Engineering is a
systematic technique for the design and the
improvement of work methods, for the introduction of
those methods into the workplace, and for ensuring their
solid adoption (Zandin 2001). Motion and time study is
at the heart of methods engineering (Ben-Gal and
Bukchin 2002). As reported in Lawrence (2000) the
motion study is determining the best way to perform a
job and the time study is measuring the time required
for a job to be completed using the best method.

Current research, which is related to methods
engineering and workstation design, concerns the
development of methodology set to apply the emerging
technologies in design applications.
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Several attempts have been made to apply
computer technology to methods engineering and
workstation design.

Braun et al. (1996) present an example of
computer aided planning of a manual assembly
workstation using a system called EMMA. The system
is based on AutoCad and consists of a database of
workstation elements and anthropometric data
combined with an MTM analysis module.

Arzi (1997) suggests the integration of more
advanced technology in the design process. Technology
capable of effectively simulating human movement and
rapid generating workstation prototypes. In this regards
the author presents a framework for Rapid Prototyping
(RP) based system.

Gilad and Karny (1999) present a considerably
different approach. In effect, they develop an expert
system suited for professional ergonomists as well as
novices. The system, called ERGOEX, receives various
data about the worker and the working environment,
and  generates  quantitative and  qualitative
recommendations based on ergonomic knowledge
bases.

The main contribution of this paper to the state of
the art is to present an integration between M&S and
work measurement tools for optimizing work methods.
In particular Rhinoceros and eMWorkplace have been
used for recreating in the virtual environment the
system under consideration. MTM and MOST methods
have been applied for the work measurement.
Moreover, note that the research work allows to
compare the work measurement tools trying to establish
the more efficient one.

Before getting into details of the study let us give a
brief overview of each section of the paper. Section 2
describes the manufacturing process and the pressure
test workstation. Section 3 provides a brief description
of the MTM and MOST methods. Section 4 gives
specific  details on the simulation model
implementation. Section 5 presents a detailed analysis
of the simulation results and shows the optimal work
method. The last section reports the conclusions that
summarize the scientific contribution of the work.



2. THE MANUFACTURING PROCESS AND
THE PRESSURE TEST WORKSTATION
The Pressure test workstation belongs to a
manufacturing system devoted to produce high pressure
hydraulic ~ hoses. = The  manufacturing  plant,
AlfaTechnology s.r.l., is located in the South of Italy
(Calabria) and covers a surface of about 13.000 square
meters. The plant layout is subdivided in two different
operative areas. The first one, the Mechanical area,
produces fittings and ring-nuts (and some other
components usually used for hydraulic hoses assembly).
The second one, the Assembly area, assembles rubber
hoses with fittings and ring-nuts in order to obtain the
final product. The Assembly area consists of 8 different
workstations each one performing a specific operation
of the hydraulic hoses assembly process. The operations
performed in each workstation are described as follows.

1) Preparation workstation: according to the S.Os
information, the operator takes the main
components from the raw materials warehouse
shelves and defines the length of the rubber
hose;

2) Seal Press workstation: the operator prints on
ring-nuts and fittings the quality and
traceability identifying numbers by using the
seal press machine and places the components
inside apposite boxes;

3) Cutting workstation: the operators take rubber
hose rolls from the raw materials warehouse
shelves and cut the rolls according to the S.Os
requirements (by using an automated or
manual machine);

4) Skinning workstation: the operators eliminate a
part of rubber at the ends of each hose in order
to guarantee a good junction with the fittings;

5) Assembly workstation: the operators manually
assemble the rubber hoses with fittings and
ring-nuts;

6) Stapling workstation: the operators tighten the
ring-nuts on the hoses by using the stapling
machine;

7) Pressure Test workstation: the operators test
the hydraulic hoses by using a pressure
machine (setting a pressure value higher than
the nominal value);

8) Check and packaging workstation: the
operators compare the S.Os requirements and
the hoses characteristics (quality controls), put
the hydraulic hoses in the shipping cases.

Consider now the Pressure test workstation. The
operations performed in this workstation have been
subdivided in 6 different groups (each group has to be
regarded as a macro-activity), described as follows.

e Macro-activity 1 — the operator sets the
workstation for starting the testing operations;

e Macro-activity 2 — the operator prepares the
hydraulic hoses to be tested;
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e Macro-activity 3 — the operator moves the
hoses from the work table to the testing
machine;

e  Macro-activity 4 — the operator connects the
hydraulic hoses to the testing machines,
performs the security procedures and starts the
testing phase;

e Macro-activity 5 — the operator puts away from
the machine the hydraulic hoses, performs the
visual checks and moves the hoses on the work
table;

e Macro-activity 6 — the operator completes the
Shop Order.

Let us introduce the four different work methods.
The authors focalize on operator’s work methods in
terms of hydraulic hoses simultaneously tested in the
pressure machine: one single hydraulic hose (work
method 1) two hydraulic hoses (work method 2), three
hydraulic hoses (work method 3) and four hydraulic
hoses (work method 4). Obviously the work method
affects the workstation productivity in terms of Shop
Orders completion. In fact, the higher is the number of
hydraulic hoses to be simultaneously tested, the higher
is the time for connecting the hydraulic hoses to the
tesintg machines as well as the time required for their
test and the lower is the operations frequency (i.e. the
number of tests to be accomplished for a Shop Order
completion).

On the other hand, the lower is the number of
hydraulic hoses to be simultaneously tested, the lower is
the time for connecting the hydraulic hoses to the
testing machine as well as the time for their test and the
higher is the operations frequency.

In this regards, the authors calculate the process
time related to each work method applying the work
measurements methodology (MTM and MOST) by
means of simulation model (the simulation model is
reported in the section 4) capable of reproducing with
satisfactory accuracy the Pressure test workstation. Note
that, this research approach allows to not disturb the real
system until the simulation study is completed.

3. WORK MEASUREMENTS
METHODOLOGIES

In this paragraph the Method Time Measurement
(MTM) and the Maynard Operation Sequence
Technique (MOST) are presented. MTM and MOST are
predetermined time systems and provide information
about manual work cycles in terms of basic human
motions and time to them related. Sections 3.1 and 3.2
provide a brief description of such methodologies.

3.1. MTM
The Method Time Measurement is the most widely
used system of predetermined times (Rice 1977).

The MTM is a procedure for analyzing any manual
operation or method by breaking out the basic motions
required to perform it and assigning to each a
predetermined standard time based on its nature and the



conditions under which it is made (Karger and Bayh
1987). The total time for the manual operation is then
calculated as sum of the time of each basic motion it is
made by. Reach is the most common or basic MTM
motion. Other motions include the following:

e  Move: the predominant purpose is to transport
an object to a destination;

e  Turn: the hand is turned or rotated about the
long axis of the forearm,;

e  Position: motion is employed to align, orient,
and/or engage one object with another;

e  Grasp: the main purpose is to secure sufficient
control of one or more objects with the fingers
or the hand;

®  Release: the operator relinquishes control of an
object;

o Disengage: contact between two objects is
broken;

e Eye times: the eyes direct hand or body
motions;

e  Body motions: motions are made by the entire
body, not just the hands, fingers or arms.

3.2. MOST

MOST concentrates on the movement of objects
(Zandin and Kjell 1990). The primary work units are no
longer basic motions, but fundamental activities
(collection of basic motions) dealing with moving
objects. These activities are described in terms of sub
activities fixed in sequence. In other words, to move an
object, a standard sequence of events occurs.

Objects can be moved in only one of two ways:
either they are picked up and moved freely through
space or they are moved and maintain contact with
another surface. The use of tools is analyzed through a
separate activity sequence model.

Consequently, only three activity sequences are
needed for describing manual work. Summarizing the
MOST technique is made up of the following basic
sequence models:

o The general move sequence for the spatial
movement of an object freely through the air.
The activity sequence is made up of four
different sub activities: action distance (A),
body motion (B), gain control (G) and place
(P);

e The controlled move sequence for the
movement of an object when it remains in
contact with a surface or is following a
controlled path during the movement. In
addition to the A, B and G parameters from the
general move sequence, the sequence model
for controlled move contains the following sub
activities: moved controlled (M), process time
(X), align (D);

e The tool use sequence for the use of common
hand tools. The tools use sequence model is a
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combination of general move and controlled
move activities.

4. SIMULATION MODEL DEVELOPMENT
VALIDATION PROCESS

As before mentioned, a simulation model has been used
to compare four different work methods for optimizing
the workstation productivity. The simulation model has
been developed by means of the CAD software
Rhinoceros and the simulation software EMWorkplace.

The CAD software has been used to model
workstation equipments and final product components

The simulation software has been used for
recreating in the virtual environment the Pressure test
workstation. In fact, all the objects modeled by means
of Rhinoceros have been imported and located in the
right position (the same position the real objects take
place in the real workstation) in the virtual environment
provided by EMWorkplace.

The modeling phase has required a specific input
data collection in order to recreate three dimensional
objects with high level of detail. In this regards data
about dimensions (length, width and height) and
weights of all the objects being modeled were collected.

Table 1 reports data for the geometric model
implementation.
Table 1: data collection for geometric models
implementation
Object Object Weight Dimensions
Description Type (Kg) (cm)
P P £ Lx WxH
Ring Component 0.168 Depeél (gng on
Fitting Component 0.336 Dep egl (gng on
Marking die Component 1.800 Depeg c(l;ng on
Workstation Depending on
stamp Component 0.100 S0.
Scanner Component 0.400 12x7x 18
Empty bin Component 0.300 30x20x 15
Rubber hose Component 1.020 Dep eél (gng on
Manual .
operated Dolly Equipment 35.300 100 x 120 x 76
Rings bin Equipment 0.300 30x20x 15
Work table Equipment 100.800 240 x 220 x 95
Pressure test | ypichine | 1020040 | 368x 90 x 150
machine

Figure 1 and figure 2 shows respectively the work
table and the pressure test machine three dimensional
models. Finally figure 3 shows a panoramic view of the
virtual layout of the Pressure test workstation.

After workstation layout recreation, next step was
to insert and to train human models capable of
reproducing in the virtual environment the real work
methods. Human models have been selected from eM-
Workplace libraries.
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Figure 1: Work table three dimensional model.

Figure 2: Pressure test machine three dimensional

model.

Figure 3: Panoramic view of the virtual layout of the
Pressure test workstation.

The selection process has been carried out taking
into account the characteristics of the real operators
(age, gender, height, weight and physical condition)
with the aim of importing in the virtual environment
human models as much as similar to the real workers.
Naturally each human model needs to be trained in
order to perform the manufacturing operations. To this
end, eM-Workplace provides the wuser with a
programming language for teaching the basic motions
of each operation. Figure 4 shows several programming
code lines written for teaching the human model.
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R 3

XVIEW 734 .53 114 .66 -1080.08 61.18
WALK waicarrellolrvaicarrello2 (ARMFIX BODYFIX 850
#“VIEW 1387.70 -1431.71 1055.31 43 .56

CF RHAND 79.42 0.02 -12.75 0.00 -0.00 90.00
GET DHEFIMPORT_0094 ~/POSE=afferrafoglioco /RHAND=affe|
CFP RHAND 79.42 0.02 -12.75 0.00 0.00 90.00
MY ~/POSE=alzafoglio ~/RHAND=alzafoglio ~AMR=0 ~HTY
MV /POSE=avvicinafoglio #MTH1=(, M)

XVIEW -54.78 -1965 .30 1168.56 52.1%
WALK CURR»vaitavolocollaudo (ARMFIX BODYHMOVE 850 W
FT 2.0 ~D=0.07

HV /POSE=GUARDAfolglio

D2

Figure 4: An example of programming code lines

After the simulation model implementation,
determining if the simulation model is an accurate
representation of the real system under consideration is
a mandatory step for considerably increasing the
success of the simulation study. In this context the
simulation model has been analyzed and discussed with
workers and employees of the manufacturing system.
All the basic motions of the human models have been
checked with workers’ help and some errors concerning
the work methods (wrong working postures, wrong
motions or redundant motions) have been corrected. At
the end of the validation, it was concluded that the
simulation model is capable of recreating the real
Pressure test workstation with satisfactory accuracy.

4. SIMULATION RESULTS

The different work methods previously described ( see
section 2) have been analyzed by means of a simulation
model and using the Methods Time Measurement
(MTM) and Maynard Operation Sequence Technique
(MOST) for evaluating the time of each single macro-
activity (see section 2). Note that, the authors take into
consideration a typical Shop Order that requires the
production of 12 medium section hydraulic hoses.

The macro activities 1 and 6 (workstation set-up
and Shop Order completion) are made by preparation
operations and so performed just once for the Shop
Order completion. On the other hand the macro
activities 3, 4 and 5 consist of cyclic operations and so
cyclically performed for each hydraulic hoses.
Obviously the frequency of such macro-activities
depends on the work method performed by the operator
(one, two, three, four hydraulic hoses to be
simultaneously test by means of the pressure machine).

In addition, the macro-activity 2 is cyclically
performed but the time of the macro-activity 2 affects
the Shop Order total completion time just once (in other
words it is cyclically repeated during the macro-activity
4).

Table 2 and table 3 reports respectively the MTM
and MOST time values for each work method and for
each macro activity as well as the total time for
completing the Shop Order under consideration.

The work method 3 (three hydraulic hoses
simultaneously tested) is characterized by the minimum
Shop Order completion time according both the MTM
and MOST methods.



Table 2: MTM results for the Pressure test workstation

Macro- Macro- Macro- Total
Activity 1 | Activity 2 | Activity 6 | preparation
(sec.) (sec.) (sec.) time (sec.)
wml 4.6 27.8 20.9 52.3
wm?2 6.2 35.8 24.3 66.3
wm3 8 514 26.3 85.7
wm4 9.2 69 27.2 105.4
Macro- Macro- Macro- Total
Activity 3 | Activity 4 | Activity 5 working
(sec.) (sec.) (sec.) time (sec.)
wml 189.3 349.6 373.6 912.5
wm?2 87.6 2353 274.1 597
wm3 54 219.1 243.4 516.5
wm4 44 224.5 243.6 512.1
Total time for completing the Shop Order (sec.)
wml 965.8
wm?2 663.3
wm3 602.2
wm4 617.5

Table 3: MOST results for the Pressure test workstation

Macro- Macro- Macro- Total
Activity 1 | Activity 2 | Activity 6 | preparation
(sec.) (sec.) (sec.) time (sec.)
wml 4.8 28.5 22.6 55.9
wm?2 5.7 36.4 24.5 66.6
wm3 7.1 52.1 27.1 86.3
wm4 8.3 69.7 27.6 105.6
Macro- Macro- Macro- Total
Activity 3 | Activity 4 | Activity 5 working
(sec.) (sec.) (sec.) time (sec.)
wml 192.5 342.1 376.9 911.5
wm?2 90.4 230.3 276.2 595.9
wm3 55.1 217.1 245.6 517.2
wm4 45.1 221 246.6 512.7
Total time for completing the Shop Order (sec.)
wml 967.4
wm2 662.5
wm3 604.1
wm4 618.3

Considering the MTM method, the total time is
602.2 seconds (about 10 minutes and 2 seconds). Note
that the completion time improvement is about 38%
respect to the first scenario, 9% respect to the second
scenario and 2.5% respect to the fourth scenario.

Considering the MOST method, the total time is
604.1 seconds (about 10 minutes and 4 seconds). In this
case the completion time improvement is about 37.5%
respect to the first scenario, 9% respect to the second
scenario and 2% respect to the fourth scenario.

Let us make a comparison between MTM and
MOST methods. Such methodologies, for each work
method, provide the user with very similar total time
values. For instance, note that the MTM and MOST
time values for the Shop Order completion, considering
the work method 1, are respectively 965.8 and 967.4
seconds. Moreover 662.5 and 663.3 seconds are the
time values the methods evaluate considering the work
method 2. It can be concluded that MTM and MOST
outputs differ one another of few percentage points. In
this regards, they conduct the user to the same final
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considerations (in this research work the choice of the
optimal work method). Consider now, for such
methodologies, the procedure for calculating the
operation time. As previously stated (see section 3), the
MTM method breaks out the basic motions required to
perform an operation and assign to each a
predetermined standard time. The operation time is the
sum of time of the basic motions it consists of. On the
other hand the MOST considers fundamental activities
(collection of basic motions) dealing with moving
objects. These activities are described in terms of sub
activities (parameters) fixed in sequence. An index
value is assigned to each parameter. Finally the time
calculation is performed as follows:

1. Add all index values for the parameters;
2. Convert the total to Time Measurement Unit
(TMU) by multiplying by 10.

Note that 1 TMU is 0.036 seconds.

In order to better understand the methods
differences let report an application example. Consider
the following operation: the worker walks three steps to
pick up the Shop Orders sheet, reads the information
he/she needs and puts it back. Note that such operation
represents the macro activity 1.

Let consider the MOST method. A fully indexed
Sequence Model might appear as follows:

AsBo Gy A1 By Py Ts ArBoP1 A
where,

A = Walk three steps to object location;

By = No body motion;

G; = Gain control of Shop Order Sheet;

A, = Bring part within reach;

By = No body motion;

Py =No placement;

T; = Read the Shop Order information;

A, = Bring part within reach;

By = No body Motion;

P, =Release the Shop Order sheet.

For instance consider the code Ag: the letter “A”
represents the parameter and the number “6” is the
index value. The sum of all the index values is:

6+0+1+1+0+0+3+1+0+1+0=13
Finally the operation time is calculated as follows:
13 x 10 =130 TMU = 4.8 seconds

Note that the parameters with index value “0” are
here reported only for a clearer explanation of the
method. In effect they do not add any time value to the
final operation time (in the example under consideration
only six parameters have to be considered).

Let consider the MTM method. Figure 4 reports
the MTM analysis sheet.

The operation time is 135.80 TMU or rather 4.6
seconds considering the conversion factor (I TMU is
0.036 seconds).



.. . Status:
) Project nr:
MTM Ana|yS|S Sheet Product description:
Nr. TMU

Description: Code| L R Code |Description:
1 0,00 39,00, 0,00 W3P|Walk three steps to object location
2 2,50/ 10,00| 10,00 MA43B0|Move the right hand a distance within reach
3 0,00 6,40, 6,40 R50B|Reach the Shop Order sheet
a4 0,00 2,000 2,00 G1A|Grasp the Shop Order sheet
5 0,00| 10,00| 10,00 M4SB0O|Move the Shop Order sheet in a distance within reach
6 0,00| 40,00| 55,60 PT55.6|Read the Shop Orderinformation
7 0,00/ 10,00| 10,00 MA439B0O|Move the Shop Order sheet in a distance within reach
8 0,00 6,4 6,4 P5B|Put the Shop Order sheet on the work table
9 0,00 2,000 2,00 RL1|Release the Shop Order sheet

10 0,00/ 10,00 10,00 M49B0|Move the right hand a distance within reach
135,80

Figure 4: MTM analysis sheet

It has been calculated as sum of the 10 basic

5.

CONCLUSIONS

motions the MTM method identified. In this regards a
first difference between MTM and MOST methods is
represented by the number of basic motions/parameters
affecting the final operation time. Obviously the number
of basic motions is higher than the number of
parameters. In effects, as previously stated, a parameter
represents a basic motions collection. Moreover, in
addition to the MOST method, the MTM distinguishes
between operations performed with the right hand and
operations performed with the left hand. However, note
that in the application example the operator does not use
the left hand for performing basic motions.

Another  relevant  difference  regards  the
methodologies codes. The MTM codes are more
complex than the MOST codes. In effect the first ones
are alphanumeric sequences (more letters and more
numbers) longer than the second ones (one letter and
one index).

After these brief considerations, we can conclude
that the MTM method is a very exact system, but also
very slow to apply. In effect basic motions distances
must be accurately measured in inches or centimeters
and correctly classified. Moreover, it can be used for
conducting very detailed and accurate analysis. In this
context, it provides the analysts with a complete list of
basic motions; all of them can be checked and some
errors concerning the work methods (wrong working
postures, wrong motions or redundant motions) can be
corrected. In conclusion the MTM can be also used as
tool for analyzing and improving the work methods.

As concerns the MOST method is a simpler
system, but still able to provide high level of accuracy
and consistency (in effect, in this research work MOST
and MTM time values are very similar). On the other
hand, it can be used for conducting studies that do not
require a high level of details in terms of basic motions
analysis.
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The starting point of the research work is the actual
configuration of a workstation belonging to a
manufacturing system operating in the field of idraulic
hoses production. The main objective of the paper is to
compare both four different work methods for
optimizing the workstation productivity and two
different work measurement methods (MTM and
MOST) trying to establish the more efficient one. The
work methods have been compared in terms of process
time. The process time has been calculated by the MTM
and MOST methods.

An approach based on Modeling & Simulation has
been adopted.

The authors started the research work by modeling
the actual configuration of Pressure test workstation.
The simulation model has been developed by using the
CAD software Rhinoceros and the simulation software
eM-Workplace. By means of the simulation model and
of the work measurement methods the different work
methods have been analyzed compared.

The best work method in terms of hydraulic hoses
to be simultaneously tested has been selected.

Moreover the MTM and MOST main differences
have been identified and several considerations about
the methods applications have been accomplished.

Further researches are still on going for analyzing
the remaining workstations of the manufacturing plant.
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ABSTRACT

The work presents the results of a research work
developed in cooperation with a third part logistics
company operating in Calabria (South Italy) in the field
of the beverage distribution. The paper focuses on a
supply chain design problem; the main objective is to
select new supply chain customers trying to minimize
the impact on the service level provided to the actual
customers. In particular the authors take into
consideration three different routes within the actual
distribution scenario (a route has to be regarded as a
multi-drop mission performed by a single vector and
serving multiple customers), testing for each route the
potential addition of a certain number of new customers
and observing the effects on the service level.

Keywords: third part logistics, supply chain design,
distribution systems, modeling, simulation

1. INTRODUCTION

The main goal of a logistics and distribution system is
to delivery the right quantity of items, at the right place
and at the right time, trying to reduce transportation
costs without affecting the service level provided to
customers.

The globalization effects requires to each company
operating in the supply chain to increase
competitiveness and the value added of the business
strategies. In this case optimal logistics and
transportation increases customers' satisfaction, thereby
guaranteeing better competitiveness and business
survival in increasingly competitive markets.

There are many examples in which inadequate
supplies and communications caused the decrease of
business market shares associated to revenues reduction
and lower quality of services to customers. Consider the
case of the Nokia and Ericsson mobile phones and the
case of the Land Rover Discovery (refer to “Creating a
Resilient Supply Chains: A Practical Guide”, 2003).

At the beginning of 2000, the Philips was the sole
suppliers of mobile phones components for both Nokia
and Ericsson. A problem to the power lines caused a
fire that destroyed one of the most important Philips
plants. As consequence Philips stopped production and
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distribution of mobile phones components caused
economic damage to both Nokia and Ericsson (even if
the economic impact on Ericsson was more severe,
about 400 millions of dollars, because the Ericsson top
management trusted Philips and did not react to the
problem by searching additional suppliers). A similar
situation was experienced by Land Rover when UPF-
Thomson stopped deliveries, the economic impact was
severe as well as the effect on the service level provided
to final customers.

Among the various tools at present available for
planning, analysing and managing logistics and
distribution systems, simulation plays a critical role.
Logistics simulation models are used for planning and
analysing supplies and information flows and to test
different possible scenarios such as changes in
transportation modes (by rail, ship etc. or multi-pick
and multi-drop strategies), supply management policies,
products demand fluctuations, inventory control
policies as well as addition of potential new final
customers.

The present work considers the supply chain
design problem in terms of addition of new customers.
The authors believe that additional customers should be
selected trying to reduce as much as possible the impact
on the service level provided to the actual customers.
The case proposed in the paper regards the distribution
system of a third part logistics company. The logistic
platform — located in Calabria, South Italy and served
by the third part logistics company — is made up of 50
customers and two distribution centers. Connections
among distribution centers and customers are assured
by road transportation. The reach the main goal of the
research work (understanding the impact of the addition
of new customers on the service level), the authors use
Modeling & Simulation and advanced statistic methods
as decision support tool.

Before getting into details, a brief overview of the
paper is reported. Section 2 presents the actual supply
chain configuration reporting information on the
distribution system and deliveries. Section 3 describes
the implementation of the simulation model. Section 4
presents the supply chain design problem analysis and
the results of the approach proposed by authors. Finally



the last section highlights the scientific contribution of
the research work and reports the research activities still
on going.

2. ACTUAL SUPPLY CHAIN

CONFIGURATION
The research work has been developed in cooperation
with a third part logistics company operating in the
distribution of beverages. In the sequel is reported an
accurate description of the supply chain actual
configuration.

Items deliveries from suppliers to distribution
centers are performed by using one vector (a truck) for
each supplier. In effect, each supplier has its own
distribution system. Inside each distribution center,
items are subdivided and successively mixed in order to
create the items assortment required by each customer.
The deliveries from distribution centers to final
customers are performed by means of multi-drop
missions in which, a specific group of customers is
served by the nearest distribution center and by one
vector in order to reduce distribution and transportation
costs. In effect the final customers are grouped in five
different geographical areas, let C;; be the j-th customer
belonging to the i-th geographical area and let DC; and
DC, be the two distribution centers.

Table 1: Geographical Areas and number of final
customers for each area
. Identifying | Number of
Geographical Areas Code Customers
South Calabria GA, 11
North Calabria GA, 10
Middle Calabria GA; 9
Middle-West Calabria GA, 8
North-West Calabria GA; 12

The Figure 1 shows the actual configuration of the
supply chain, from suppliers to final customers. Note
that, as mentioned into the introduction, the third part
logistics company being considered in this paper takes
care of logistics and transportation between distribution
centers and final customers.
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Figure 1: Supply Chain Actual Configuration
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Customers’ purchase orders are based on demand

forecasts and emitted once per day 6:00 pm. Deliveries
from distribution centers begins at 8:00 am of the
morning ahead. Purchase orders are sent to the nearest
distribution center that organizes and gets ready the
requested items for shipment. Inventory management of
and items re-order at distribution centers are based on
re-order level policies and demand forecasts. Delivery
missions from distribution centers to final customers
(performed by the third part logistics company) are
organized as follows. Trucks arrive at distribution
center at 04:30 am. The trucks loading schedule
depends on the truck tour total length (expressed in
kilometers): the greater is the total length the higher is
the priority of that truck.
Note that the main objective of the third part logistics
service is to guarantee the right product in the right
place, in the shortest time. Customer satisfaction level
strongly depends on the delivery times: shorter delivery
times mean higher customers’ satisfaction level. Among
performance indexes a key role is consequently played
by the mean service level provided to customers. In
effect this index measures customer satisfaction and it’s
defined as function of the delivery time.

In particular the service level is equal to one
(maximum customer satisfaction) if the delivery is
before 09:30 am, the service level decreases, (as well as
the customer satisfaction), with the increase of the
delivery time. Equation 1 expresses the service level of
the i-th customer belonging to the j-th area (SL;)), as
function of time ¢.

SLi,j=sl" (D)

The parameter s/ defines the decrease degree of the
service level as the time goes by (expressed in minutes
starting from 09:30 am). The value of such parameter is
determined by empirical data considering the lost
revenues due to the delay in the deliveries after 09:30
am.

3. SUPPLY CHAIN SIMULATION MODEL:
IMPLEMENATION, VERIFICATION AND
VALIDATION

Supply chain design problems require the understanding

of complex interactions between many stochastic

factors and variables (i.e. demand forecast, stochastic
lead time, demand intensity and variability,
transportation  alternatives, etc.). Modeling &

Simulation (M&S) has to be regarded as the most

suitable approach for recreating the complexity of the

supply chain and for testing alternative supply chain
configurations trying to achieve the minimization or
maximization of a certain performance measure or
acceptable trade-offs between conflicting objectives.
The simulation model, developed by using the
discrete event simulation software eM-Plant, recreates
each supply chain actor (supplier, distribution center,
customers, third part logistics company, etc.) by using
ad-hoc modeled classes. Each class has been developed



by using the Simple++ simulation language and is then
instantiated in the simulation model main frame in order
to recreate the supply chain actual configuration.

During the simulation runs all the supply chain
activities are performed at run-time: i.e. by entering the
object class of a customer it is possible to visualize
purchase orders emission and items unloading
operations, while by entering the object class of a
distribution center, it is possible to visualize purchase
orders management and trucks loading operations. The
Figure 2 shows a table reporting mission information
for the Middle-West Calabria area: for each final
customer information on customer identifying code, city
travel time, unloading time, delivery time and service
level are displayed.

Tour Customer  |City Travel Time Service Level

Middle‘wWest Calabia |GA41 Cs [Carrefour]

Unloading Time | Delivery time
169758 61970 720426362 100
Gad2 C 31.2714 71998 75922335 100
[ Longobucca  |53.7303 75414 200143572 [1.00
Gadd Longobusca [1.6032 35051 310460183 [1.00
GA4E Bocchigers 1106785 (71777 10:08:31.3896 |86
GAE Campana 271037 66474 11:0216.4565  [0.79
Gad47 Savell 23,4834 3 2515 1140006516 |07z
GA48 Larica 53,8006 66770 1240:29.2097 |02

Figure 2: Simulator table reporting missions
information

Before using the simulation model for testing
alternative supply chain configurations in terms of
addition of new customers, the authors carried out the
Verification and Validation of the simulation model.
The process of determining that the simulation model
implementation accurately represents the initial
conceptual model has been carried out by using the
debugging technique (simulation model verification). In
effect this step is strictly related to model translation
and the debugging technique (Dunn, 1987) helps in
finding and correcting all the errors in the programming
code.

Concerning the Validation phase, note that the
system under consideration is a ferminating system,
(Banks, 1998); the length of each simulation run (24
hours) is fixed and is a consequence of the model and
its assumptions. In this system the only checkable factor
is the number of replications. The correct number of
replications has to guarantee a simulated confidence
interval of the performance measure being considered
(the service level provided to customers) similar to the
confidence interval of the real system. Such confidence
interval can be expressed in terms of mean squares
error.  Considering the stochastic  distributions
implemented in the simulation model we can assert that
the model is subjected to experimental error with
normal distribution, N(0, 6°). The best estimator of o is
the mean squares error that can be evaluated by using
equation 2:

St (0= 3, =) @
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where SL,(?) is the value of the Service Level at instant
of time ¢ during the replication 4 and A=1,...,n is the
number of replications. The number of replications
chosen is 8; such number of replication assures a
negligible mean squares error for the service level
provided to customers.

4. ALTERNATIVE SUPPLY CHAIN
CONFIGURATION: ADDITION OF NEW
FINAL CUSTOMERS

The supply chain design problem requires the analysis

of the impact on the service level generated by the

addition of new customers on two geographical areas.

The areas being considered by the analysis are the

South Calabria (GA) area and the Middle Calabria

(GA;) area: the analysis aims at considering 8 additional

customers for the GA, area and 4 additional customers

for the GAj; area.

The effect of the addition of the customers in each
area, has been investigated by using the factorial
experimental design, in which each factor is an
additional customer characterized by two possible
levels: Present (P) and Absent (4). Note that two
different factorial experimental designs have been
carried out: in effect the addition of new customers in
the GA,; area does not affect the service level of the
customers of the GA; area and vice-versa (the multi-
drop missions in each geographical area are performed
by two different trucks).

Check of all possible combinations of the factors
levels requires 2” simulation runs (p, number of factors).
In the case of the GAarea, p=8, then there are 256
possible combinations requiring 256 simulation runs.
Each run has to be replicated 8 times as mentioned in
the previous section, (256x8=2048 replications).
Carrying out 2048 replications, it’s possible to evaluate
the impact on the service level of all the effects (1¥
order effects, two-factor interactions, three-factor
interactions, four-factor interactions and so on until the
sole eight-factor interaction). However, in many real
situations the system is dominated by the main effects
and by the low order interactions. The high order
interactions are negligible. Consequently it is possible
to obtain useful information about the system
decreasing the total number of replications. In general a
27 factorial experimental design may be run in a 1/2’
design called a 2" fractional factorial design.
Considering the high order interactions negligible, the
system can be analyzed with a 2% fractional factorial
design, carrying out only 32 simulation runs against 256
simulation runs required by a complete design. At the
same time only 16 simulation runs can be used to run a
complete design relative to the GA; area (in effect 2 =
16 simulation runs).

Table 2 reports the design of experiments matrix
and the simulation results for the GA; area (similar
results have been obtained for the GA; area) in terms of
mean service level. Note that for each factors level
combination, 8 different replications are reported.



Table 2: Experimental Design Matrix and simulation results of the GA,

GA1,12 GA],]J GA1,14 GA1,15 GA1,16 GA|.17 GAl,ls GAL]-) Simulation Results (Service Level)
A A A A A A A P 0.836 | 0.837 | 0.835 | 0.836 | 0.834 | 0.838 | 0.839 | 0.835
P A A A A P P P 0.801 | 0.786 | 0.790 | 0.793 | 0.788 | 0.782 | 0.796 | 0.790
A P A A A P P A 0.810 | 0.806 | 0.801 | 0.805 | 0.808 | 0.809 | 0.802 | 0.801
P P A A A A A A 0.830 | 0.830 | 0.842 | 0.840 | 0.833 | 0.828 | 0.830 | 0.831
A A P A A P A A 0.826 | 0.820 | 0.829 | 0.819 | 0.821 | 0.830 | 0.822 | 0.820
p A p A A A P A 0.818 | 0.821 | 0.819 | 0.823 | 0.814 | 0.817 | 0.813 | 0.805
A P P A A A P P 0.800 | 0.790 | 0.792 | 0.798 | 0.781 | 0.787 | 0.793 | 0.786
P P P A A P A P 0.788 | 0.791 | 0.789 | 0.780 | 0.780 | 0.789 | 0.787 | 0.774
A A A P A A P A 0.820 | 0.810 | 0.815 | 0.813 | 0.821 | 0.823 | 0.819 | 0.821
P A A P A P A A 0.812 | 0.811 | 0.818 | 0.820 | 0.822 | 0.814 | 0.818 | 0.810
A P A P A P A P 0.797 | 0.782 | 0.798 | 0.802 | 0.804 | 0.781 | 0.803 | 0.790
P P A P A A P P 0.780 | 0.781 | 0.792 | 0.780 | 0.776 | 0.782 | 0.779 | 0.776
A A P P A P P P 0.772 | 0769 | 0.791 | 0.792 | 0.767 | 0.781 | 0.773 | 0.770
P A P P A A A P 0.789 | 0.801 | 0.783 | 0.791 | 0.799 | 0.786 | 0.801 | 0.789
A P P P A A A A 0.813 | 0.821 | 0.823 | 0.818 | 0.810 | 0.808 | 0.818 | 0.819
p P p P A P P A 0.781 | 0.779 | 0.787 | 0.792 | 0.784 | 0.777 | 0.773 | 0.781
A A A A P A A A 0.839 | 0.841 | 0.838 | 0.835 | 0.840 | 0.846 | 0.845 | 0.843
P A A A P P P A 0.810 | 0.803 | 0.810 | 0.819 | 0.799 | 0.801 | 0.796 | 0.803
A P A A P P P P 0.785 | 0.777 | 0.785 | 0.771 | 0.772 | 0.771 | 0.788 | 0.789
P P A A P A A P 0.809 | 0.796 | 0.810 | 0.819 | 0.802 | 0.799 | 0.808 | 0.800
A A P A P P A P 0.790 | 0.782 | 0.803 | 0.791 | 0.799 | 0.806 | 0.808 | 0.799
P A P A P A P P 0.785 | 0.788 | 0.791 | 0.779 | 0.776 | 0.777 | 0.784 | 0.791
A P P A p A P A 0.794 | 0.801 | 0.806 | 0.811 | 0.787 | 0.801 | 0.799 | 0.795
P P P A P P A A 0.806 | 0.791 | 0.808 | 0.799 | 0.794 | 0.784 | 0.805 | 0.802
A A A P P A P P 0.782 | 0.789 | 0.806 | 0.791 | 0.789 | 0.785 | 0.798 | 0.781
P A A P P P A P 0.784 | 0.788 | 0.779 | 0.785 | 0.772 | 0.776 | 0.781 | 0.789
A P A P P P A A 0.791 | 0.792 | 0.808 | 0.809 | 0.801 | 0.798 | 0.806 | 0.791
p P A P p A P A 0.798 | 0.792 | 0.803 | 0.784 | 0.786 | 0.786 | 0.798 | 0.793
A A P P P P P A 0.783 | 0.791 | 0.798 | 0.786 | 0.782 | 0.781 | 0.783 | 0.782
p A p P p A A A 0.804 | 0.803 | 0.799 | 0.811 | 0.796 | 0.802 | 0.812 | 0.810
A P P P P A A P 0.782 | 0.777 | 0.782 | 0.789 | 0.781 | 0.779 | 0.773 | 0.780
P P P P P P P P 0.743 | 0.741 | 0.752 | 0.758 | 0.750 | 0.743 | 0.751 | 0.740
4.1. Supply chain design problem: simulation results
analysis ek N
The simulation results in output from the fractional SLi =B +;ﬂ 1164, +Z/Z<::ﬂ Gy * Gy + 3)

factorial design have been studied by using the Analysis
of Variance (ANOVA). As reported in Montgomery
(2003), the ANOVA expresses the total variability of
the performance measure being considered (the mean
service level provided to customers) as sum of different
terms. Each term is the variability of a factor. The
greater is the variability of that factor the higher is the
impact on the performance measure. In effect, by using
a Fisher statistics the ANOVA checks for each factor
two different hypotheses: (i) the factor has no impact on
the mean service level (usually called Hy hypothesis);
(i1) the factor has an impact on the mean service level
(usually called H; hypothesis).

The ANOVA also allows to define an analytical model
(called meta-model of the simulation model) that
expresses the mean service level as function of the
factors being considered. Let SL; be the mean service
level for the i-th geographical area and let GA;; the
factors. Note that each factor can take only two values:
A and P. The analytical model requires to use for each
factor numerical values. To this end, let us introduce the
following correspondence: 4 (-1) and P (1). Finally let
B the coefficients of the meta-model. The equation 3
expresses the SL in terms of the factors GA,j.
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+ 33> B uGA,, *GA, *GA,, +¢

J<k k<l

e i = ],3 — identifying index of the geographical
area;

o j=12,..,190rj=10,..13 - identifying index
respectively for the South Calabria new
customers and Middle Calabria new customers

Note that equation 3 is not a continuous function; in
effect A and P respectively mean new customer absent
(no addition of the new customer to the multi-drop
delivery mission) and new customer present (addition of
the new customer to the multi-drop delivery mission).
Consequently equation 3 can be used only for
evaluating the value of the mean service level when the
factors take the values “-1” or “+1”. Obviously the
evaluation of the service level (by using equation 3)
when the factors take the value “0” has no sense.

4.2. Analysis of Variance for the GA, area

Table 3 reports the results of the Analysis of Variance
for the GA, area. As well known from the theory of
ANOVA the non negligible effects are characterized by
the P-Value lower than 0.05 (o = 0.05, confidence level
used in the analysis of variance). For further




information on the Analysis of Variance please refer to
Montgomery (2003). The predominant effects — that is
the effects generating a non negligible variation of the
mean service level — are the first order effects and some
effects of the second order.

Table 3: Analysis of Variance for the GA, area

Term Effect Coef SE T P
Coef

Constant 0.79839 10.000404|1977.56| 0.00
GA1.12 -0.00748| -0.00374 [0.000404| -9.27 | 0.00
GA 13 -0.01055| -0.00527 {0.000404| -13.06 | 0.00
GA114 -0.01184| -0.00592 [0.000404| -14.67 | 0.00
GAy5 -0.01455| -0.00727 {0.000404| -18.02 | 0.00
GAl16 -0.01028 | -0.00514 {0.000404| -12.73 | 0.00
GA17 -0.01328| -0.00664 [0.000404| -16.45 | 0.00
GAj 3 -0.0163 | -0.00815 |0.000404| -20.18 | 0.00
GA119 -0.02016| -0.01008 [0.000404| -24.96 | 0.00
GA112*GAL13 0.00225 | 0.00112 [0.000404( 2.79 0.01
GA|12*GA | 14 -0.00008 | -0.00004 [0.000404| -0.10 | 0.92
GA112*GAL15 -0.00059| -0.0003 [0.000404| -0.74 | 0.46
GA112*GA 116 0.00077 | 0.00038 [0.000404| 0.95 0.34
GA1»*GA 17 0.00039 | 0.0002 |0.000404| 0.48 0.63
GA112*GA 113 0.00156 | 0.00078 [0.000404( 1.94 0.05
GA|12*GA| 19 -0.00242| -0.00121 {0.000404| -3.00 | 0.00
GA113*GAL16 -0.0003 | -0.00015 |0.000404| -0.37 | 0.71
GA1.13*GA 19 -0.00014| -0.00007 [0.000404| -0.17 | 0.86
GA114*GA s 0.00092 | 0.00046 |0.000404| 1.14 0.26
GA114*GA 116 -0.00041| -0.0002 [0.000404| -0.50 | 0.62
GA114*GA | 138 0.00183 | 0.00091 |0.000404| 2.26 0.03
GA114*GA 119 -0.00137| -0.00069 [0.000404( -1.70 | 0.09
GA|,15*GA | 16 -0.00148| -0.00074 [0.000404| -1.84 | 0.07
GA115*GAL19 -0.00105| -0.00052 [0.000404| -1.30 | 0.20
GA116*GA 117 0.00053 | 0.00027 [0.000404( 0.66 0.51
GA116*GA L8 0.0007 0.00035 [0.000404| 0.87 0.39
GA116*GA119 0.00009 [ 0.00005 [0.000404( 0.12 0.91
GA|17%GA | 19 -0.00009| -0.00005 [0.000404| -0.12 | 0.91
GA115*GAL19 -0.00027| -0.00013 [0.000404| -0.33 | 0.74
GA112*GA1.13*GA 16 0.00069 | 0.00034 [0.000404| 0.85 0.40
GA112*GA13*GA 19 0.00078 | 0.00039 |0.000404| 0.97 0.33
GA112*GA114*GA 115 -0.00016| -0.00008 [0.000404| -0.19 | 0.85

Note that all the first order effects have an impact
on the mean service level provided to customers. It
means that each additional customer considerably
affects the service level. The customers to be added to
the supply chain should be selected trying to minimize
the effect on the service level. To this end the authors
use the analytical model provided by equation 3. In
order to find out the coefficients of the analytical model,
the Analysis of Variance has been repeated for the GA,,
deleting  insignificant  factors  (those  factors
characterized by P-Value > 0.05). Table 4 reports the
coefficients of the analytical model for those factors
affecting the service level.

Equation 3 can be used for plotting the variation of
the service level in case of addition of a new customer.
Figure 3 shows the effect on the service level when a
new customer is added. Note that some customers, as
for instance GA, ;; and GA, 3, have a lower impact on
the service level than other customers, such as GAj s
and GA, o. Equation 3 and Figure 3 can be used for
selecting the best customers to be added to the supply
chain.
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Table 4: Coefficients of the input-output analytical
model for the GA, area

Term Coef
Constant 0.798391
GA1» -0.00374
GA L3 -0.00527
GA, 14 -0.00592
GALs -0.00727
GAL6 -0.00514
GAL1y -0.00664
GALg -0.00815
GAL19 -0.01008
GA,1,*GA, 13 0.001125
GA,1,*GA, 13 0.000781
GA| 1,*GA | j9 -0.00121
GA| 14*GA | 13 0.000914
GA| 14*GA | 19 -6.88E-04
GA,|15*GA 16 -7.42E-04
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Figure 3: Main effects plots, SL versus addition of new
potential customers in the GA; area

4.3. Analysis of Variance for the GA;

As in the previous case, the results obtained by using
the supply chain simulator in combination with the
factorial experimental design and the Analysis of
Variance are extremely interesting, because they allow
to correctly select the best new customers of the supply
chain. The analysis for the GA; area points out that
localities such as GAj;;, and GA;;; generate a
remarkable reduction of the mean service level (see
Figure 4) in comparison to GAjz;o and GA;;,. The
addition of such customers has a negligible effect on the
mean service level provided to all the customers of the
same multi-drop mission. Furthermore the accurate
selection of the supply chain final customers — on the
basis of the impact on the mean service level and in
relation to the demand forecasts in terms of purchase
orders — helps in keeping under control the
transportations costs and to guarantee efficient logistics
and transportation processes.
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Figure 4: Main effects plots, SL versus addition of new
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5. CONCLUSIONS

The research work proposed in this paper has been
developed in cooperation with a third part logistics
company operating in South Italy (Calabria) in the field
of beverage distribution. The main goal was the
selection of new potential customers trying to minimize
the effect on the mean service level. To this end the
authors decided to implement a supply chain simulator
and use the simulator in combination with design of
experiment and analysis of variance. In particular
specific analysis have been carried out considering two
different geographical areas and investigating, for each
area, the effects on service level generated by the
addition of respectively 8 and 5 new customers.

The approach based on Analysis of Variance
allows to evaluate (for each area considered) the
variation of the service level when a customer is added
to the multi-drop delivery mission. The best customers
have to be selected among those generating the smallest
variation of the service levels. The addition of new final
customers that have a negligible impact on the mean
service level helps in maintaining high efficiency of the
logistics and transportation processes.

Further researches are still on going using the same
simulator for optimizing the distribution strategies from
suppliers to distribution centers.
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ABSTRACT

Shipbuilding processes in Western Europe are primarily
characterized by its result: unique ships built on
customer-specification. This character pushes the limits
of conventional planning and control methodology. The
application of simulation aided production planning as a
means to improve process control of multifaceted
shipyard processes is therefore subject of research. In
general the capacity limiting resource of a production
system requires the best control and the production flow
of the adjacent processes should be brought in balance
with this bottleneck. For shipbuilding, this is the
erection site (slipway, dock), at which the hull assembly
takes place. Improving shipbuilding process control by
simulation starts therefore at modelling this resource.
The paper presents the status of an ongoing research
effort showing that hull assembly and total shipbuilding
processes can be modelled and that simulation in this
context is a powerful means to improve process control
within the maritime industries.

Keywords: production simulation, assembly planning,
ship production, virtual manufacturing

1. INTRODUCTION

The shipbuilding industry is a labour intensive industry
which is operating in a global and extremely
competitive market. The shipbuilding process involves
numerous production steps of many parts and their
assemblies, far-reaching interactions with suppliers and
a large volume of manhours to design and construct the
large and complex structures. The price of these
structures is determined by the laws of supply and
demand, compromising between the level at which a
shipyard is prepared to accept a contract and the level
the customer is prepared to pay. The resulting price
however is subject to many influences and is not very
transparent in the market because of the small series
size typical for shipbuilding. The necessary margin for
shareholder’s satisfaction and company’s continuity
must be obtained by having an acceptable cost level. As
material cost is essentially fixed by the requirements of
the ship’s specification, significant reduction in
construction cost can only result from improvement in
production efficiency, both at the yard as well as at the
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subcontractors. Thus, the shipbuilders’ financial
situation depends on the achieved production efficiency.
To meet this, improvement of process control is a
requisite.

However, the complicated character of the
shipbuilding process, especially in the case of one-off
ships, pushes the limits of conventional planning and
control methodology. Due to this, it is a challenge for
all partners (shipyards and suppliers) within the total
ship production process to make a feasible planning that
is as optimal as possible and by which a suitable
utilization of resources is achieved.

A means to improve process control is the
application of simulation. This technique enables to
manually investigate alternative production scenarios
for the total shipbuilding process in advance. With this,
products and processes can mutually be brought in
balance and processes can be geared to one another
resulting in smooth logistics of materials and
components and properly levelled utilization of
workstations as a consequence.

The study reported in this paper is aimed at
enabling simulation of ship assembly processes on the
hull erection site, with the goal to improve the
corresponding process control. The paper presents the
preliminary results of an ongoing research programme
showing that multifaceted total shipbuilding processes
can be modelled and that simulation in this context is a
powerful means to improve process control within the
maritime industries. The paper starts with a brief
overview of ship production and hull assembly
processes including the most important dependencies
and details of process and product. Next, shipbuilding
process control and the need for simulation is presented.
This is followed by a description of the current
simulation  developments and applications in
shipbuilding. It continues with the status of the
development of the hull assembly simulation model. An
application of simulation in planning is included in the
results section. The paper ends with conclusions relative
to the applicability of simulation in shipbuilding
processes.



2. INTRODCUTION IN SHIPBUILDING

2.1. Physical decomposition of ships

Every ship can be considered as an autonomous system
that offers the capability to fulfil the tasks required for
its mission. On the one hand, every ship has to have the
capability to float, sail and manoeuvre. On the other
hand, a ship has functionalities that are integrated in the
ship’s standard systems, which are cargo or service
related. Therefore, it can be said that every ship consists
of a floating body subdivided into compartments that
holds the systems, see Figure 1 for an example. These
are all made up from elements classified as parts
(steelwork) or components.

Figure 1: Yard number 713 with a typical compartment
including volume and routing components

The hull, superstructures and deck houses are built
up from steel parts, consisting of conserved structural
steel material. The hull represents a steel assembly
system of very many parts that provides the structural
strength which makes it possible for the ship to fulfil its
tasks. In general, every hull consists of three parts; the
stern (aft), midship and stem. For hydrodynamic
reasons, the first and the latter have curved forms, the
rest of the hull is the widest part, almost prismatic, and
quite voluminous.

Components cover the so called volume and
routing components. Volume components include
mechanical equipment, outfitting material, interior
elements, and all other equipment necessary for ship
operation. The routing components represent the
infrastructure connecting with each other the power
generation, consuming and/or processing volume
components. These consist of piping, ducting, cabling
and secondary steelwork to mount them to the ship
structure. Currently, almost all systems and components
are supplied to a shipyard and the integration, hook up
and commissioning is arranged by the yard. This is not
necessarily the case for the turn key supplies with full
responsibility assigned to the supplier.

2.2. Work breakdown structure of ships

The presented physical decomposition and customized
nature of ships make the shipbuilding process very
complicated. Every ship taken in production represents
a challenging planning and control task because the
internal activities of a shipyard require the production of
a large number of individual parts and their assembly in
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a meaningful order. Beyond that, a large number of
systems must be integrated in an order that matches the
order of the internal yard activities. Therefore, proper
organization and a convenient product taxonomy play a
very important role in shipbuilding.

In spite of the one-off character of shipbuilding,
shipyards have adopted group technology (Storch 1988)
for the organization of their current steelwork practices,
which are considered to be leading during the
production of a ship. By focussing on methods to
improve the organization of work, “one-off” production
can be structured such as to reap the advantages offered
by mass production (Kihara and Yamamoto 1968). This
can be arranged through standardisation of the
production processes by means of employing many
different kinds of constructions subdivided in a number
of similar subassemblies (group production). The
advantage of this is that it is possible to employ a
repetitive process for the production for every group in
a “few” successive simple activities which are
subdivided in work steps. This subdivision of work and
specialisation  in  production allows efficient
organisation and work simplification (steeper learning
curves) and provides the parallel with mass production.

With regard to the hull assembly process, only the
upper two levels of the work breakdown structure
(WBS) of ships need to be introduced. Figure 2 presents
the upper level as the ship and the second level as the
section level. This means for the hull assembly process,
with regard to the steelwork, that the ship is erected by
subsequently placing and connecting sections. Because
of the application of the group technology philosophy,
the section dimensions, weight, and assembly time of
every section are in harmony with the other sections.

The presented WBS is shipyard specific, ship
dimensions and yard setup can be reasons for an extra
assembly stage where sections are combined into blocks
that are then integrated to form a ship. The main
advantage for these shipyards is that this shortens the
lead time of the ship on the assembly site, providing a
better allocation of the most expensive resource(s) on a
shipyard. The lower levels of the WBS exist of
subassemblies and parts.

WBS

SHIP

SECTION

Figure 2: Upper two levels of the WBS of s@

2.3. The hull assembly process
The highest level of the WBS hierarchy presents the
product ship that is erected during the process called



hull assembly, which is described in this section.
Material inputs for the process are pre-outfitted
sections, small parts like brackets to mount the sections
to each other, and outfitting material.

After welding and grinding, sections are pre-
outfitted with prefabricated routing components and
secondary steelwork. On-section (pre-)outfitting is done
because of better accessibility and shorter transport
lines to allow greater efficiency compared to on-board
outfitting. Furthermore, it is of advantage when the
onboard activities are minimized as much as possible,
because many parallel processes involving many parties
take place on the ship normally. An accurate assembly
of sections is therefore a prerequisite, because that
precludes rework during hull erection.

The hull assembly process starts with the mile
stone event “lay keel” (Figure 3). This event implies the
first section to be laid on the hull erection site. Before
this event can happen, the erection site must be emptied
and cleaned. This site preparation for erection happens
immediately after the launch of the predecessor ship.
During the erection of the predecessor, the assembly of
the sections of the next ship is well under way.
Therefore, it is possible to build up a small section stock
which enables shortening the lead time of the ship on
the erection site, resulting in a better allocation of the
capacity limiting resource(s) on a shipyard.

Figure 3: Keel lay event (left) and erected bottom
sections during outfitting (right)

After the first section is laid on the erection site,
the planned subsequent sections can be mounted to this
first section. Special attention is paid to the accurate
alignment of sections. Once a section has been welded
to the ship in formation, another section can be attached
to this section. The first section is a midship bottom
section, followed by other bottom sections to create a
complete deck area (Figure 3) as soon as possible,
which simplifies possible outfitting processes that can
only be done when such a deck area is complete. Before
this deck is closed off by mounting the next layer of
sections, all components which are planned to be
positioned on this deck and which cannot or are difficult
to be carried onboard later, are placed in the right
compartment (Figure 4).

i

Figure 4: Min enines (left) and big eqpment
positioned during hull assembly (right)

When two sections are welded to each other,
routing components can be connected with the help of
fitting pieces. After positioning of equipment, these can
be connected to the piping infrastructure by mounting
measure pipes in between. Pulling of electrical cables,
followed by the connection to equipment, is done after
the ship in formation has reached a certain progress
where it is worth starting pulling full cable lengths over
long distances.

Figure 5: hp during erection t caffoldng (left),
transport of section to the ship in assembly (centre) and
fully erected ship just before launch (right)

Figure 5 shows that the accessibility of the ship
decreases with its progress, outfitting processes require
therefore relatively more and more time as the erection
process progresses. Scaffolding and gangways are
applied on the inner and outer side of the ship to keep
its accessibility as good as possible. Sometimes, it is
required to cut extra holes in bulkheads to guarantee
safe and practical work conditions.

If all processes involving heat are completed on
the bulkheads and decks adjacent to a tank, pressurising
of this tank can start. When this is completed for a
compartment and all grinding processes are done, this
compartment can be conserved. Distortion of an
existing paint system should be precluded, but this is
not always possible.

The output of the hull assembly process is the
erected ship that thereupon can be launched when the
hull is painted and all under water components like
thrusters and rudders have been installed. After the
launch, the ship is brought to the so called outfitting
quay and all assembly processes from now on fall under
the completion stage.

2.4. Process control

As far as their assembly processes are concerned, a
shipyard is in a subordinate position vis-a-vis its
suppliers, because it heavily relies on their performance
in terms of efficiency and reliability. A well prepared
plan, which takes into account all facets of the complex
product and a limited amount of resources, to meet the
project goals and to keep to this planning during
production, is therefore, a prerequisite for a well-
executed project.

This plan consists in general of several schedules
which are drawn up during different stages of the
project. The master schedule offered to a shipowner
within the budget proposal can be seen as part of
strategic scheduling as it contains estimations of the
lead time of the main activities (based on an available
slot on the erection site) and the delivery of the main
components.



Based on the offered budget proposals, the “future”
shipowner defines a short list with most competitive
shipyards that are requested to provide a detailed
proposal. This includes a detail planning that can be
seen as a plan on tactical level, which brings the many
shipbuilding process steps in the right temporal and
spatial order. As already mentioned, the erection site
(dock, slipway) is the most expensive resource which
needs to be allocated as efficiently as possible. The
available slot on the erection site is therefore part of the
master schedule, but it is also the starting point for
determining the detail planning. In general the process
starts by tracing the erection relations between sections
and big components which cannot or are difficult to be
carried onboard. The corresponding hull assembly
schedule then forms the basis for deriving all other
production and delivery schedules. On operational level,
the detail plan is fine tuned with the actual progress and
available transport possibilities.

Hengst (1999) emphasizes the importance of the
erection schedule as follows. When a shipyard has one
erection site, the shortest possible delivery time of
subsequent ships is amongst others determined by the
launch date of the ship in formation on that site. Its
allocation partly determines the delivery time and
inherently the shipyard’s competitiveness. Every
shipyard strives therefore to shorten the erection time,
which is a “bottleneck” where all ships needs to get
through.

It is a real challenge for all partners (shipyard and
suppliers) within the total ship production process to
make a feasible and “optimal” planning in which a
suitable utilization of resources is achieved. Because the
erection schedule forms the basis for deriving this
integrated planning, obtaining an ‘“optimal” erection
schedule is a prerequisite. The application of simulation
can be used to achieve this, because this technique
enables to investigate alternative production scenarios
for the total shipbuilding process in advance, both on
the strategic as well as the tactical level. On the
operational level, it can be applied to aid in fine tuning
of the tactical plan to actual production situations. With
this, products and processes can mutually be brought in
balance and processes can be geared to one another with
smooth logistics of materials and components and
properly levelled utilization of workstations as a
consequence.

3. HULL ASSEMBLY SIMULATION

3.1. Simulation in shipbuilding

Simulation to control shipbuilding processes has in
recent years been applied with success in the steel
building area, prefabrication and sub construction
assembly processes. The main result of this experience
is the universally applicable Simulation Toolkit for
Shipbuilding (STS) of the Flensburger Schiffbau-
Gesellschaft (FSG). FSG and DUT are co-founders of
Simulation Cooperation in the Maritime Industries
(www.SimCoMar.com), a bundling of efforts in the
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area of simulation in ship production. Goals of this
cooperation are the further development of the STS,
knowledge exchange in applying simulation and joint
research. The actual cooperation partners are DUT,
FSG, Shipyard Nordseewerke, the Technical University
of Hamburg-Harburg, the Center of Maritime
Technologies (all three in Germany), and the University
of Liege — ANAST (Belgium).

The shipyard independent STS is a class library
developed in eM-Plant of Siemens-UGS-Tecnomatix, a
simulation package based on the discrete event
simulation principles. The STS contains a wide variety
of simulation functions needed for modelling the
production processes of companies in the maritime
industries. The tools can easily be implemented in all
kinds of simulation models and they can be adapted to
certain tasks and specifics by adjusting their parameters
(Steinhauer 2005). The development of the STS is part
of SimCoMar’s goals to be able to simulate the total
ship production process. At Delft University of
Technology (DUT), several simulation projects at
Dutch shipyards have been executed based on the STS,
see for example Kaarsemaker (2006) or Kaarsemaker
(2007).

Experiences from all involved shipyards show that
the steel building processes, from pre-manufacturing up
to hull erection, are suitably applications of process
simulation. But at this time, there is still a lack of
simulation applications in the area of the more complex
shipbuilding processes such as erection, outfitting and
supply chain processes.

3.2. Strength of simulation in shipbuilding

The strength of simulation, especially in shipbuilding,
has been shown in various projects. In spite of that,
proving its direct financial advantage is often beyond
the bounds of the possible because a shipbuilding
project is never the same and consequently it is not
possible to run the same project with and without the
use of simulation. The gained experience within
SimCoMar shows that the main benefit from applying
simulation is the possibility to accurately test, evaluate
and communicate (an almost unlimited amount of)
future production scenarios in the computer before they
become reality. This relates to the set-up of new
production facilities as well as the normal day-to-day
building of new ships in existing facilities.

3.3. Requisites for simulation
In theory, it is very easy to state that it is reasonable to
run through the total production process of a ship in a
computer simulation. It’s also true that model
development and maintenance is speed up by the STS,
but a disposal simulation model can be created very
quickly. A good simulation tool and programmers are of
course main requisites for simulation, but the
correctness of input and output data is at least as
important.

Important influences on the success of a simulation
project are; an extended analysis of the “is”-state, clear



objectives and a good preparation. A simulation model
is as good as its preparation and its results are in
accordance with the quality and form of the input data.
A consistent data-infrastructure that is continually kept
up-to-date is needed, but unfortunately, data-readiness
for simulation is still a rarity.

The main benefit from applying simulation is
doing “‘unlimited” scenario research to reach an
“optimal” plan. Therefore, product data needs to be
available in an early stadium. This is in general a
problem in current ship production practice, because
detail engineering information gets out at a very late
stage (concurrent engineering). A product data-
generator to assess the missing data to enable
simulation at an early stage is therefore a requirement.

Careful model validation takes a lot of time, but
this is needed to achieve a valuable simulation model.
In spite of a well-validated model, a right interpretation
of simulation results is required. The results of a
simulation are statistical values of a random check, all
constraints and simplifications of the model have to be
considered. Thereby, simulation can’t guarantee an
optimal solution.

3.4. Simulation of hull assembly processes

The current status of the development of the simulation
aided hull assembly planning tool is that the extended
analysis of the “is”-state and the collection of validation
data is in progress. As already mentioned in the last
section, these are the most time-consuming activities
concerning the creation of a simulation model.

Analysis of the “is”-state implies the introduction
to the production processes and facilities of the process
under study. In other words, the collection of material
flow diagrams, process parameters, dimensions of
production facilities, but also the collection of necessary
product, process and project data. As written before,
product data needs to be available in an early stadium.
This is for the hull assembly process not a problem, as
best estimates for these data are already made during
budget proposal (before the ship is sold).

Collection of validation data implies in first
instance that the process parameters (capacities of
resources) are checked for correctness. This can be done
by timing activities and work steps, but also by
verifying registered working hours and production
progress. With these data, the simulation model can be
calibrated. After that, the calibrated simulation model
can be run in parallel to reality to improve its veracity.

3.5. Result
A basic hull assembly model of the FSG erection site
has been made available to the SimCoMar community.
This model, presented in Figure 6, is structured with the
STS. It can therefore easily be adapted to be a basic for
the creation of a specific model for another shipyard, for
example the IHC Merwede shipyard in Hardinxveld-
Giessendam.

Figure 6 presents besides the top view of the hull
erection model, the layout of a simulation model
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modelled with the STS. This object library enables to
model truly the facility (site and crane) and (sub-)
product (sections and ship in assembly). In the figure
are marked furthermore the methods which take care of
starting actions and control the elements in the model.
The general tools are shown in the upper left corner,
these take care of:

coordination and synchronization of the events
administration of the model

the operating calendar and shift times
personnel definition and administration
periodical summarization of statistics
managing means of transport and the transports

STS tools  Methods Overhead crane

- /

\ \
Input: sections Ship in assembly  Erection site
Figure 6: Top view snapshot of the basic SimCoMar
hull erection model during a simulation run

Not shown in this figure is the statistics object that
arranges the periodical summarization of resource
statistics and the aggregated representation in work load
diagrams. This is enabled by the STS tools which
automatically tape all events (process steps, requests,
transports, etc.) into tables. Based on these data, it is
possible to visualise the results and then to evaluate
them. The possibilities of a simulation model like this
can be illustrated with an example regarding the
workforce. Its composition (without suppliers) is
simplified as given in Table 1.

Table 1: Composition workforce
Designation Site | Shifts
Constructing
Welding method 1
Welding method 2
Scaffolding
Quality checking
Grinding
Tank pressurizing
Painting
Aligning / Transport
Total

Numb.

+/-100

This table can be explained as follows. During
certain shifts, the workforce exists of approximately 100
employees of whom a certain number have certain
designations who work at certain locations. The
simulation model takes into account that when an
activity requires two employees with the designation
constructing during a dayshift, that the activity won’t be



executed when there is only one available and vice
versa of course.

Via the statistics object, the workload diagrams as
presented in Figure 7 can be created. This possibility to
visualise results enables evaluating the balance between
the production and employee schedules, with other
words: resource levelling. Besides, representing
progress or stage of assembly, or which section and
components are worked on is possible as well. This
knowledge combined with a view as in Figure 7,
enables verifying what is going on at that moment in the
simulation model.

Workload per employee during simulation run
100

50 H— -

[
- .
'

— 4

. @ Waiting
| : I Working

Aggregated workload per employee after full simulation run
Figure 7: Workload per employee, also represented in
the top view of the model, during and after simulation
run

The combination of resource performances,
comparison of planning with a simulated production
realisation and the possibility to trace every part in the
simulated production enables searching for reasons for
delays and disturbances, which normally are not
obvious because of all dependencies in the process.
From these, conclusions can be drawn regarding
improvements to production planning and resource
management (Kaarsemaker (2006)).

4. CONCLUSIONS

Presented is the status of an ongoing development of a
simulation aided hull assembly planning tool. Currently,
the extended analysis of the “is”-state and the collection
of validation data is in progress, these are the most
time-consuming activities concerning the creation of a
simulation model.

Presented is a basic simulation model of an
erection site, which comprises the whole production
process concerning steelwork. After adjustment, this
model can be used for the erection site (Hardinxveld-
Giessendam) under research. Furthermore, the
functionality of the model needs to be extended to
include the big components that are part of the erection
process. With the output that is possible to generate, it
is assumed that the model could be fully validated,
verified, and synchronised with reality, all extremely
important for the success of the model.

The coming half year is reserved to continue the
development of the simulation aided hull assembly
planning tool. Conversely, because of the results up to
now and the experience gained from other simulation
projects, it can already be concluded that it is feasible to
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model hull erection processes on a high level of detail in
the form of a simulation tool and that this techniques
can be of benefit for the improvement of production
control at any shipyard.
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ABSTRACT

Forklift transport fails when it comes to efficiency. As a
result, more and more attention is going to alternative
transport systems that automate or further structure the
material flow; such as line deliveries by train and
conveyor technology. Only substituting the transport
system itself is not cost-effective. The resulting
improvements are rather low compared to the high
investment cost. Therefore, in this paper alternative
material flow and line delivery strategies are taken into
consideration. Within a high product variety
environment a combination of materials kitting and line
stocking is proposed. This approach has some important
benefits on top of the pure forklift free transition. A
basic model is constructed to calculate the kitting area
and transport system requirements. A truck assembly
company is used as case study. A feasibility study is
carried out, to give a rough indication of the cost-
effectiveness of the model.

Keywords: Materials kitting, line assembly, forklift free

1. INTRODUCTION

What drives the research on and implementation of
forklift free (also referred to as ’fork-free’) factories?
Forklifts have long been the undisputed standard for
material handling within the factory walls. The main
reason is undoubtedly their enormous flexibility.
Forklifts can perform the complete internal logistic flow
as long as two important conditions are satisfied:
Appropriate  forklift construction and sufficient
transport and handling space. Mostly the number of
forklifts is overdimensioned in order to cope with
fluctuations of the material flow. That - in combination
with the human factor - makes the internal transport
system flexible because the transport duties can easily
be adapted to a changing material flow or factory
layout.

Nowadays, flexibility remains an important issue
but with the emergence of lean concepts it can not
longer be at the cost of the efficiency of the transport
system. Considering the different forms of waste stated
below, it is obvious that forklifts fail when it comes to
efficiency.
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1. Overdimensioning: From own experience we
noted that the uncertainty about the cycle time
for transport tasks is certainly an important
factor that contributes to an excessive number
of forklifts. Since roaming vehicles are
difficult to monitor visually, idle time remains
easily hidden. The flexibility of the forklift
transport is exactly the result of an over
dimensioned transport system.

2. Waiting: Another aspect is the manual
character of the forklift. The human factor
makes the transport system vulnerable to social
disruptions.

3. Defects: Finally, there’s also the safety issue.
Forklifts are a constant threat to personnel and
can cause serious material and infrastructure
damage. Neumann et al. (2007) and Gecker
(2004) even state the human loss and liability
cost relative to forklift injuries as the number
one driver for forklift free plant floors.

As a result, more and more attention is going to
alternative transport systems that automate or further
structure the material flow. That explains the growing
research on and implementation of line deliveries by
train (Manual and automatic) and conveyor technology
(Electrified Monorail System, Chain conveyor,
Power&Free). The design of a material handling system
is commonly subdivided in two highly interrelated sub-
problems: design of the material flow network that
provides the resource inter-connections; and sizing of
the transporters fleet and allocation of the intergroup
moves to these transporters (Montoya-Torres (2006);
Sly (2006)). Both topics are well documented in
literature. Forklift transport is typically a one on one
delivery of pallets of parts (BULK) between origin and
destination points. Alternative transport systems benefit
from modified delivery approaches. It is obvious that
trains must deviate from the one on one transport to for
example a milkrun system to be effective. Automated
transport systems - such as Automated Guided Vehicles
(AGV) and Electrified Monorail Systems (EMS) -
require special pickup and dropoff stations.
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Only substituting the transport system itself is not
cost effective. The resulting improvements are rather
low compared to the high investment cost. In addition,
safety issues - such as forklift injuries - are difficult to
quantify and therefore far from trivial to incorporate in
an investment analysis. Therefore, in this paper
alternative material flow and line delivery strategies are
taken into consideration on top of the forklift free
transition. Bozer and McGinnis (1992) compared the
use of materials Kitting for a Just In Time (JIT) delivery
of parts for assembly to the line stocking approach of
the bulk delivery. It is important to determine the
contents of each kit. This assembly line feeding
problem is discussed by De Souza et al. (2008). In
addition, the use of the kits at the line can reduce the
walking distance of the line operator. Within a high
product variety environment a combination of both
approaches is proposed: line stocking for common and
materials kitting for variant parts. This approach has
some important benefits on top of the pure forklift free
transition: (1) reduction of the transport system
requirements by restricting necessary dropoff stations;
(2) reduction of walking distances for the line operator
by presenting Kits; (3) reduction of line stock by JIT
delivery of parts; (4) centralizing the parts handling at
the kitting area.

Section 2 presents a basic flow model to calculate
the kitting area and transport system requirements.
Different model configurations/strategies are made
possible by a set of parameters. In Section 3 a truck
assembly company is presented as case study. The
feasibility study gives a rough indication of the cost-
effectiveness of the extended forklift free transition. A
Dupont model is constructed that uses the flow model
output to obtain a first impression of the financial
potential of this endeavour. Section 4 concludes and
states further research possibilities.

2. FLOW MODEL

In order to make accurate model calculations regarding
the different internal logistic flows, it is necessary to
build a database based on the current situation (CAS
IS”). The constantly changing layout and material flow
of a real factory is too complex for the feasibility study.
Therefore the current situation is frozen and a snapshot
of the factory layout and material flow will be used. The
feasibility at that specific time will then be determined.
The following sections highlight the three important
aspects in the model: (1) material flow; (2) transport
system and (3) line delivery strategy.

There is no optimization integrated in the presented
model. The transport system network, vehicle routing,
kit composition, etc. are all based on average values of a
small production period. The proposed logic should be
sufficient however to determine the feasibility by
roughly estimating the required investments and
featured improvements.

2.1. Material flow
The current material flow is assumed to be in bulk. A
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container (pallet, rack, box, ...) containing a certain
number of the same parts is transported to the line and
placed as stock. The line operator empties the batch and
orders a new one timely. This method is called line
stocking. Each combination (Part, Origin Point,
Destination Point) is identified by a specific transport
frequency N and an amount A. This means that N times
per shift, a package of average A parts is transported. In
addition the use frequency f of a part at the use point is
calculated by (1) with NDggsembry the number of products
that are assembled during one shift on that use point.

__N-A M
" Nb

assembly

This value tells in how many final products the part
is used. A value of 0.2 means that the part is used in 2
out of 10 products. The latter parameter is a significant
one: it can fluctuate widely from f> 1(common part) to
f < 0.001 (an exotic option part) and it differentiates
industries: the frequency range in automotive is less
than in truck assembly, while the latter is smaller than
in harvester equipment assembly. Within a high product
variety environment line stocking results in an
excessive inventory at the line (Fisher and Ittner 1999).
Parts that are assembled in almost any product, are
referred to as common parts. Variant parts reflect the
various options that can be installed on a product at the
same workstation. Materials kitting is the practice of
putting together a kit of parts and/or subassemblies
before delivery to the assembly line (Bozer and
McGinnis 1992). A kit can combine materials for one
final product at different use points (travelling kit) or
materials for different final products at the same use
point (stationary kit). Within the proposed model a
mixture of line stocking and (travelling) materials
kitting is integrated. The model parameter Frequency
Boundary fs makes the divide between both groups of
parts. Parts with a higher (or equal) use frequency than
fs are brought in bulk. Parts with a use frequency less
than fg are collected in kits. For example, when fs is 0.5
then all parts that are assembled in half or more final
products are kept as inventory at the assembly line. The
other parts are seen as variant parts and will be brought
JIT in kits.

The flowchart in Figure 1 describes the
composition strategy of the kits based on the average
use frequency f of each part at each line station. The
first step is filtering the parts list based on their use
frequency. Those with f > f; are left out. The remaining
parts are grouped in Kits considering the line direction
and some restriction parameters:

(Pic + Pen) < Prnax 2)
W
(Wi +Wpy ) < —% 3)
5W
(pkit + pPN) < 5p . pmax (4)
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restricted?

Another
Transport?,
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Start new one
to kit
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f parts restricted?

Figure 1. Flowchart of the Kit Composition Strategy in
the Model
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e Maximum line distance A, (line stations): The
maximum line distance the kit can travel. This
value is expressed in the number of line
stations the kit passes through. This parameter
is introduced to restrict the walking distances
of the line operator emptying the kit. A value
of Ay = 3 means that each kit can contain parts
for one product assembly at no more than three
different line stations.

e Maximum weight w.... (kg/kit): The carriers
of each transport system have a maximum
weight limit that can be transported. This
parameter makes sure that this limit is not
exceeded.

e Maximum number of parts pm. (parts/kit):
This is a restriction on the number of parts that
are put into the same Kkit. Restricting this
amount, should ease the handling of the kit by
the line operator. This restriction however is
not binding, because otherwise the result
would have kits that contain a large number of
small parts. Therefore this restriction is
coupled to a certain percentage of Wi SO,
considering the parts restriction, part number
PN can be added to the kit when (2) OR ((3)
AND (4)) is satisfied. Expression (2) is the
normal parts restriction. Expression ((3) AND
(4)) eliminates kits with many small parts by
making sure that the total weight is minimum
the weight restriction divided by .. A value 6.,
= 5 means that the kits must weigh at least
20% of W, Additionally there is an extra
expression that restricts the number of parts
again to maximum 3§, times the normal parts
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maximum. So, when all parts are small (low
weight) than the used parts restriction can be 3,
X Pmax- When 8, = 3 then kits can contain three
times more small parts.

The composition of the kits requires extra handling.
Therefore a kitting area is introduced where all
necessary kits are composed. Within the proposed
model two extra parameters concerning the Kitting
process are introduced: Overall Picking Productivity
PP and Batch Size BS. In order to calculate the amount
of pickers required, a productivity has to be assigned,
ex. 175 line picks per picker per hour. If the use
frequency of a part is larger than 1, only 1 pick is
counted to pick all the pieces. In real-life picking
situations, often batch picking is used. This means that
several Kits are picked at the same time. BS = 4 means
four kits will be picked at the same time. If a part is
picked that occurs in 2 of the 4 kits, only 1 pick is
counted because the picker can take the 2 pieces and
drop them in the 2 different kits. He only has to walk
once. In addition to the picking workforce a sufficient
infrastructure is needed to support the kitting processes.
If current warehouses don’t satisfy the needs, new
infrastructure or different methods must be introduced.

Optimal values should be obtained for the different
model parameters. For example, an increasing value for
the frequency boundary parameter fz results in more
kitting and more transport efforts. But more travelling
kits at the line, decreases the handling efforts of the line
operator. However, before this exercise can be made,
the benefits of materials kitting at the production line
must be quantified more precisely.

2.2. Transport System

Based on the selected alternative for the forklifts, the
transport system requirements are calculated within the
proposed model. Each transport technology has specific
characteristics for the (1) transport network and (2)
carrier. In current literature much research can be
found on optimal solutions for network design (Wan
(2006); Montoya-Torres (2006)) and vehicle routing
(Le-Anh and Koster (2006); Chuah and Yingling
(2005)). However, in this paper there is no need for an
optimal solution. A simple calculation will do for the
feasibility study of the complex material flow. Based on
the total list of bulk and kit transports (see 2.1 Material
Flow) a static simulation is performed. To reduce the
complexity of the problem, the model doesn’t
incorporate the dynamic behaviour of the transport
system. The possible transport systems are: (a) Manual
train (Forklift-like pulling unit), (b) Automatic train
(Automated Guided Vehicle) and (c) Electrified
Monorail System. As an example the working method
is illustrated for the EMS.

(c1l) EMS transport network - At each use point (for
bulk and kits) on the factory floor a dropoff point is
drawn. An unidirectional network of tracks is
constructed to interconnect all points. Everything is



done manually, so an optimal network is not the aim.
The purpose is - based on an CAD drawing of the
factory floor - to determine the distance between each
two points in the network. The output is a number of
dropoff stations, an amount of track in meters and some
shifting tracks.

(c2) EMS carrier - Each carrier is independently driven
and can transport a certain maximum volume Vpax (m3)
and maximum weight Wgna (Kg) over the transport
network at an average speed of Vg, (Ms). Equation (5)
summons all required carrier time (seconds) to route the
material flow through the transport network. There are n
transport combinations (part, origin, destination). d; is
the shortest path distance of transport i (meter) to go
from origin to destination and complete the loop back to
the origin in the EMS transport network. Based on the
number of work hours during one shift tg; the number
of carriers can be calculated (6).

To=2—"— )
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2.3. Line Delivery Strategy

The line delivery strategy determines what happens
with the travelling kits when they are dropped off at the
assembly line. Four different approaches are proposed:

1. Further handling at the line - The kit is
simply placed at the dropoff point by the
transport system. Further handling has to be
done by the line operators. When the kit stays
at a fixed position, it results in larger walking
distances to fetch the parts. When the
travelling kit is collected in some sort of cart,
then the line operator has to take it with him
during assembly causing him to do extra
handling.

2. Couple cart to the line — The part numbers
for both sides of the assembly line are
combined in kits and placed on carts. When
dropped off, the carts are coupled to the
driving mechanism of the line. They run along
with the product at line speed, resulting in
smaller walking distances.

3. Conveyor at both sides of the line - Each side
of the line has its track and dropoff stations.
When dropped off, the kits are placed on (or
coupled to) the (chain) conveyor. They run
along with the product (at both sides) at line
speed, resulting in smaller walking distances.

4. Carrier runs along with the line - This
option is the most advanced one. Each side of
the line has its track and dropoff stations. Here
the Kits are not really dropped off. The carrier
leaves the main track and runs along the line
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on a secondary track at line speed presenting
the parts to the line operator, resulting in
smaller walking distances. Figure 2 illustrates
strategy (4) in the case of a truck assembly

company.
e — ®—C &
(‘\ IT * O—O * | * OT.
FEE—d FEE8—x rEE—r HRE—
% ¥ ®— &
@ . o®—! o>
Transport system
—_———
Secondary track ®
Line Direction FBE—T] Truckframe + carts
&) Carrier with empty cart ——
@ Carrier with full cart

Figure 2: Dropoff Strategy 'Carrier Runs Along with the
Line'

3. CASE STUDY -
COMPANY

A TRUCK ASSEMBLY

3.1. High Product Variety

The database contains the internal logistic flow from 33
days during the months April and May of the reference
year. There are two main lines: one produces 72 trucks
per shift in a two shift operation, the other produces 36
trucks in one shift. The average number of transports
and the average transport amount of the parts from
warehouses to lines and pre-assembly are calculated
over 33 days. The origins of the material flow are a
High Bay Automatic Warehouse, Small Box
Warehouse, some conventional stores and 40 pre-
assembly stations. The destination points are 149 line
stations and 137 pre-assembly stations. The logistic
points are drawn on top of an AutoCad file of the
factory layout. The possible routings are added by
connecting the logistic points through lines and network
points (numbered points) to a complete logistic
network. Figure 3 gives an excerpt of the current
situation. There is a total of 4320 transport
combinations (part, origin, destination). There are more
different part numbers than there are packages
transported during one shift (3317 against 2215). This
reveals the complexity of this material flow. There are
many parts that are only used in few trucks, referred to
as variant parts. The use frequency of a part number at a
specific line station gives an idea of the percentage of
trucks the part is assembled into. A frequency of 0.2
means that the part is used in 2 out of 10 truck
assemblies at that line station. Table 1 lists a few
examples.

Table 1: A Delivery Overview of Some <Part Number,
Line Station> Combinations

. . Weight Frequenc;

Part Number Line Station (kg /pgart) (par?s /trucyk)
03176675 EL09 0,169 0,133
20478323 ER06 0,25 0,933
980464 CL10 0,006 9,073
208911 CR06 0,24 0,075
955399 ARO03 0,41 3,779
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Figure 3: A Part of the Factory Layout of the Current
Situation

Figure 4 gives a histogram of the frequencies of all the
possible <part number, line station> combinations.
There are 31 use frequencies smaller than 0.001 and
1729 use frequencies between 0.001 and 0.1 . The
cumulative line in Figure 4 gives a clear view of the
large number of variant parts. Somewhat 70% of the use
frequencies are less than 0.5. This means that 70% of all
combinations are only used in 50% or less of the truck
assemblies. Half of the combinations have a frequency
less than 0.2.

2o Histogram of use frequencies + 10000%
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combinations
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Figure 4. A Histogram of the Use Frequencies of All
Possible <Part Number, Line Station> Combinations

3.2. Model Output

The model can be used to calculate some basic
scenario’s. Within the figures the names below will be
mentioned:

e Scl6lla&b: (a) Manual or (b) automatic train,
kits are coupled to the truck frame.

e Scl6l2a&b: (a) Manual or (b) automatic train,
kits are put on conveyors at both sides of the
line.

e Scl311: EMS, kits are coupled to the truck
frame.

e Scl312: EMS, kits are put on conveyors at
both sides of the line.

e Scl313: EMS, carriers run along with the line.
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Extracted transport system requirements from the
flow model like carriers, train carts, bulk and kit dropoff
points, Kit carts, conveyor length and overhead track
length are forwarded to the financial calculations.
Figure 5 gives an overview of the needed EMS carriers.
The influence of the frequency boundary parameter fg is
illustrated: 1000 (=complete kitting), 0.9 and 0.7. The
lower fz gets, the more the transport shifts to bulk
instead of kits. The composition of the kits is restricted
and consequently is more carrier consuming. So the
shift to more bulk transports results in lower overall
carrier requirements. Figure 6 shows the number of kits
that have to be composed per shift.

Figure 7 gives a summary of the picker results. The
number of pickers in the figure have to be cumulated.
As an example, for the left graph in figure 7, 19 pickers
are needed in case of kits only and batch size 8. If one
considers batch size 4, 13 more pickers are needed and
thus 32 pickers are needed in total for kits only and
batch size 4.

3.3. Financial Model

In order to obtain a first impression of the financial
potential of this endeavour, a Dupont model was
constructed, that calculates ROl and ROA based on the
expected cash flows of the different scenarios. From the
preliminary results, which cannot be reported due to
confidentiality reasons, we found that the financial
viability of the project was mainly determined by the
waste reduction at the assembly line (less handling, less
walking). As soon as 5% of the waste is reduced, most
of the scenarios become viable.
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Figure 5: The Needed EMS Carriers for Scenarios
Sc131x.

4. CONCLUSION AND FURTHER RESEARCH

This preliminary research has pointed out that
alternative line delivery strategies can support the
forklift free transition in a high product variety
environment to make the project viable. Crucial is the
reduction of direct time at the assembly line for the line
operator. As soon as 5% of the waste was reduced, the
financial model showed decent results. Further research
should be done in quantifying the exact benefits of the



materials kitting and the presentation of kits to the line
operator. By using JIT supply, space utilization at the
line is reduced. This also has a unquantified positive
impact on production.

Composed kits per shift
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Figure 6: The Number of Kits Composed per Shift.
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Figure 7: General Overview of the Number of Picking
Operators Needed

This feasibility study is only a rough indication.
The output is an early impression of featured challenges
and expected costs and improvements. It points out
which scenarios are open for further research. Based on
detailed simulation and practical studies a more founded
decision is possible. The detailed simulation will have
to determine the number of carriers that will have to be
added due to variability and failures, as well as indicate
how big and where buffers are to be included in the
transportation system. The technical issues regarding
delivery to the hands of the operator by an automatic
handling system will have to be studied by experimental
setups.
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ABSTRACT

The authors have undertaken a retrospective analysis of
an industrial logistic project delivered to the Hungarian
Post (HunPost). First, the paper briefly overviews the
major generalized practical experiences related to
warehouse logistics. Next, the assignment and problem
definition are described, then the input data analysis, the
design and implementation of the simulation model, the
model results and the system-related conclusions.
Finally, the paper discusses the lessons learned.

Keywords: warehouse logistics, postal logistics,
simulation pitfalls, acceptance of simulation

1. INTRODUCTION

It is always a rear occasion when real projects can be
retrospectively analyzed and conclusions for future
works made. The authors have got the rare opportunity
to retrospectively analyze a simulation project and
found a series of pitfalls in the simulation modeling
process also discussed in (Annino and Russell 1979)
and (Law and McComas 1989). Unfortunately, related
to pitfalls what regards manufacturing and logistic
models and their usage, only less definitive statements
can be made, as explained below. This paper discusses
the authors’ experiences and the lessons learned.

The authors revisited a contracted simulation
project, which has been realized for HunPost in 2000.
The project’s aim has been to help the design process of
a new warchouse and use the simulation model to get
quantitative data about how the system works. The
application can be considered therefore as a standard
industrial application with a short delivery time of 10
weeks. There have been no overwhelming scientific
challenges, there were no sophisticated technical
problems to be solved; the simulation model which the
designer can trust and build upon “just” needed to work
and deliver data, since in case of mistakes, the design
flaws could have caused not only additional costs but
also credibility and reputation loss for the designer
institution and its subcontractors.

From the long-term perspective, however, a series
of additional concerns can be raised, which all are
closely related to the simulation model. These concerns
include, but are not restricted to the following:
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e Do the simulation model and the related
experiments constitute a “final solution” for
the design phase or is there additional need for
the use of advanced modeling technology for
“real-time” analysis or on-line control?

e s the simulation model implemented in a way
that it is re-usable, extendable, open, etc?

e  What is the overall economic efficiency of the
company’s approach?

By answering these questions, as a by-product, several
additional questions might also be answered:

e Why simulation models are still not widely
applied in industrial practice?

e What developers and educational institutions
can do to improve the success rate and find the
major success factors?

e Do better education, marketing and software
(faster, more user-friendly etc.) help?

2. SIMULATION MODELING OF
DISTRIBUTION WAREHOUSE

The phases of simulation modeling are presented as

executed. The focus of the presentation however is on

the exceptions, special cases. Steps and model features

are presented in order to provide an inside of the model.

THE

2.1. Assignment and Problem Definition
Contractual requirements and their consequences
defined a series of major model characteristics:

e The model must be able to make predictions
whether the logistics system is able to deliver
the specified output quantities based on a given
set of scheduled input quantities by using the
known technological elements and time.

e It should demonstrate the characteristics of the
working system (e.g., technological elements,
their utilization factors and waiting times, incl.
their distributions, furthermore, predefined
events).



e The simulation model should be used to
determine  bottlenecks and to analyze
alternative solutions.

e The simulation model must be able to
communicate with MS Excel in order to
receive input and deliver data.

2.2. Methodology and Data Sources

Based on the detailed technological plan, the layout, the
definition of the model elements and their parameters
have been established and the simulation model created.
Then the simulation model has been used in the
subsequent phase to determine the parameters and
policies of the working system.
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Figure 2: The (3D) block-diagram of the model

The
modeled:

following warehouse operations were

e  Warehouse load-in operation (see Figure 3.)

e Disposition operation.

e Commissioning (A, BC) operation (see Figure
4.)

e Packing operation (see Figure 5.)

e  Warehouse unload operation (see Figure 6.)
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2.3. Simulation Model Implementation

The simulation model of the HunPost was implemented
using Taylor Enterprise Dynamics, an object-oriented
simulation model development environment, which is
able to model and control different simulated processes.
It is used widely and both the modeling and visual tools
of the software were considered as flexible and capable
enough to communicate with other Windows
applications (incl. MS Office tools). The additional
feature of zoom-in/zoom-out made it possible to
implement models of large size or with large amount of
detail.

ile Model Wiew Script
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] Model 3D View

Help
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Figure 4: Commissioning (A) operation

2.4. Simulation Model Data

The model data related to model clements and their
parameters, internal and external model variables, etc.
can be defined using interactive GUI, and the
simulation program as necessary. An example of GUI-
based data input is presented in Figure 7.



Tarala [1)

Atom name IT Arald (1]

lzon I‘m

Send to |1 j|
Product to send Ifirsttc!

Input strategy |Any inputcharing! j|
Bueuelizcipline IFifo [First In First Out) j|

Put in raw |ifc|:|=clabe1 {[eiklztipus], il ,colorrj
Put in column Ilabelt [column], i} j
Size Z [5.750

Mr of rows I?

Mr of coluring |24

Trigger on entry I j
Trigger on exit I j

Show 20 contents [

Apply |

Figure 7: Data input using interactive GUI

Certain input data are provided for the simulation
program by the MS Excel application (as requested),
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which makes even larger amount of data easy to handle.

2.5. Simulation Model Results

e Commissioning operations can be studied in
terms of quantities and behavior (changes over
time), moreover also by type (type A., Type
BO).

e The transportation machines (e.g., cranes or
forklifts) can be observed while utilized (e.g.,
speeding up, slowing down).

e The content change of warehouse storages can
be observed over time.

e Commission-related activities, actual storage
content and the impact of different fill-up
strategies over time can be observed in terms
of numerical and graphical data.

e Simulation model characteristics and behavior
can be observed (see Figure 8 and 9).

2.5.1. Evaluation of the Simulation Model Results
The simulation model fulfills all the contractual
requirements defined at the beginning of the project and
listed in 2.1. The model is able to predict the major
quantitative and qualitative indicators of the working
systems and can be used for determining the model
parameters. In effect, the simulation model has been
used for fine-tuning the working system parameters to
achieve higher efficiency.

2.6. Simulation Experiments and Possible Model
Improvements
Further model experiments are possible in order to

e determine the system behavior in case of new
transportation routes,

e study the impact of changes in the number of
transportation machines,

e utilize the data stored
database,

e make further efforts to improve parameter fine
tuning.

in the warehouse

3. RETROSPECTIVE ANALYSIS:
LEARNED

LESSONS

3.1. Some Application Trends

According to Hlupic (2000), over 80% of the simulation
applications in academia and over 55% in industry are
applications of the fields of manufacturing and logistics.
These results are also supported by Williams (1997),
who states, “indeed, manufacturing is among the oldest
and most frequent areas of simulation application” and
list also further references to support his statement.
Authors are aware that the growth of simulation
applications has not slowed in the last decade. Improved



simulation interface, development of application-
oriented simulators, new applied methodology (e.g.,
fuzzy modeling, agent-based modeling) increase the use
of simulation, while animation provides credibility and
a better understanding for model developers and
customers, as well.

Logistics is a growing area of simulation use.
Literature (e.g., Larsen (2003)) shows clearly that post
agencies, carriers such as United States Postal Service
(USPS), the Norwegian and Belgian Post must process
large number of orders within a short time, in a series of
operations involving transportation equipment (e.g.,
aircraft, train, trucks, assorted material-handling
equipment), human resources (e.g., loading and
unloading crews, drivers) and information (e.g., digital
data, RFID). These corporations have used simulation
to understand and to improve their operations. National
and international competition forces also the HunPost to
apply new methods and technology to solve logistical
problems.

As a recent report PriceWaterhouseCoopers (2008)
shows, a series of application field related software
tools were embedded into a suite of simulators (Postal
Simulators,  Strategic  Infrastructure  Simulators,
Plant/Facility and Product Stream Simulators),
establishing a unique decision support system, which
enables:

e Simulate and visualize alternative solutions.

e Analyze, quantify, verify and select the best
solution.

e Predict consequences of a solution before
implementation.

The leading industrial and  government
corporations went far in following the suggestions listed
in Roth, Gass, and Lemoine 1978: (e.g., (i) established
post-review panels that evaluate models, provide
guidance to potential users, (ii) created “Government
Modeling Research Centers”, which coordinate and
direct some of the Government modeling research,
develop software and establish standards, conduct
training programs, organize databases. According to
Swain (2007), the growth of simulation applications in
industry and the military led to a growing demand for
simulation professionals. Academic programs in
modeling and simulation were introduced and
standardization efforts undertaken, moreover new
organizations (e.g., Alabama Modeling and Simulation
Council) have been established to develop the different
aspects of simulation.

3.2. Engineering vs. Management Issues
The application trends described in 3.1 however, cannot
be observed (yet) in the Central-Eastern European
countries. Authors ask the simple questions: - Why?
What are the reasons?

In an effort to determine at least some of the
reasons, we revisited the project presented above and

analyzed it according to the success factors listed in
(Law and McComas 1989) and (Law and McComas
1991). We have realized that the professional rules were
not violated, but we did not spend too much attention to
some of the components listed in (Annino and Russell
1979; Law and McComas 1989; Law and McComas
1991; Law and Kelton 1991; and Williams 1997). The
list of suspected errors is enumerated as follows. The
project management:

1. Did not employ good project management
techniques,

2. Did not communicate with management on a
regular basis,

3. Contributed to the misuse of animation,

4. Was unable to help in constructing a support
infrastructure  within the company for
simulation,

5. Was unable to help disseminating awareness of
simulation and its benefits throughout the
organization,

6. Was unable to help maintaining knowledge of
and enthusiasm for simulation within the
organization

7. Did not organize training classes and seminars
in simulation,

8. Did not document the successful applications
of simulation and the benefits accruing from
them,

9. Did not support evaluation and choice of
simulation consultants and model builders at
the company.

Based on the list above, we must conclude that the
management of the project has not been as strong as
needed. Analyzed based on Ulgen’s list of criteria
(Ulgen 1991), which defined the successful
management of a simulation project, management
showed clear deficiencies in not fulfilling the following
points:

1. Client uses the results of the simulation project
in the decision-making process.

2. Client saves money in using the results of the
simulation project.

3. Client accepts simulation as a design and
analysis tool within the company.

4. Client company representative earns visibility
and recognition due to his/her involvement
with the simulation project.

5. New and better solutions are generated as a
result of using simulation.

6. Client company becomes interested in using
other industrial engineering productivity tools

As a consequence, the ‘“higher level” applications,
described in Larsen (2003) were never developed:

e The project did not move ahead to use the
model to handle the operational problems of



the real system.

e The project did not move ahead into strategic
and value chain network directions; towards
real-time, on-line control, supply chain
management and integration into the working
IT environment (e.g., ERP system).

e The three months project time frame has been
entirely used to develop a quality solution and
to deliver the product. The project did not fully
utilize the intellectual factor of time (it is good
because it is becoming “unusual” fast and
competitive, but also bad in the same time,
because it is not providing enough time to
check out new solutions, hardware or software
or methodology cannot be developed and
certainly, the human factor will also be
neglected.

The user behavior can be explained based on
Sparkes and McHugh (1984): “... although an
increasing number of companies appreciate the
importance of forecasting, the methods used are
predominantly naive and few companies are taking
steps to improve the situation through using alternative
techniques or through computerizing established
techniques.” The withheld enthusiasm of the
management of the HunPost however was caused by
missing education and training, as well as limited
motivation  and  involvement. = Under  these
circumstances, the application environment at the
corporations cannot be very innovative; as a matter of
fact, simulation models are developed abroad and
solutions are delivered, (in best case, adaptations are
permitted).

4. CONCLUSIONS.

In this paper, authors present a warehouse logistics
model and analyze its retrospective difficulties and
pitfalls. The final conclusion of the analysis is very
simple: it is not sufficient to fulfill the contract and
deliver the simulation model to the customer, but efforts
must also be focused on the long-term impact of the
simulation model application. Important factors related
to the project management must be taken into
consideration and the project should establish mutually
advantageous business relationship and improve the
profession itself.
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ABSTRACT

Simulation technology is state of the art in planning
new terminals and reorganising existing ones. Typically
the systems used for simulation are working offline and
all information have to be entered into the model before
running the scenarios. This effort can be reduced by
combining the terminal operation system (TOS) with
the simulation model using the parameters which are
stored within the TOS. In this combination the material
flow as well as the control system including all
strategies has to be rebuild within the simulation. In a
next step not only some defining parameters but the
strategies theirselves are used in the simulation by
coupling the whole TOS to the simulation. This kind of
simulation, where only the material flow is build in, is
called emulation. Splitting the whole simulation into
different modules (the TOS and the device emulators) is
the base for the distributed system. Typical emulation
systems are often developed for just one application and
therefore use very restricted communication protocolls.
The DeCoNet framework is the base for an open
distributed emulation network where each module may
be realised using its own development environment and
operation systems.

Keywords: Test Bed, Emulation, Container Terminal,
Terminal Operation System (TOS), Distributed

1. INTRODUCTION

The rapid growth in worldwide container handling will
continue in the near future, as predicted by several
forecasting organisations. The terminals have to
reorganise to enhance productivity. But: the more
complex and automated the operation at the container
terminal becomes, the more rises the importance of a
high sophisticated IT-system to cope with the new
demands.

The system "container terminal" is relatively
complex. It is characterised by numerous parameters
and interactions between technical, operational and
economical components. Furtheron some of the
influencing quantities have a random character as e.g.
arrival times, daily no. of boxes, loading and
discharging times of vessels, container movement time
of a crane etc.

With the aid of simulation technology it is possible
to reproduce the system "container terminal" as a virtual
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system in order to analyse an existing or planned
terminal in detail. As a simulation model is a computer-
based system the real system "container terminal” has
to be represented in such a way that an equivalent
mathematical model can be constructed which then
reproduces the processes - including fortuitous events -
in a realistic way.

Thus a simulation system is a powerful tool with
the help of which the user can "play through" and
subsequently analyse the processes of a terminal in
order to get a transparent basis for the decision-making
process. Special simulation models have been
developed for each planning level because there are
different problems resulting in different requirements.

Additionally to these systems, which are mainly
used for strategic planning tasks simulation nowadays is
also used to support the day to day operation. The basic
principle for this is the emulation of the terminal
equipment. Emulation is defined as “a model that
accepts the same inputs and produces the same outputs
as a given system.” (IEEE 1989). The emulation is
directly coupled to the TOS. With this structure
emulation can be used among others for:

e Evaluation and optimisation of strategies used
in the TOS

e Testbed for the real TOS

e  Visualisation of new Terminals

e Testbed for acceptance tests
equipment (figure 1)
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Figure 1: Using Emulation for Acceptance Test of

External Equipment



One of the first projects considering all these topics
has been realised at the Container Terminal
Altenwerder (CTA, Hamburg, Germany). Till this day
these emulators are in use to verify new releases of the
TOS before installing it at the real terminal. Hartmann
and Schiitt (2000) describes the whole project beginning
with the feasibility check up to an emulation system
(IEEE 1989).

Emulation technology is found also in other parts
of logistics. Burges et al. describe an application in the
automotive branch, Ha (2007) describes approaches of
different levels to combine the terminal operation
system (TOS) with simulation/emulation modules.

2. FROM SIMULATION TO EMULATION

With the aid of simulation models it is possible to
support resp. investigate the planning and design of new
container terminals as well as the optimisation of long
term strategies of existing ones. The evaluation of the
simulated container terminal operation is carried out
with regard to economic and technical aspects. The
target variables which are output, measured against each
other and interpreted are the costs incurred and the
handling volumes achieved.

2.1. Terminal simulation
Simulation systems may be classified into low-term,
medium-term and very detailed types. The low level
system does not reproduce the terminal operation at all,
but limits to global processes (e.g. berthing, quay
productivity). Detailed systems do reproduce the single
process in detail (e.g. equipments acceleration,
container tracking within the terminal). Medium-term
level tools for the decision-making process for the
strategic planning and design level cover the expansion
or re-organisation of existing terminals and changes in
organisational structures that extend beyond short-term
deployment planning (operational level). This kind of
model does not simulate the individual containers in
isolation but the behaviour of the whole system
"container terminal”.

With the aid of a medium-term model it is possible
to determine

e the bottlenecks of a system
— terminal layout and/or operation strategies
e the productivity of a system

— service time for different vessel
types/external truck operation/railway
operation

— the required number of transport/stacking
equipment and STS cranes
e the performance of equipment used (operation,
waiting-, idle-, cycle-time)
— extensive cost evaluation

Figure 2 shows the structure of an example of a
medium-term level simulation system  (SCUSY-
Simulation of Container Unit Handling Systems)
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Figure  2: Structure of a Medium-Term Level

Simulation System
The output shows e. g.:

e operation time for the individual vessel
services

e the performance of STS cranes (moves/hr,
operation time, waiting time and idle time)

e service time for external trucks and railway
operation

e  capacity utilisation of all container stacks

e utilisation of equipment (straddle carriers,
terminal chassis, fork lift trucks, RMG, RTG)

e  operation time, idle time and

e waiting time for other equipment (e. g. RTG

for chassis, or chassis for RTG)

With the results of the simulation it is possible to
calculate the operation costs for each terminal operation
system. At the end a technical and economical
evaluation of all analysed terminal systems will be
executed.

2.2. Coupling TOS and simulation

Using standard “offline” simulation systems forces the
user to enter all input data into the simulator. A first
step to reduce the input effort needed may be done by
using defined interfaces between the terminal operating
system (TOS) and the simulator. As shown in Figure 3
data concerning layout information, technical data of
the decives used and some parameters defining the
strategies are transferred to the simulation.



Using TOS Interfaces

SIMULATION

Internal strategies

ssis, RTG s,
tidle carriers,
FLTs

ice time for
iernal trucks

ice time for
ay operation

ECKS an

Figure 3: Coupling the TOS with the Input Module of
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The coupling may be realised via flat ASCII files,
which are written by the TOS and is read by the
simulator. If the data needed is stored within a (SQL)
database, the simulator may get the informationen
directly out of this database.

Besides the reduced input effort this method
provides another benefit: Parameter changes made in
the TOS are used automatically in the next simulation
run.

2.3. Terminal emulation

While in phase 2 (see 2.2) all processes are controlled
via the SCUSY strategies (resource scheduling, stack
allocation, ...), in this phase the simulation —now called
emulation- will only model the container flow, while
strategies are directly taken from the TOS via the
coupling. (see figure 4)

Ordermanagement and external interfaces

1331040031

Ordermanagementand external interfaces

13043331

Terminal O perating System Terminal Operating System

05} (TOS)

Emulation

real terminal device emulators

Figure 4: Switching between Real Terminal and

Emulation System

Using the emulators of STS cranes, horizontal
transport equipment (AGV, terminal truck, straddle
carrier, ...) and stacking equipment (RMG, RTG, Fork
lift trucks, reachstacker, ...) the real TOS can be used
for the control of all terminal operations. In this way the
following tasks may be performed:

e Testing new releases of the TOS
New software versions of the TOS may be
tested without any side effects to the real
terminal operation.
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e Fine tuning of TOS strategy parameters
Internal parameters of the TOS may be
adjusted to the specific terminal operation
using actual throughput data of prior shifts.
The implemented strategies of the TOS are
used for controlling terminal processes without
disturbing the real terminal operation.

e Evaluating new strategies to be used at the
terminal

New strategies for resource scheduling, allocating
stacking blocks and stacking strategies within one block
may be tested before implementation at the real
terminal. The proper comparison of different strategies
may be done under exactly the same conditions. In real
operation it is normally not possible to re-adjust exactly
identical conditions

But using emulation will not only provide a test
bed for the TOS, but furthermore will allow the terminal
operator to fine-tune the strategies by finding the
optimal parameter combination for the specific
terminal. Moreover historical data may be imported and
using them scenarios may be recalculated via the
emulation to train the operator to cope with problems
better next time.

The approach described is able to split up the
material flow into small pieces (device emulators),
which can be operated in a distributed simulation using
a communication framework (see [3]). This does not
only lead to higher performance and therefore to the
opportunity to run scenarios in multiple real time.
Moreover it is possible to combine emulators
implemented using various simulation tools, based on
various operation systems and hardware platforms, if
they are solely able to dock to the communication
framework (see figure 5).
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Figure 5: Structure of Distributed Terminal Emulation

As a last step the same segmentation made within
the material flow may be done in the information flow,
i.e. in the TOS. This is a precondition for using this
approach in the field of “the port of the future” where
new container handling technologies will be evaluated.
E.g. it is not possible to test and optimise an AGV-



system using a TOS created for straddle carriers — due
to the coupled handover of the container.

Based on this modularly built TOS and the
distributed emulation, the testing and optimisation of
advanced container handling technologies may be done
in advance for existing terminals without building new
simulation models and with regard to the existing TOS
with only small changes where necessary. Moreover
enhanced TOS functionalities may be fine tuned to
optimise new technologies productivity.

3. DISTRIBUTED EMULATION VIA DECONET
The biggest challenge in designing software based
emulations is to handle the complexity of corresponding
real systems. In most circumstances a real system
representation results in a single and highly specialized
software implementation. In many times badly
maintainable and hardly expandable software
applications are resulting. Even simple changes leads in
expansible, time-wasting redevelopments for necessary
adjustments.

The idea to improve flexibility and efficiency of
emulation systems is the use of distributed software
techniques. Each part of a real system should also be
realized as a separate software module. Each module
represents an independent and specialized system which
is assigned to exact one task. Possible modules are
device emulators (e.g. crane-emulator), reporting
systems or also a tool for 3D-visualisation of an
emulated environment.

With this modular design principle a simple
reusability of each module is warranted and this causes
in long-term reduction of development efforts and costs.
To achieve this objective a centralized network is
needed which manages data and control flows between
different emulation modules. This network has to
implement the whole functionality which is needed to
realize a time-controlled, event-driven emulation
environment.

The solution of these requirements results in the
Device-emulator Communication Network (DeCoNet).
The DeCoNet is designed as a star layout network with
client/server architecture based on Microsoft .NET
framework techniques for service oriented distributed
software-development. These .NET techniques are
known under the name of Windows Communication
Foundation (WCF) (Justin 2007).

The distributing centre bases on the DeCoNet
service application which runs on each .NET 3.0
compatible PC. Each DeCoNet compatible client can
connect to this service and is able to use the whole
operational environment.

Neither the used development platform nor the
target operating system for the implementation of
individual DeCoNet clients is predetermined. In
additional also the most important communication
technologies are implemented to realize the connection
between client and service. Every combination is
possible. Heterogeneity is in the DeCoNet environment
the most important keyword.
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The following chart illustrates the fundamental
communication techniques provided by DeCoNet
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Figure 6: DeCoNet’s Communication Techniques

3.1. DeCoNet functionality

In summary DeCoNet emulation systems are made up
by separated software modules. Each module is realized
as a DeCoNet client and each client is connected to the
DeCoNet service. The DeCoNet service provides a lot
of features to ensure a smoothly interaction between this
modules. An integrated event manager, a free
configurable emulated time environment and a complex
status management are only some features of the
DeCoNet. Each client can define its behavior in
miscellaneous ways.

The most important capability represents the
communication between separate software modules. To
achieve this goal the DeCoNet uses two different
communication techniques, the push and the pull
principle.

The push principle is realized by the DeCoNet
message-system. Each client can register a new
message-type which is defined by a unique name and a
specified data type (e.g. XML-Documents, floating
points). Such registered message-types can be used by
every client for sending a message through the
DeCoNet system. A client has three possible ways to
handle with message-types. First and by default a client
cannot process any message types. To enable processing
capabilities a client has to specify this behavior explicit.
A client can establish a message-type connection and in
special cases it can additionally subscribe to it.

A message-type connection permits the direct
sending capability. In this case the sending client
specifies one or more receiving clients who are
connected to the used message-type. This message is
transferred to the DeCoNet service which forwards it to
each specified client.

Message-type subscriptions are enabling an
outstanding feature. Subscriptions are offering the
possibility for indirect sending, a very flexible way of
message forwarding. The sending client does not have
to specify any receiving clients. Instead of it the
DeCoNet service looks up to the whole list of registered
clients and sends the incoming message to each client
with an active subscription to the specified message-

type.



The pull principle is implemented by the DeCoNet
property-system. Each property is assigned to an
individual client but it is globally stored on the running
system of the DeCoNet service. The maximum amount
of registered properties is unlimited and each property
stores data of a predefined type. Properties are equipped
with  configurable behaviors, like permission
management to define its read and/or write capabilities.

Property-subscriptions standing for the special
feature of passive data transfer. Each client can register
a subscription containing one or more properties. The
behavior of a property-subscription is configurable in
miscellaneous ways. Possible settings are for example
the minimal time-interval of delivery or to trigger only
when a value has changed. A reporting system which
will log the current positions of each device-emulator
on every second, but only if an involved property has
changed, would be a thinkable usage.

In conclusion, the DeCoNet stands for an
innovative and complex communication framework to
realize software based emulations within distributed and
heterogeneous system environments.

4. CONCLUSIONS AND OUTLOOK

Emulation technology may be wused for testing
terminal’s control system as well as for fine-tuning its
parameters. The splitting into small modules allows the
usage of a distributed network.

With the implementation of the DeCoNet
framework these modules can be realised in different
development environments using standard
communication procedures. In this way an open system
is created, where modules of different developers may
be combined. E.g. the AGV-emulator may be developed
by the AGV-supplier, while the crane emulator is
developed by terminal’s IT department.

If the TOS itself is build up in a module based
architecture, the emulation system may use these small
modules and via the DeCoNet framework new
strategies may be implemented in the emulator and
tested before the are implemented in the real TOS.
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ABSTRACT

Container terminal operators are under pressure to
handle the increasing amount of container transfer in the
global transportation network. To manage the growth,
new container terminals are built or the capacity of
existing ones is expanded using modern container
handling technologies as well as automatic equipment.
An efficient layout of the container terminal is crucial to
obtain the maximum capacity.

In this paper we present an approach based on a
mixed integer linear model to find promising layout
configurations for container terminals. Means of
simulation are used to validate and evaluate the attained
layout configuration. In addition the adequacy of the
mixed integer linear model for planning layouts of
container terminals is evaluated using the developed
simulation model.

Keywords: container terminal, layout optimization,
simulation

1. INTRODUCTION

The layout of a container terminal is vital for an
efficient operation of the terminal. The task of
designing the layout is a strategic planning task arising
when new terminals are built or existing ones are
redesigned. Due to the continuing increase in the
worldwide container turnover many container terminal
providers have to extend their capacities to manage this
growth. As a consequence new terminals like the Jade
Weser Port in Germany are built and existing ones are
expanded.

Planning the layout of a manufacturing facility is a
well studied problem in the literature. Koopmans and
Beckmann (1957) developed a quadratic assignment
model which is the first model used to plan facility
layouts. Until now the planning of facilities is an
interesting field of research due to the complex
combinatorial problem structure.

Current mixed integer formulations for the facility
layout problem (Meller, Chen, and Sherali 2007; Xie
and Sahinidis 2008) adopt the sequence pair concept
introduced by Murata et al. (1996) for the related
problem of the VSLI system design. An actual survey
on the facility layout problem can be found in Drira,
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Pierreval and Hajri-Gabouj (2007) or Singh and Sharma
(2006).

In comparison to the facility layout problem the
design of container terminal layout is a less studied
field. Mainly simulation studies have been carried out to
compare different scenarios of possible terminal layout
configurations.

Liu et al. (2004) evaluate the performance of two
different layouts for the use of Automated Guided
Vehicles. The results demonstrate that a higher
performance can be gained using automated vehicles,
and in addition that the yard layout has an impact on the
number of vehicles needed as well as the terminal
performance.

Yang, Choi, and Ha (2004) compare the
performance of Automated Container Terminals using
either AGV (Automated Guided Vehicles) or ALV
(Automated Lifting Vehicles). Therefore they develop a
simulation model considering a perpendicular yard
layout. The simulation study shows that ALV
configuration is superior to AGV configuration.

Yun and Choi (1999) develop a simulation model
for a typical container terminal configuration with yard
cranes and yard trucks. An object oriented simulation
model for the terminal configuration is developed
consisting of the subsystems gate, container yard and
berth. Experiments are done considering a reduced
configuration of a real container terminal in Pusan,
Korea.

Brinkmann (2005) describes a simulation study in
order to investigate the optimal capacities of a new
container terminal for given expected container
turnover. In consecutive simulation studies they
determine the optimal number of quay cranes and the
storage capacities needed.

Kim, Park, and Jin (2007) suggest a method for
designing the layout of container yards regarding a
configuration where terminal trucks are used as internal
transport mean. They determine an optimal yard
configuration using formulas to calculate the expected
travel costs of trucks and the number of relocations for a
container to pick up.

Steenken, VoB, and Stahlbock (2004) and
Stahlbock and VoR (2008) give an extensive survey on
different optimization methods for container terminal
logistics.
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2. LAYOUT PLANNING FOR CONTAINER

TERMINALS
In terms of facility layout design the problem is to find
an efficient arrangement of objects in a given area
knowing the material flow between these objects. In
general, the aim is to minimize the cost for transporting
material. Transferring this concept to container terminal
layout planning we have items to arrange on a container
terminal and a flow of container among these items.

Items of a container terminal are quay cranes
which are organized at berthing places, the storage
blocks for intermediate storage of containers and
additional buildings. Furthermore, depending on the
regional characteristics, tracks might exist on the
terminal. Trucks enter the container terminal through a
gate to collect import or to deliver export containers.
Besides these items driving lanes for transport
equipment have to be considered on determining a
feasible layout.

Regarding the list of items just mentioned we have
to consider that not all of them have full flexibility to be
positioned on the terminal area: The quay cranes are
bound to the quay and, furthermore, they are moveable
during daily operation. In addition the land side
connections to external roads and train tracks
necessitate that the gate and tracks are restricted to
subsections of the available terminal area. As a result a
model for container terminal layout design needs the
ability to restrict elements to a subset of possible
positions.

The most important remaining flexible items are
storage blocks. Addressing storage blocks several
observations can be made in the context of layout
design. We assume that the storage capacity of the
terminal for different types of container such as empty
and reefer container is predetermined. Depending on the
terminal equipment used, the dimensions of the blocks
can be considered either as constant or as variable. For
example when using yard cranes the width of a block is
restricted to the given width of the used yard cranes.
This is in contrast to a straddle carrier system where the
width can be assumed to be flexible at least in a given
range. In addition the length of a block is not restricted
by any of the described equipment. To sum up we can
make two observations: First, the used terminal
equipment influences the design of the blocks, thus
having an impact on the terminal layout. Second, the
storage blocks can be variable in their dimensions.
Despite these observations we assume in the following
that the terminal equipment is given for each scenario
and that the block dimensions are fixed due to the
inherent complexity of the problem when considering
variable dimensions.

As mentioned before different types of containers
are handled on a container terminal. With respect to the
storage of these container types different conditions
have to be considered. The most frequent containers are
regular twenty- or forty-foot containers for which no
special attributes addressing storage conditions have to
be considered. On the contrary, for reefer containers,
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containers for hazardous goods and empty containers
special storage conditions exist: Empty containers are
normally stored separately and can be stacked higher
than normal containers. Containers for hazardous goods
have to be stored in sections of the yard which are
specially prepared. Moreover a minimal distance
between this type of containers and other types is
defined by law. Reefer containers need a power supply
and thus cannot be stored in a section for regular
containers. As layout design is considered, these
conditions have to be considered on building blocks and
in particular on defining a container-flow among items.
For instance, considering a block that solely stores
reefer containers, a less intensive flow of containers to
this block can be assumed compared to a block storing
regular containers.

For the horizontal means of transport like yard
trucks or straddle carriers driving lanes need to be
considered on planning a terminal layout. In order to
regard them we introduce minimal distances among
blocks and among all other items.

For the model introduced in the present work we
make the following assumptions:

e  The number of quay cranes is given, each with
a fixed position at the quay.

e The area of the container terminal is
rectangular and its dimensions are given.

e The needed storage capacity is given and the
number as well as each dimension of a storage
block is predetermined.

e The gate can be positioned at a predetermined
border of the terminal area.

e The container flow between the items is given
and considers the ratio of container types.

To consider non-rectangular areas in the model it is
possible to introduce virtual items with a fixed position
on the non-useable segments of the area. Quay cranes
operate flexibly on the quay and thus their position
changes during daily operation. For the strategic
decision on the layout we spread the quay cranes
equally along the quay given each crane a fixed
position.

2.1. Model Formulation

Based on these assumptions we are able to formulate a
mixed integer model. To reduce the model complexity
we use the sequence pair representation. Meller, Chen,
and Sherali (2007) and Xie and Sahinidis (2008)
successfully adopted this representation used in VLSI
design for the facility layout problem. For sake of
brevity we only describe our used variable
representation and refer for a more detail description to
the above mentioned publications. We introduce binary
variables nj; and n?j to define a relationship of item i to
item j with respect to their relative location in the
layout:



e Ifn} =1andn} = 1, then item i must follow
item j in the x-direction.

e Ifn{ = 0andnf; =0, then item j must follow
item i in the x-direction.

e Ifnd = 0andn; = 1, then item i must follow
item j in the y-direction.

e Ifnf =1andnf; =0, then item j must follow
item i in the y-direction.

Using this representation we formulate a mixed integer
model to find a layout for a container terminal
considering minimal distances between items and a set
of quay cranes each having a fixed positions.

Parameters:

s direction indices (s = {x,y})

v sequence pair variable indices (v = {a, b})

w; width of item i

l; length of item i

b} lower bound of s-position of item i

ub} upper bound of s-position of item i

L’ length of container terminal in s-direction

pos;  s-position of item i

aj; minimum distance in s-direction between items
iandj

fij container flow between i and j

I set of all items

Q set of quay cranes (Q c I)

Variables:

dj; Manhattan distance in s-direction between item
i and item j

X; x-coordinate of upper left corner of item i

Vi y-coordinate of upper left corner of item i

D; binary variable for the orientation of item i

nj; binary variable denotes the relative location to

each other of item i and item j

Using the described variables and parameters we
define the following model, which we refer to as CTLE:

Z=minYi; er i (dﬁ + dﬁ) fi @)

sit.
x12x1+pjl]+(1—p])wl+af;—
L*(2 = nf — nf) Vijel i#j (2)
L?(1+nf —nb) Vijeli#j (3

L=z x+p i+ —p)w; Viel (4)
LY 2 yi+(1—=p)l; +pyw; Viel (5)
yi = pos?,x; = posf VieQ (6)
pi =0 VieQ )

1=n}’j+n]’-’i Vi,jel, i <j,Vv(8)
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ny =nf +nj —1 Vi,jkel,i#j#kvv(9)

; w;
dj = (%""Pié"‘(l—l’i)?l)—
(x,- +pi5+(1 —Pj)ﬁ)

L w;

l; i .. . .
(xi+pi;+(1—pi)£) Vijel i#j (11)

Vijel i#j (10)

2

l; w;
dj; = (yi+(1—pi)§l+l"—l>—

14
2
(y+(-p)2+p2) vijel i) (12)
l w;
diy =y +(1 pj)§+pf7’>—
(yi+@-pdi+ps)  Vijel i#j (13)
IbF < x; < ubf Viel (14)
IbY <y; <ub] Viel (15)
x;,v; € RY Viel (16)
p; € {0,1} Viel an
n}’]. € {0,1} Vi,jjelLVv (18)

The objective function (1) minimizes the travel
distances needed to transport the given container flows.
Constraints (2) and (3) in conjunction with constraints
(8) and (9) prevent the overlapping of items and in
addition force the existing of a minimum distance
between items. Constraints (4) and (5) guarantee the
limitation of item positions to the dimension of the
terminal area (L* x LY). The quay cranes are fixed to a
given positions with a fixed orientation ((6), (7)).
Constraints (10)-(11) are used to calculate the
rectangular distances between the items. Finally,
constraints (14) and (15) define an upper and lower
bound on the possible positions of the items upper left
corner.

Additionally, we adopt valid inequalities presented
in Meller, Chen, and Sherali (2007) to our formulation:

dj; = min (li/z,wi/z) + min (lj/z,wj/2> +af; -
1*(2 —n& — nb) Vijel i#j (19)

@z min (45, "1/ 4 min (Y, ") + a2, -
LY(1+n% — nb) Vijel i#j (20)

These valid inequalities force the distances
between items i and j to be at least as great as the sum
of the following values: the minimum of the half length
and width of item i, the minimum of the half length and
width of item j plus the minimum distance aj;
depending on the relative location denoted by the n;;

variables.



2.2. Distance Correction

To model the distances between two items we choose
the rectangular distance also known as Manhattan
distance. This measure of distance is suitable for use in
a mixed integer formulation. Nevertheless, it is an
approximation of the actual distance needed for means
of horizontal transport to travel between two items, for
example having two items i and j with x; = x;. In this
case dj; = 0, even if an item k exits with y; <y, <
yj N xj— pkl;"+ 1- pk)% < xp <xj(see Figure
1). We refer to item k as blocking item because in

reality a horizontal mean of transport travel from item i
to item j has to detour round the blocking item k.

dyij
X
Xi:Xj
dxij:() b K J

Figure 1: Manhatten Distance

To consider those detours we implement a
procedure which takes solutions of the CTLE model
and searches for pairs of elements for which the
distance has to be corrected. For those pairs we update
their distances and finally a new objective value z€ is
calculated.

For the above constellation of items i, j and k dj}

is updated by adding:

df; +=2 *mln(lxj +pjo+ (1 —p]-)%—xkl,lxj +
l. .

P2+ (1)L = (o + pelic + (1= pow)]) (20)

Figure 2 illustrates the updated distance d;;.

&y

d‘ij:2*

Figure 2: Corrected Distance

2.3. Problem Instances

We develop two scenarios based on typical yard and
equipment configuration of container terminals. Based
on these two scenarios we build instances of different
size. We consider one terminal configuration using a
straddle carrier system like the CT4 in Bremerhaven,
Germany, and a terminal with yard trucks and yard
cranes which is typical for an Asian container terminal
like the HIT 9 in Hong Kong.
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For the straddle carrier scenario we use the
available data described in Brinkmann (2005) to build a
realistic instance: The CT4 container terminal has a
quay length of 1750 m with four berths and a terminal
depth of 650 m. The containers are stored in 22 blocks
in the yard. They are divided in 15 blocks for storing
regular containers (I =117 m,w = 150 m), 3 blocks
for storing reefer containers (I =76 m,w = 175 m),
one storage block for container containing hazardous
goods (I =117 m,w =150m) and one block for
empty containers (I =139m,w =117m). The
external trucks enter the terminal through a gate
(l=30m,w=30m) and are serviced in a truck
service area (I =30m,w =79m). Tracks with a
length of 1430 m and a width of 45 m exists for the
service of trains, and 16 quay cranes are used to service
vessels. Based on this instance with four berths we
build smaller instances with 1, 2 and 3 berth(s). These
instances are built by scaling the values respectively to
the number of berths. For example the scenario
regarding three berths consists of 12 quay cranes. To
determine the correct number of storage blocks needed
we do not scale directly the number of blocks but the
storage capacity needed. Based on the storage capacity
the actual number of blocks is calculated. In particular
considering the block for storage of hazardous container
we scale the dimensions to avoid an unrealistic high
storage capacity for hazardous container (B_14 8:
[=59 m w=122m; B 12 4 [=59mw=
122 m). In Table 1 the instances are detailed.

Table 1: CT4 Instances

Instance | Reg. | Reef. |Haza.| Emp. | L* Ly | [train
B25_16 | 15 3 1 3 | 1750 | 650 | 1430
B19 12 | 11 2 1 2 | 1470 | 600 | 1073
B14 8 8 1 1 1 980 | 600 | 715
B12_4 6 1 1 1 784 | 600 | 572

For the layout instances based on a yard crane
system we build instances in orientation to the terminal
HIT 9 in Hong Kong having two berths with an overall
quay length of 700 m. Due to a lack of available data
we assume the following values: we use a typical block
length for blocks operated by rubber tired gantry cranes
of 176 m (Kim, Park, and Jin 2007). We assume a width
of a block for reefer and regular container of 24 m. The
block width for empty container is set to 29 m. Storage
of hazardous containers is not considered. The depth of
the terminal is assumed to be 450 m. For the instance
having two berths 8 quay cranes operate at the quay. In
the container yard 22 blocks are used for the storage of
containers. The landside connection consists of a gate
with additional waiting slots for trucks with a length of
170 m and a width of 45m. No railway connection
exits. Based on this instance with two berths we build
additional instances regarding one or three berth(s). The
instances for the yard crane scenario are described in
Table 2.



Table 2: HIT9 Instances

Instance | Reg. | Reef. | Emp. | L* LY
A34 12 | 28 3 2 1050 | 450
A23 8 | 19 2 1 700 | 450
Al2_4 9 1 1 350 | 450

2.4. Container Flow

In short term daily operation of a container terminal the
decision of where to place an export container is an
essential task. The occurrence of rehandles has to be
avoided and in addition the aim is to have short
distances to the berth where the designated vessel is
expected to be moored. In addition the workload of the
equipment in the yard should be balanced to avoid
bottlenecks. The same thoughts can be made for import
containers.

For the strategic layout design these operational
planning tasks for the flow of containers can be
neglected. Regarding two blocks storing the same type
of containers and having the same dimensions it is of no
relevance which of the blocks is next to a specific berth.
Hence we model the flow for equal container types by
equally distributing the containers among the blocks of
the same size.

In contrast the flows of different container types
have to be considered. That is, containers of special
type can only be routed to storage blocks meant for this
type. Thus one building the flow matrix we distinguish
different container types. Based on the statistical
occurrence of the special container type we weight the
corresponding flow of containers.

To show the complexity of the CTLE model with
a non-equally distributed flow matrix we introduce a
second method. This method adopts the equally
distribution and randomly intensifies or reduces the
flow between blocks. To ensure a nearly same overall
flow a decrease is only allowed when the sum of
decreases is less than the sum of increases and vice
versa. In addition a ratio r is given which bounds the
maximal possible increase or decrease of the flow f;;
value to a value lower than r = f;;. For each of the
described instances in section 2.3 we model one flow
equally distributed and one with a randomly adjustment
using a ratio of r = 0.3.

2.5. Ordering of Items

As mentioned in the previous section it can be observed
that pairs of identical items exits which have the same
flow to all other items. With respect to a layout the
positions of those items can be interchanged without a
change of the solution value. To avoid the enumeration
of identical solution we add a constraint to CTLE to
order those items in advance. Let ID be the set of
identical items pairs:

ID = {(k, M)|fi = fmi A fik = fim A W =Wy A
L=lViel,i#kizm k<m}  (22)

We add the following constraint to CTLE:
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ng, =1 v(k,m) € ID (23)
This constraint forces item k to follow item m either in

the x- or the y-direction.

2.6. Computational Results

The resulting mixed integer instances are solved using
Cplex 11 (ILOG 2007) on an Intel Pentium 4 CPU
3.40GHz with 4 GB RAM. Table 3 shows results for
the instances using the standard flow of containers. The
described valid inequalities and constraint (23) are
added to the CTLE model. The column #Nodes
describes the number of nodes examined in the branch
and bound process and Time depicts the time in minutes
needed to solve the instances. We set a time limit of 12
hours to solve the instances. For instances with a higher
gap than zero no optimal solution could be found due to
restriction of time or memory. The column z€ shows the
results by adjusting the distances as described in section
2.2. Values in columns z€ and z are given in kilometers.
The last column Gap depicts the Gap between the
current lower bound and the current best solution.

Table 3: Results withr = 0

Instance | #Nodes | Time z z€ Gap
B25 16 | 2989 721.4 7827.60 7911.21 [254
B19 12 | 84389 | 378.8 | 4879.47 4995.13 |12.6
B14 8 | 565711 | 76.7 2507.92 2533.11 0
B12 4 |200645| 11.0 1737.77 1749.97 0

A34 12 | 661 720.0 4284.83 4352.54 |38.0
A23_8 | 49361 | 484.7 2062.01 2188.10 [23.9
Al2_4 | 58312 4.5 788.96 883.95 0

Sum | 962068 | 2397.0 | 24088.56 | 24614.03

Table 3 shows that about 40 hours are needed to
solve all instances. The CT4 instances can be optimally
solved until two berths. A higher proportion of berth to
the number of blocks exists in HIT9 scenario. Just the
one-berth-instance can be solved optimally for the HIT9
instances. Updating the distances by considering
blocking elements increases the sum of the solution
values by about 2.18%.

Table 4 shows results for the instances with a
randomly adjusted flow using a ratio of » = 0.3.

Table 4: Results with r = 0.3

Instance | #Nodes | Time z z°¢ Gap
B25_16 | 2046 720.0 | 7359.27 | 7634.2 | 30.7
B19 12 | 61501 | 177.87 | 4828.72 | 5050.1 | 26.8
B14 8 |1523117| 720.0 | 2469.63 | 2527.6 | 23.2
B12_4 |4263591| 718.53 | 1691.8 | 1780.1 | 125
A34 12 16 720.0 3829.9 | 3928.2 | 379
A23 8 | 21595 | 720.0 2039.0 | 2155.1 | 31.2
Al2 4 [3676232| 720.0 762.6 858.6 20.6
Sum  |9548098 | 4496.42 | 23161.1 | 23933.9

For those instances the constraint (23) is not relevant
because of an empty set ID. The results show that none
of the instances can be optimally solved when using a
randomized flow matrix.




2.7. Discussion of Model

The assumption of fixed block dimensions restricts a
possible important degree of freedom. The above results
show that even without considering variable block
dimensions the model is hard to solve. That is, why we
first restrict this degree of freedom. The aim is to
evaluate the adequacy of a layout model like the CTLE
for planning container terminal layouts.

With respect to fixed block dimensions one can
state that by knowing this information it is easily
possible to construct manually an at least feasible
solution. The main degrees of freedom remaining are:

e The placement of gate and tracks.

e The orientation of the blocks;
perpendicular or parallel to the quay.

e The placement of blocks considering different
container types.

either

To evaluate the above discussed adequacy of the
CTLE model for planning container terminal layouts we
developed a simulation model. This simulation model is
used to evaluate the resulting layouts in simulation
studies. In addition to the layouts found by the CTLE
model we manually constructs layout solutions that are
additionally evaluated.

3. SIMULATION

A modular configurable discrete event-based simulation
model has been designed in Plant Simulation 8.1 (UGS
Tecnomatix 2007) to evaluate the performance of the
layout configurations generated by the previous
described solution method and to analyze the adequacy
of the CTLE model.

As we have to cope with two different equipment
scenarios we use a level of abstraction that gives us the
ability to manage various scenarios. Moreover it is
essential for evaluating the performance of a container
terminal that the whole terminal operation is simulated.

3.1. Simulation Design

We structure our simulation model in modules for each
vital part of the terminal. Beginning at the seaside the
first module consists of a berthing place and a fixed
number of assigned quay cranes. The quay cranes at one
berth are all either in discharging mode or (when all
containers are unloaded) in charging mode. The
sequence of the containers to unload and load for a
vessel is defined in advance. For transporting containers
between the seaside and the storage blocks as well as
between storage blocks and landside facilities we use an
abstract class of horizontal means of transport.
Depending on the ability of the horizontal means of
transport to hoist a container the process of unloading a
container from a wvessel is decoupled from the
availability of horizontal means of transport at the
corresponding apron. The container can be temporary
stored on the apron until a horizontal transport mean
arrives that is able to hoist the container. The needed
transport times are calculated based on distance matrix
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gained from the results of the layout optimizing
procedure.

The stacking module either consists of a yard crane
system or in case of the straddle carrier system is just a
memory of stored containers. To determine the time
needed for storing a container in a block or for taking a
container out of a block a distribution is used which
depends on the length of the block.

The landside connections are modeled by a module
for tracks using a defined number of stacking cranes to
manage the loading and unloading operations of trains.
As for the vessels the sequence of containers to
discharge and charge is given. The operation of external
trucks on the terminal is modeled similar to the
horizontal means of transport using a distance matrix to
calculate the needed travel times. In case of external
trucks the gate is either start or destination for each
move of an external truck on the yard. For the straddle
carrier system truck service lanes exit, where straddle
carriers load or unload arriving external trucks.

The operational assignment of ships to berthing
places is managed by a First Come First Serve
procedure. The choice of a block to temporarily stack a
container is done randomly by considering that non
regular containers have to be stored in designated
blocks. Transport jobs are randomly assigned among
the currently available horizontal means of transport.

3.2. Simulation Scenarios

For the generation of data we use a scenario generator
based on the work of Hartmann (2004). The scenario
generator computes information about vessel, truck and
train arrivals. In addition the amount of containers
delivered by each arriving carrier as well as the type of
container is generated. Based on a dwell time
distribution the containers are assigned to a carrier
which picks it up. For a detailed description of the
generation process and the configurable parameters we
refer to Hartmann (2004).

For the scenario CT4 and HIT9 we assume a
configuration with two berthing places. Thus the layout
solutions for the instances B14 8 and A23 8 are
relevant for the simulation. Arrival data is generated for
a horizon of seven days with 6500 containers arriving
by vessels, 4367 containers arriving by feeders, 225
containers arriving by truck and 490 containers arriving
by train. The average dwell time of containers is 4.6
days. For the HIT9 scenario we assume the same values
except that no containers arrive by train. The containers
arriving by train are added to truck arrivals. Using
different seed values we generate 10 datasets with
different arrival data for each scenario. To achieve a
relative high workload in the terminal for the last two
days we let up to two vessels arrive on day two and the
remaining three vessels on day six of the horizon. The
collection of statistical data is started at the beginning of
day six. For the HIT9 scenarios 20 trucks and for the
CT4 scenario 22 straddle carriers are used as horizontal
means of transport. Table 5 shows the average number
of carriers arriving in the given horizon.



Table 5: Average Carrier Arrivals

Scenario Trucks Feeders Vessels Trains
CT4 651.5 39.4 4.6 8.5
HIT9 1564.8 39.4 4.6 0

For both scenarios CT4 and HIT9 we evaluate the
adequacy of the CTLE model by simulating different
layout solutions found during the branch and bound
process and manually constructed layout solutions. In
addition solutions with corrected distances are
simulated. The manual layout solutions are constructed
by positioning the blocks perpendicular to the quay
considering minimal distances. The blocks for non
regular containers are positioned in the back of the yard
as well as the truck service area and the tracks.

The layout solutions simulated for the CT4 scenario
are displayed in Table 6. The columns z depict the
corresponding solution value and columns z/max (z)
the proportion of the solution value compared to the
worst solution. B_Man is a manually constructed
solution. Using the distance correction method the
solutions in the forth column are computed based on the
corresponding solution in the first column.

Table 6: Simulated Layout Solutions for CT4
Z

Z
Lay. Sol. z max () Lay. Sol. z max (2)
B_z1 |2507.9| 0.78 B_z1 C |2533.1| 0.79
B_z2 |2541.2| 0.79 B z2 C |2599.8 | 0.81
B_z3 |2752.7| 0.85 B z3 C |2757.8| 0.86
B_z4 |3208.7| 1.00 B z4 C |3221.4| 1.00
B_Man | 26353 | 0.82 |B_Man_C|2650.3| 0.82

Table 7 shows the layout solutions for the HIT9
scenario. A_Man and A Man2 are manually
constructed solutions, whereat A Man2 has been
constructed with the aim to get a worse solution. In total
12 layout solutions are simulated for the HIT9 scenario
with a different of 16 % of the best solution value

(A_z1) compared to the worst solution value
(A_Man_c2).
Table 7: Simulated Layout Solutions for HIT9
A Z
Lay. Sol. z max (2) Lay. Sol. z max ()
A z1 | 2062.2 0.84 A z1 C | 2188.1 0.89
A z2 |20999| 085 | Az2 C |21551| o0.87
A z3 |21176| 086 | A z3 C |2221.7| 090
A_z4 | 21516 0.87 A _z4 C | 2248.8 0.91
A_Man | 2154.3 0.87 A_Man_C | 2267.6 0.92
A Man2 | 2431.7 0.98 |A Man2_C| 2469.2 1.00

3.3. Simulation Results
To quantify the efficiency of the terminal layout we use
the following performance measures:

e Average turnaround time (TAT) of trucks and
trains.
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e Average quay crane moves per hour when a
ship is moored at the corresponding berth.

e Average of the sums of travel distances of
horizontal means of transport.

The values displayed are scaled either by dividing the
maximal average value or in case of the quay crane
moves per hour by the minimal average value.

Figure 1 shows the results for the CT4 scenario
simulating each layout solution in Table 6. The sum of
distances traveled by the horizontal means of transport
is the lowest for the optimal solution B_z1 found by the
CTLE model. The second best value of average travel
distance is achieved by B _z2. Sorting the solutions by
the solution values z would result in the same hierarchy
than sorting by the average travel distances. Focusing
on the average quay crane moves per hour a maximal
difference of 1.8% occurs between B_Man and B_z3.
The best value of train TAT is achieved by B_z2 and
the best value of truck TAT by B_z1.

Comparing the manual constructed solutions
B_Man with B_z1 a slightly higher value of about 2.7%
occurs for the average travel distances. This results in a
0.5% lower value of quay crane moves and a 1.6%
higher value of truck turnaround time for the manual
solution. However the B_Man solution achieves a 2.7%
better result for the turnaround time of trains.

The horizontal means of transport in the CT4
scenario service quay crane jobs with a higher priority
than truck and train jobs. As the results show this leads
to higher differences in the corresponding performance
measures (Truck TAT and Train TAT) compared to the
quay crane moves performance measure.

Figure 2 shows the simulation results for the HIT9
scenario simulating the layout solutions in Table 7. The
maximal difference in the average travel distances about
11.4% exits between the solutions A z1 and
A Man2_C. Regarding the performance measures
average quay crane moves per hour and turnaround time
of trucks just slightly differences occur. The best value
of quay crane moves per hour is about 2% increased and
the best value of turnaround time of trucks is 1.6%
decreased compared to the worst solution. The manual
constructed solution has the highest value of average
quay crane moves and just a 0.3% higher value of
average turnaround time of trucks.

The results for the solution with corrected
distances shows that compared to the corresponding
solutions with no correction the travel distances are
increased by values between 2.6% and 3.3%. This leads
to an average decrease in quay crane moves per hour of
about 0.8% and an average increase of truck turnaround
times of about 0.6%.
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Figure 3: Simulation Results for CT4 Scenario
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Figure 4: Simulation Results for HIT9 Scenario

4. CONCLUSION AND OUTLOOK

We presented a mixed integer formulation for the layout
planning of container terminals. Based on two scenarios
we build different instances and present computational
results. The results show that instances of practical size
are hard to solve. To analyze the rectangle distance
measure we use a distance correction method.
Considering blocking elements increases the distances
in average by about 3.6%.

In section 2.7 we discuss the adequacy of the
presented model (CTLE) for planning container
terminal layouts. To analyze the adequacy we carry out
a simulation study for different layout solutions. The
results show that a higher performance is gained for
solutions found by the CTLE with a low gap compared
to worse solutions. Nevertheless the manual constructed



solutions show no significance difference in the
performance compared to the solutions found by the
CTLE. Promising layout solutions are found by the
CTLE but manual planning achieves quite competitive
solutions. For example the solution value z for A_Man
differs by 3% from the best solution found by the
CTLE. The simulation results show that a small
improvement in the solution value z not results in
significantly higher terminal performance.

For further research it would be interesting to
extend the model to consider variable block dimensions.
In addition the influence of different types of equipment
on the layout could by studied. Furthermore, the
simulation model should be extended by implementing
more detailed operational decisions such as the
dispatching of horizontal means of transport.
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ABSTRACT

We consider the container barge rotation planning and
quay scheduling problem in the Port of Rotterdam,
introduced in Douma et al. (2008). The problem
concerns the alignment of barge rotations (sequence of
terminal visits) with the quay schedules of the terminals
concerned. Douma et al. (2008) propose an agent based
solution to meet the specific business constraints.
Underlying assumption of their model is that terminals
are fully cooperative, i.e., they make agreements with
barges about guaranteed waiting times and provide
insight in the terminal occupation during the day. In
practice, however, terminals might behave more
opportunistically. We compare different degrees of
cooperativeness.  Results  indicate  that  fully
cooperativeness results in the lowest average waiting
time per barge and thus offers the best service to the
barge. Providing less information or processing barges
first-come first-served (FCFS) results in uncertain
sojourn times for barges, uncertain arrival times at
terminals, and increasing delays for barges. The insights
we provide can help terminals to decide on the strategy
they will adopt.

Keywords: cooperativeness, Multi-Agent System, quay
scheduling, rotation planning

1. INTRODUCTION

We consider the container barge rotation planning and
quay scheduling problem in the Port of Rotterdam. This
problem was introduced by Douma et al. (2008) and
concerns the alignment of barge rotations (a sequence of
terminal visits) with the quay schedules of the terminals
concerned. In this introductory paper an agent based
solution was proposed to deal with the specific business
constraints in the problem. A basic underlying
assumption is that terminals are fully cooperative in the
sense that they are willing to make guaranteed
agreements with barges about maximum waiting times
and that they give insight in their occupation during the
day. However, in practice the attitude of terminals
might be less cooperative, e.g., terminals might not
keep the agreements with barges or give limited insight
in their occupation. Aim of the present paper is to
provide insight in the effect of the degree of
cooperativeness of terminals on the barge handling
process.

In Section 2 we describe the problem and problem
setting. In Section 3 we discuss some related literature.
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Section 4 describes briefly the multi agent based
solution proposed by Douma et al. (2008). In Section 5
we discuss the different degrees of cooperativeness of
terminals. Section 6 describes our simulation model and
the experimental settings. In Section 7 we present the
results of the simulations. Finally, in Section 8 we
discuss our results and draw some conclusions.

2. PROBLEM AND PROBLEM SETTING

The container barge rotation planning and quay
scheduling problem we consider in this paper is inspired
by a real problem in the Port of Rotterdam. Barges are
used as means to transport containers from the port to
the hinterland and vice versa. In 2007 there were 31
container terminals in the Port of Rotterdam and about
75 barges visit the port daily, visiting about eight
terminals each.

For both barges and terminals it is beneficial to
align their operations. For barges this is important since
they want to leave the port in time, i.e., in accordance
with their sailing schedule. For terminals this is
important to use their quays as efficiently as possible.

Complexities in the problem are the specific
business constraints. In the past, several attempts have
been made to establish a central party that coordinates
the activities of both terminals and barges. However, it
turned out that this solution was not acceptable for the
actors involved for several reasons. First, terminal
operators compete with each other (so do barge
operators) and are therefore reluctant to share
information that possibly undermines their competitive
position. Second, no contractual relationships exist
among barges and terminal operators. This means that
barge operators and terminal operators cannot force
each other contractually to deliver a certain service or
charge each other for poor services. Third, both barge
and terminal operators want to stay autonomous, i.e., in
control of their own operations. Modeling the problem
in a mathematical way is a hard task, since one has to
deal with different actors having different interests, a
highly dynamic environment (barges arrive over time,
lot of events and disturbances), and a lowly structured
and loosely coupled network of actors.

Today, barges and terminals communicate by
means of telephone, fax, and E-mail, to make
appointments. However, due to a poor alignment of
activities, uncertainties during operations, and strategic



behavior of both terminals and barge operators, this
leads to inefficient use of quays and long sojourn times
of barges in the port.

3. RELATED LITERATURE

The container barge rotation planning and quay
scheduling problem has been studied before in a few
studies (see, e.g., Connekt 2003; Melis et al. 2003;
Schut et al. 2004; Douma et al. 2008). Besides that the
problem is related to several fields. We mention the
berth allocation problem (Cordeau et al. 2005;
Stahlbock and Voss 2008), the ship routing and
scheduling problem (Christiansen et al. 2004), the
attended home delivery problem (Campbell and
Savelsbergh 2006), the hospital patient scheduling
problem (Decker and Li 2000), and multi agent theory
(Wooldridge and Jennings 1995). In Douma et al.
(2008) we provide a discussion of each of these fields.
For the role operations research methods play in the in
the optimization of terminals operations we refer to an
extensive literature study by Steenken et al. (2004) and
Stahlbock et al. (2008).

A new element in the present paper is the concept
of degree of cooperativeness. In the literature on Multi-
Agent Systems the concept cooperation has been
frequently discussed in different meanings. Cooperative
agents are, e.g., considered as agents working together
to achieve the same goal, in contrast to agents that are
self-motivated and maximize their own benefits (Kraus
1997). Sandholm (1999) state that self-interested agents
can be assumed to be cooperative, if they use the
strategies imposed by the designer and not choose a
strategy themselves. The latter might be more likely in
problems with competing self-interested agents. In these
situations the design of the communication protocol
becomes important, to let the agents exhibit desired
behavior (Sandholm 1999). The concept cooperation in
Multi-Agent Systems is also strongly related to the field
of (Cooperative) Game Theory. In a game (self-
interested) players usually have a choice to adopt a
cooperative attitude or not, and they make a decision
based on expected pay-offs. This choice might be in
favor of being cooperative, especially when players
have long-term relationships and face each other in
repeated games (see, e.g., Mailath 2006).

The long-term relationships between terminals and
barges might influence the decisions both actors make
and the service they are willing to offer. It turns out that
in the problem we consider the behavior of terminals is
hard to regulate within the system (see Section 5 for an
explanation). However, if terminals offer better services
to barges, it might improve their relationship in the long
term. Services can be, e.g., guarantees on waiting times
(Kumar 1997; Whitt 1999).

In this paper we give insight in the effect of
different degrees of cooperativeness of terminals and
the effect on the barge handling process. The results can
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be used by terminal operators to decide which degree of
cooperativeness they should adopt when implementing
a Multi-Agent System.

4. MULTI AGENT BASED APPROACH

In Douma et al. (2008) we introduced a multi agent
based solution for the problem. In this solution every
barge and every terminal is equipped with a software
agent acting in the best interest of its principal and it is
assumed that every agent is opportunistic and makes the
best decisions possible (in terms of the actor’s
objective) with the knowledge it has.

As a communication mechanism between barges
and terminals we introduced an information exchange
protocol based on waiting profiles. A waiting profile
contains information about the maximum amount of
time a barge has to wait until its processing is started
after it has arrived. This information is provided for
every possible arrival moment during a certain time
horizon. A waiting profile is generated by a terminal on
request of a barge as it enters the port and is barge
specific. Waiting profiles are issued - only once per
rotation - by all terminals the barge has to visit. The
maximum waiting times determining the waiting profile
are guaranteed maximum waiting times. This is a
service to the barges such that they can accurately
estimate the latest arrival time at the next terminal. The
barge in turn needs to be at the terminal at the
announced time, otherwise it has to make a new
appointment and builds up a bad reputation which can
be used by a terminal as input for the generation of
future waiting profiles. The information in the waiting
profiles can be used by a barge operator to determine
the rotation with the smallest sojourn time in the port.

We define an appointment made between a barge
and a terminal as an agreement from two sides. The
barge promises the terminal to be present at the terminal
before a certain time, i.e., the latest arrival time. The
terminal in turn guarantees the barge a latest starting
time, if the barge keeps its promise. If the barge does
not keep its promise and arrives later than the
announced time, it has to make a new appointment. In
making appointments, the barge uses the guaranteed
latest starting times at preceding terminals.

In Douma et al. (2008) we propose to add some
slack s to the waiting profile. This means that we
uniformly increase the maximum waiting times with a
certain amount of time s in order to enhance the
planning flexibility of terminals. In this way terminals
have more possibilities to schedule barges dynamically,
without violating appointments made with other barges.

To understand how waiting profiles can be
generated we refer to Douma et al. (2008). For now we
assume that terminals can issue waiting profiles and that
a barge is able to determine a sequence of terminal



visits (a rotation) that minimizes its sojourn time in the
port.

5. DEGREE OF COOPERATIVENESS
In this section we introduce the concept ‘degree of
cooperativeness’ and we describe the different degrees.

5.1. Three degrees of cooperativeness

In the multi agent based model proposed in Douma et
al. (2008) we assume the terminals to be “fully’
cooperative. What we mean is that terminals give
barges first a waiting profile (expressing the maximum
waiting times during a certain time horizon) and,
second, make appointments which guarantee barges a
maximum waiting time until the start of service. In the
current situation, however, terminals have a dominant
position in the port. For a terminal it is of little
importance that a barge has to wait a few hours.
Terminals can even benefit from long queues, since this
reduces their risk of quay idle time. This is not in the
interest of barges, but in the current situation they have
no power base to force a terminal to behave differently.
The terminals on the other hand can force barges to
show desired behavior, by refusing their processing and
let them wait some additional time to be processed.
Currently, there are several initiatives (i.e., Approach |
(Connekt 2003)) to seduce terminals to be more
cooperative towards barges. It would be interesting to
investigate to what extent increasing cooperativeness
would influence the barge handling process.

In this paper we therefore consider the effect of the
‘degree of cooperativeness’ of the terminal on the
performance of the terminals and barges. With degree
of cooperativeness we mean the extent to which i) a
terminal gives insight in its occupation during the day
and ii) the extent to which a terminal is willing to keep
an appointment. We consider three degrees of
cooperativeness:

i.  Fully cooperative: a terminal issues waiting profiles
and processes barges according to the appointments
made

ii. Partly cooperative: a terminal issues waiting
profiles, but processes barges first-come first-
served

iii. Lowly cooperative: a terminal only gives insight in
its current queue length, and processes barges first-
come first served.

In i and ii we assume that waiting profiles are
issued only once per rotation. In iii, however, the queue
length is issued at any moment a barge asks for it, even
repeatedly. One might argue that in case iii terminals
are not that un-cooperative, since they provide
information at any moment a barge asks for it. We still
stick to the label ‘lowly cooperative’ for two reasons.
First, the quality of information is low (only the current
queue length). Second, this label can also be used in the
case of absolute lack of terminal information, provided
that barges are learning about queue lengths by other
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means such as barge transponders, eye-sight or friendly
colleagues.

We evaluate the effect of different degrees of
cooperativeness by means of simulation. We give
insight in the effects of the terminal behavior on the
average waiting times at the terminal, and average
tardiness of a barge. Note that we fix the capacity of
terminals in our experiments, which means that the
utilization of the terminal is depending on the number
of arriving barges and not on the degree of
cooperativeness of the terminal. The latter, however,
can have an effect on the average waiting time of barges
in the queue.

5.2. Terminal are fully cooperative

The fully cooperative case is extensively described in
Douma et al. (2008). In Section 4 we give a brief
description of the idea.

5.3. Terminals are partly cooperative

If a terminal is partly cooperative it issues a kind of
waiting profile which can be used by barges to
determine their best rotation. However, the waiting
times expressed in the waiting profile are not
guaranteed. On the contrary, barges are processed in the
order they arrive at the terminal.

Barges plan their rotation on arrival in the port and
use the waiting profiles to minimize their expected
sojourn time in the port. Once they have determined
their best rotation they announce their expected arrival
time to the terminal, assuming that the waiting times in
the waiting profile are valid maximum waiting times.
However, during execution waiting times might be
different from what is announced, since other barges
might have arrived earlier. Waiting profiles are
therefore not more than an indication of the busyness of
the terminal during certain periods of the day. The
announced expected arrival times of the barges are
therefore also not more than an indication, subject to the
waiting times at terminals during the rotation.

Barges do not update their rotation during
execution, but visit the terminals in the sequence
determined on arrival of the port.

5.4. Terminals are lowly cooperative

If terminals are lowly cooperative they give only insight
in the current length of their queue, e.g., as the sum of
the expected processing times of the queued barges.

Barges sail through the port from terminal to
terminal and make a decision on so-called decision
points they visit going from one terminal to another.
Barges make decisions based on information about the
actual state of the port, like queue lengths of terminals
they have to visit.



Decision points |
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Terminal

Decide to
enter queue
at terminal

Choose
terminal or
leave regior

No, leave port

Figure 1 Decision moments for a barge operator agent
in the lowly cooperative case

We define decision points at three levels, namely
port level, region level, and terminal level (see Figure
1). We discuss the decision points successively. The
first decision is made at node start, on arrival in the
port. The barge operator agent first chooses which
region (cluster of terminals) it wants to visit. On arrival
in this region it either decides to pass the region or to
visit a terminal (node choose terminal or leave region).
If it decides to visit a terminal, the barge operator can
decide, on arrival at the terminal, to enter the queue
(node decision to enter queue at terminal). If it enters
the queue it can reconsider from time to time whether it
keeps on waiting at the current terminal or leave the
queue to visit another terminal (node decide to keep
waiting). After it has visited a terminal it can decide to
go to another region or to stay in the current region
(node choose region). If it decides to stay in the current
region, the agent has to choose which terminal to visit
or yet sail to another region. If it has decided to go to
another region it sails there and on arrival in this region
it again has to decide either to visit a terminal or to go
to another region.

In our model we assume that barges in node
decision to enter queue at terminal and decide to keep
waiting, always decide to enter the queue and to keep
waiting, respectively. At the node final the barge just
decides to leave the port. At the other nodes we make a
decision as denoted in Table 1. In future study we can
refine the decision rules.

Note that the network of decision points is a virtual
network. If we say that a barge heads to the region of
the first planned terminal, this actually means that the
barge first determines what the next region is. If this is
the same region as it is in now, then it directly sails to
the next planned terminal. If this region is different,
then is will physically move to the other region and
decide (on arrival in this region) which terminal to visit.

84

Typical for the lowly cooperative case is that
barges determine (or update) their rotation during
execution.

Table 1 Decision rules at different decision points

Decision node | Decision

Start Solve a traveling salesman
problem (minimizing the total
sailing time) and head to the region
of the first planned terminal

Choose Go to the terminal in this region

terminal or with the lowest sum of the

leave region processing time of the waiting
barges

Choose region | Go to the region of the first
planned terminal, unless all
terminals in the rotation are visited

6. SIMULATION MODEL
EXPERIMENTAL SETTINGS
To evaluate the Multi-Agent System for different levels
of information exchange, we consider different
scenarios. To obtain insight in the functioning of the
Multi-Agent System, we consider also other port
configurations besides the Port of Rotterdam. In this
section, we describe (briefly) the simulation model and
the experimental settings. We use the same model and
experimental settings as used in Douma et al. (2008).

AND

6.1. Simulation model

For the simulator we apply an object oriented, discrete
event simulation. The system we simulate comprises the
terminals and barges. The course of the simulation is
event based. This means that after an event the barge or
terminal can perform an action resulting in a state
transition, after which the state of the system remains
unchanged until the next event. The state of the system
can be described by the state of all the barges and
terminals in the system. A barge can be in three states,
namely sailing, waiting, or handling. A terminal can be
in two states, namely handling a barge, or being idle.
The state definitions might be augmented in the future
with, e.g., handling sea vessels, closing of the terminal,
et cetera. Events in our model are i) the arrival of a
barge in the port, ii) the arrival of a barge at the
terminal, iii) start handling, and iv) finish handling.
Remark that these events only refer to a physical change
in the system, arrival of information is not seen as an
event. In the lowly cooperative case we have an
additional event (related to the network of decision
points), namely the arrival in a region. In the future also
events (like a time trigger) related to the decision point
decide to keep waiting might be introduced. On an event
an action can be undertaken by a barge or a terminal.
This requires a decision of either the barge operator or
the terminal operator.



6.2. Experimental settings

This section describes the experimental settings. We
assume that all handling and sailing times are
deterministic. As time unit we use minutes in our
experiments.

6.2.1. Scenarios

We have created 36 different scenarios varying along
the dimensions presented in Table 2. Remark that the
average utilization degree is input for the model, i.e., we
generate the number of barges and terminal visits such
that we obtain the desired utilization degree.

Table 2 Dimensions varied in the experiments
Variable Value
Port layout three variants (see
Section 6.2.2)
4and9

Number of terminals per
region

Number of quays per terminal | 1

Utilization degree 50, 75, 90%

Time window barge fixed, variable (see
Section 6.2.4)

Every scenario is evaluated by means of
simulations. For the waiting profile implementation, we
also vary the value of the slack s (the additional
flexibility in the waiting profile) for se{0,30,60}, with s
in minutes.

All scenarios have a run length of 100 days. We
apply a warm-up period of ten days (which proves to be
sufficiently long) and a cool-down period of three days.

6.2.2. Network layouts

We consider three different port layouts (see Figure 2),
which are inspired by the geographical structure of large
ports around the world (Rotterdam (layout I1), Antwerp
(layout I11), Hamburg (layout I11), Singapore (layout I1),
and Shanghai (layout I1)). We do not claim that our port
layouts fit these ports exactly, but they are reasonable
approximations. Layout | is added to evaluate the effect
of regions on the performance of the system.

0) (D) (1

Figure 2 Three port layouts: one region, three regions
in line, and three regions in a triangle. The arrows
represent the port entrance and exit point.

We vary the number of terminals per region (either
four or nine terminals). The sailing time between two
terminals only depends on the regions each of the
terminals belongs to, not on the Euclidian distance. In
the port it is not possible to sail straight from one
terminal to another, since there are only a few
connecting water ways. We therefore assume that the
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sailing time within a region is always equal (we choose
it to be 20 minutes). Sailing through a region (without
visiting a terminal) takes 40 minutes. Sailing times
between terminals are given by Table 3 on a regional
level. So, for instance, from Table 3 we can see that
traveling from a terminal in region A to a terminal in
region C takes 240 minutes in a line port configuration.

Table 3 Sailing times (in minutes) between terminals
belonging to specific regions

Line Triangular
From/toater- |A B C A B C
minal in region
Port entrance 20 140 |260 |20 |140 |140
and exit point
Region A 20 |120 (240 |20 120 [120
Region B 120 |20 |120 |120 |20 [120
Region C 240 |120 |20 |120 |120 |20

6.2.3. Parameter settings and distributions

The number of barges that visit the port within the
planning horizon is derived from the number of
terminals in the port, the number of quays per terminal,
the average utilization degree, and the average number
of terminal visits in a rotation. The inter-arrival time
between barges is exponentially distributed.

Table 4 Parameter settings

Parameter Value
Time to load or unload a container 3 min.
Mooring time on arrival and departure 10 min.

Maximum number of terminal visits per | 15

rotation

The call size (sum of the containers to load and
unload) at a terminal is drawn from a normal
distribution with mean 30 containers and a standard
deviation of 10 containers. The handling time of a barge
is the sum of the time to load and discharge containers,
and the mooring time on arrival and departure. We
discretize the normal distribution by rounding to the
nearest integer with a minimum value of one. The
number of terminal visits (calls) in a rotation is
triangularly distributed with a minimum a, maximum b,
and mode c. The mode denotes the most frequent value
in the distribution. The minimum a is equal to one. The
maximum b is equal to the maximum number of calls in
a rotation or the number of terminals in the port. Mode c
is equal to (a+b)/2. Other parameters are given in Table
4. We point out that the distributions used for the call
size and the number of terminals in a rotation are
inspired by real data.

6.2.4. Time window of the barge

Most barges, sailing the river Rhine to Rotterdam, sail
according to sailing schedules that are determined once
a year. Generally, this means that the total time a barge
is supposed to be in the port is fixed, irrespective of the
number of calls in the port, i.e., the time windows of all
barges have equal length. However, due to disturbances



and uncertain sojourn times in the port, one might argue
that the sojourn times of barges in the port depend also
on the number of terminal visits in the rotation. We
therefore choose to consider both fixed and variable
time windows.

Fixed time windows are determined as follows. We
assume an average number of calls and an average call
size per call. We assume that an average barge visits all
regions in the port. Based on that, we can calculate the
expected handling time (including mooring time) and
sailing time. This is an estimate of the minimum time an
average barge needs in the port to finish all its activities.
To add slack for waiting at terminals, we multiply the
sum of the handling and sailing time with some factor
(1.8). This factor is chosen such that a reasonable
number of barges can leave the port within their time
window. The exact value of the factor is not very
important in our experiments, more important is the fact
that the time windows of all barges have the same
length (in one single experiment). The size of the time
window does not depend on the chosen average
utilization degree.

The variable time windows are calculated as
follows. For every barge, we calculate the sum of the
handling time (including mooring time) and the
expected sailing time. The result is increased with some
fixed percentage of slack and a variable percentage
depending on the number of terminals in the rotation.
The slack per terminal is set to 4% and the fixed
percentage depends on the utilization of the terminals
and is for a utilization degree of 50, 75, and 90% equal
to 10, 50, and 100%, respectively. So, for a barge that
has to visit eight terminals in a port with a 50%
utilization degree, this means that the time window is
equal to total handling and sailing time in the rotation
times 1+10%+8-4%=1.42.

7. RESULTS

In our experiments we assume that all terminals have
the same degree of cooperativeness. In Section 7.1 we
present the results of our simulation in case all terminals
are fully cooperative. Section 7.2 gives these results in
case all terminals are partly and lowly cooperative. In
Section 7.3 we compare the performance of these three
different degrees of cooperativeness.

7.1. The fully cooperative case

With respect to the results for the fully cooperative case
we focus on an interesting relation between the total
waiting time in a rotation and the number of calls
(terminal visits) in a rotation, especially for utilization
degrees of 75% and higher. In Figure 3 we depicted this
relation based on ten replications of a scenario with port
layout Il, 9 terminals per region, and 90% utilization
degree.

From the picture we can conclude the following.
First, the waiting time reduces significantly if more
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slack is added to the waiting profile. Second, the total
waiting time in a rotation reduces if a barge visits more
terminals in its rotation. More specifically, the sum of
the waiting and sailing time seems to be more or less
constant in the number of terminals a barge visits
(Figure 4).

Waiting time (min)

5,000
4,500 1
4,000 77;1;.:.%.\.\.\—
3,500
3,000 - / e, .
2,500
2,000
1,500 M
1,000 |
500

5 10 15

—m—5s=0 —m—s=30 —a—-s=60 #terminals in rotation

Figure 3 Average waiting times for different levels of
slack and different rotation lengths in the fully
cooperative case

Sailing and waiting time (min)
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3,500 o
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2,000 4
1,500 4
1,000

500 -

f%ﬁa

5 10 15

——5=0 —m—s=30 —a4—s=60 #terminals in rotation

Figure 4 Average waiting and sailing times for different
levels of slack and different rotation lengths in the fully
cooperative case

This seems maybe counter intuitive. The
explanation for this result is that barges, if they visit
more terminals, use the waiting time at terminal A to
visit another terminal B. Waiting time is then used party
for sailing, handling and waiting at terminal B.
Especially when a barge visits more terminals, it has
more options to minimize its waiting time in a rotation.

7.2. The partly and lowly cooperative case

If we consider the relation between the total waiting
time and the number of calls in a rotation for the partly
or lowly cooperative case (for utilization degrees of
more than 75%), we find that the total waiting time
increases linearly with the number of terminals a barge
has to visit. In Figure 5 we show this relation for the
partly cooperative case, for the same scenario as used in
Figure 3 and 4. The graph for the lowly cooperative
case is similar except for the scale of the lines.



The reason that the total waiting time increases
linearly is because terminals process barges FCFS. On
every arrival at a terminal a barge has to enter the queue
and wait for its service until all earlier arrived barges
are processed.

Waiting time (min)
7,000
6,000 -
5,000 4
4,000 4
3,000
2,000 4
1,000

5 10 15

#terminals in rotation

—e— Average total waiting time ~ —a&— Sum w aiting and sailing time

Figure 5 The waiting time, and the sum of the sailing
and waiting time, if barges are processed FCFS

The difference in the partly and lowly cooperative
case results mainly from the extent to which barges can
use the information issued by terminals to reduce the
average waiting time at a terminal, as can be seen in the
next section.

7.3. Comparing the three degrees of cooperativeness
If we compare the average tardiness of barges for the
different degrees of cooperativeness of terminals we
find that being fully cooperative, with the use of waiting
profiles including slack varying from 0-60 minutes,
outperforms lower degrees of cooperativeness (see
Figure 6 and 7).

Average tardiness (minutes)
60

50 {
40 1
30 |
20

10

04

Fully cooperative Partly cooperative Low ly cooperative

0O Fixed TW @ Variable TW

Figure 6 The average tardiness of barges averaged over
all scenarios, specified for a 50% utilization degree and
fixed and variable time windows

The reason why the partly cooperative situation
performs worse for 90% utilization, is because barges
determine a rotation (and announce the corresponding
arrival times) based on the issued waiting profiles. This
has some disadvantages. First, the waiting profiles
might be outdated since barge arrivals can be
significantly different from the announced arrival times.
This effect is larger for higher utilization degrees.
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Second, barges assume that in the waiting time of one
terminal another terminal can be visited. However, the
waiting time at every terminal turns out be more or less
equal.

Average tardiness (minutes)
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Figure 7 The average tardiness of barges averaged over
all scenarios, specified for a 90% utilization degree and
fixed and variable time windows

The fact that lowly cooperative outperforms partly
cooperative — in case of a high utilization degree — is
interesting from a barge perspective. This suggests that,
if terminals are reluctant to provide any information to
the barges, then barges will surely benefit from joining
their forces and exchange information on a mutual
basis.

Table 5 Average waiting time of a barge at terminal for
different degrees of cooperativeness

Degree of Avg. waiting time
cooperativeness at terminal (min)
Fully 203

Partly 304

Lowly 294

If we consider the average waiting time of a barge
at the terminal for the same scenario we used for Figure
3 and 4 (we averaged the results of all the terminals) we
find the numbers presented in Table 5. The results of
Table 5 compared with Figure 6 suggest that reduction
of the average waiting time corresponds with a better
performance in terms of average tardiness.

8. DISCUSSION AND CONCLUSIONS

Our simulation results suggest that the way terminals
deal with barges influences to a large extent the
performance of these barges. If terminals are fully
cooperative there is more certainty about the barges that
have to be processed, whereas in the lowly cooperative
case terminals are not restricted by appointments and
have more flexibility in their operations.

Although fully cooperative seems to be a good
alternative, there is also a down-side for terminals. If
terminals are fully cooperative, there is no real incentive
for barges to reduce the number of terminals in a
rotation. Reducing the number of terminal visits leads
only to a small reduction of the port sojourn time.
However, more terminal visits per barge means more
dependencies between terminals, and on average



smaller call sizes per barge resulting in more idle time
of the crane during mooring of the barges. FCFS
processing gives barges a clear incentive to reduce the
number of terminal visits and is more robust against
disruptions. However FCFS leads also to several
disadvantages during operations. First, terminals do not
exactly know when a barge is processed and when
containers need to be stacked at the quay. Second, barge
operators need to stow their barges very flexibly to be
able to visit terminals in a different order. This affects
the utilization degree of the barges. If barges make
appointments, there is more certainty about their
rotation, which enables them to increase their ship
utilization. Third, there is more uncertainty in sojourn
times of barges in the port, which makes the sailing
schedules offered to carriers less reliable.

It is subject to discussion which degree of
cooperativeness is desirable from both a terminal and
barge perspective. If terminals are fully cooperative we
expect that the balancing of the total workload over all
terminals can be done more effectively than when
terminals are less cooperative. This will generally result
in shorter waiting times for barges at terminals such that
more barges can depart the port timely. If terminals are
partly cooperative, the value of waiting profiles might
deteriorate dramatically, since terminals process barges
at the time they prefer, but also barges might decide to
visit terminals in a different sequence. Waiting profiles
might then become misleading, since barges and
terminals can act upon this information making it less
relevant. If terminals are lowly cooperative, on the
contrary, we expect that especially the introduction of
sea vessels and opening times at terminals makes it hard
to decide which terminal to visit when. Especially, like
in Rotterdam, when barges visit several regions twice
and they have the option to go to a terminal either the
first time a region is visited or the second time.

We can imagine that in practice also a mix of
degrees of cooperativeness can be found among
terminals, for instance, terminals that participate in the
Multi-Agent System (and are fully cooperative) and
terminals that are not willing to participate. The latter
terminals will cause a lot of uncertainties about the time
a barge needs to be processed at those terminals, which
makes it harder to make appointments with fully
cooperative terminals. In this hybrid setting it is
essential for barges that they make appointments such,
that they can visit the less cooperative terminals in
between the appointments.
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ABSTRACT

The Corridor Method is a solution concept which may
be characterized as a method-based metaheuristic. That
is, based on a given algorithm which is meant to work
well at least on small sized instances of a specific type
of optimization problem, it defines one or more
neighborhoods which seem to be well suited for the
specific problem and the given algorithm. These
neighborhoods may be viewed as corridors around
given solutions. Experiments show that this type of
approach is a successful hybridization between exact
and metaheuristic methods. We show successful
applications for the block relocation problem arising,
e.g., at container terminals.

Keywords: corridor method, blocks relocation problem,
container terminal

1. INTRODUCTION
In this paper we present a dynamic programming
inspired metaheuristic called corridor method along
with its application upon the blocks relocation problem
in block stacking systems, as found, e.g., in the stacking
of container terminals in a yard. It can be classified as a
local search based metaheuristic in that the
neighborhoods that it deploys are method-based. By this
we mean that the search for a new candidate solution is
carried out by a fully-fledged optimization method
which generates an optimal solution over the
neighborhood. The neighborhoods are thus constructed
to be suitable domains for this optimization method.
Typically these neighborhoods are obtained by the
imposition of exogenous constraints on the decision
space of the target problem and, therefore, must be
compatible with the method used to search these
neighborhoods. This is in sharp contrast to most
traditional metaheuristics where neighborhoods are
move-based, i.e., they are generated by subjecting the
candidate solution to small changes called moves.
While conceptually the method-based paradigm
applies to any optimization method, in practice it is best
suited to support optimization methods, such as
dynamic programming, where it is easy to control the
size of a problem, hence the complexity of algorithms,
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by means of exogenous constraints. The essential
features of the method may be illustrated in the context
of well-known combinatorial optimization problems
where exponentially large dynamic programming
inspired neighborhoods are searched by a linear
time/space dynamic programming algorithm.

This paper has the following structure: Section 2
presents the blocks relocation problem along with a
dynamic programming based formulation; Section 3
illustrates how the Corridor Method can be
implemented to effectively tackle the problem at hand;
Section 4 offers computational results and, finally,
Section 5 concludes with some remarks.

2. THE BLOCKS RELOCATION PROBLEM
Increasing containerization and competition among
seaport container terminals have become quite
remarkable in worldwide international trade. Operations
are nowadays unthinkable without effective and
efficient IT wuse and appropriate optimization
(management science and operations research) methods.
Besides enabling efficient data interchange between
supply chain partners, related information systems need
to support terminal operators, shipping companies and
even port authorities.

In container terminals, it is common practice to
store outbound containers in the yard before loading
them into a vessel. To be able to face competition
among terminals and to guarantee a high level of
service, operators must reduce unproductive time at the
port; see, e.g., Stahlbock and Vo (2008) and the
references given there for a comprehensive survey.

Relocation is one of the most important factors
contributing to the productivity of operations at storage
yards or warehouses (Yang and Kim, 2006). A common
practice aimed at effectively using limited storage space
is to stack blocks along the vertical direction, whether
they be marine containers, pallets, boxes, or steel plates
(Kim and Hong, 2006). Given a heap of blocks,
relocation occurs every time a block in a lower tier must
be retrieved before blocks placed above it. Since blocks
in a stack can only be retrieved following a LIFO (Last
In First Out) discipline, in order to retrieve the low-tier
block, relocation of all blocks on top of it will be



necessary. Figure 1 illustrates how the block stacking
technique is used at a bay. Each vertical heap is called
stack. A stack is made up by a number of tiers, which
define the height of the stack. A bay is the collection of
stacks and the width of the bay is given by the number
of stacks. In Figure 1 the order in which a block is to be
retrieved is indicated by a progressive number.
Consequently, in order to pickup block 1, blocks 5 and
4, in this order, must first be relocated to either stack 1
or 3.

Ther Na.
A
li . N N
......... \
3 N
21 3 Py 7
1 2 1 6
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Figure 1: An example of a bay with m = 3 stacks and
n =7 blocks.

If the current configuration of the bay is taken as
fixed, one might be interested in finding the sequence of
moves that should be executed, while retrieving blocks
according to a given sequence, in order to minimize the
overall number of relocation moves. While in the
shuffling problem containers are rearranged but not
removed, in the on-line version of the problem, at each
step, a container is removed from the bay, hence
reducing the number of containers in the bay until all
containers have been picked up from the bay. Exact as
well as approximate algorithms have been proposed to
minimize the number of relocations while retrieving
blocks. For example, Watanable (1991) proposed the
use of an accessibility index to forecast the number of
relocation movements. With a similar approach, Castillo
and Daganzo (1993) and Kim (1997) proposed heuristic
rules to estimate the number of relocations for inbound
containers. A mathematical formulation and a branch
and bound approach, along with an effective heuristic
scheme for the blocks relocation problem are presented
in Kim et al. (2000) and in Kim and Hong (2006).

In this paper, in a fashion similar to what is
presented in Kim and Hong (2006), we consider the
initial bay configuration as fixed and the sequential
order of pickup as known in advance. Given this fixed
initial arrangement, we are interested in finding the
relocation pattern at each pickup operation in such a
way that the total number of relocation moves within a
bay is minimized.

The general idea of this paper is based upon the
introduction of a dynamic programming scheme that
captures all the possible states of the bay at any given
time. Given an incumbent bay configuration and a
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target block to retrieve, we distinguish between two
cases: (i) the block to be retrieved is free, which is, no
block is currently above it. In this case, the only
acceptable decision is to retrieve the target block and
place it into its final destination. On the other hand, (ii)
if at least one block is currently placed upon the target
block, we enumerate all the possible relocation
strategies for the uppermost block and move this block
to another stack, giving rise to a new bay configuration.
This enumeration process is repeated until case (i) is
reached, after which the current target block is retrieved
and the next target block is addressed. The process
terminates when the last block to be retrieved is freed
up.

Let us consider the case of a bay with N blocks,
indicated with {1, ..., N }, in which the first n blocks
must be retrieved, with n < N. Without loss of
generality, we assume that not necessarily all the blocks
must be retrieved. Let us indicate withi € {1,...,m} a
stack in the bay and with k < n the current block to be
retrieved. Throughout this section, we will use the bay
of Figure 1 as reference example.

We now introduce the following assumptions:

H1: As in Kim and Hong (2006), pickup precedences
among blocks are known in advance. We indicate the
pickup precedence with a number, where blocks with
lower numbers have higher precedence than blocks
with higher numbers (e.g., in Figure 1, the pickup
precedencesare 1 < 2 < -+ < 7).

H2: When retrieving a target block, we are allowed to
relocate only blocks found above the target block in the
same stack using a LIFO policy (e.g., in Figure 1, when
picking up block 1, we are forced to relocate blocks 5
and 4, in this exact order).

H3: Relocation is allowed only to other stacks within
the same bay (e.g., in Figure 1, when relocating blocks
5 and 4, they can only be moved to either stack 1 or
3).

H4: Relocated blocks can be put only on top of other
stacks, i.e., no rearrangement of blocks within a stack
is allowed (e.g., in Figure 1, when relocating blocks 5
and 4, these can only be placed on top of blocks 3 and
7).

In the following, let us define the basic elements of
the dynamic programming (DP) model:

State variable: Let us indicate with s = (k,i,t,C) the
state variable, wherek € {1,...,n} is the block to be
retrieved, i € {1, ...,m} is the stack in which the target
block is found, t is the list of blocks above the target
block and C is the configuration of the remaining blocks
(e.g., with respect to Figure 1, we have k=1,i =
2,t = {54}, and C = {{3,2},{7,6}}).

Decision variable: At each step, one of two different
cases arises, namely (i) the target block has no other
blocks placed above and can currently be retrieved and
placed outside of the bay, i.e., t = @. In this case, the
only alternative is to retrieve the target block and to



place it into its final destination; (ii) the target block
cannot be retrieved since at least one block is still above
it, i.e.,, t # @. Let us indicate with t the uppermost
block in the sequence t, which is, the block that is
currently on top in stack i. In this case, the decision is
about identifying which stack block 7 should be
relocated to. Let us indicate with x such a stack and
with D(s) the set of all feasible values of x with
respect to the current state s (e.g., in Figure 1, we have
t=5 and D(s) = {1,3}, that is, the next decision
concerns where to relocate block 5 and the only feasible
moves are either to move it to stack 1 or to stack 3).

State transition function: Let us indicate with
s'=(k',i’,t',C")the state obtained by applying
decision x € D(s) to the current state s, which is,
s’ =T(s,x).Here T represents the state transition
function. As previously mentioned, two different cases
may arise: (i) t = @; or (ii) t # @. In case (i), we have
that k' = k + 1, i’is the stack in which block k + 1 is
currently located, t'is a new list of blocks currently
above the target block k + 1 and, finally, C' = C is the
configuration of the remaining blocks. On the other
hand, in case (ii), it is easy to see that k' = k,i’' =
i,t' = t \{r},and C’'depends on the application of
move x to block 7 (e.g., in Figure 1, let us suppose that
x = 1.In this case, the new state is s' = T(s,1) =
(1,2, {4},¢), where ' = {{5,3,2},{7,6}}).

Functional equation: The DP “backward” functional
equation is

f(s) = 1+ mingepesy{f (T(s, %)} 1)

where s = (k,i,t,C) indicates the current state, and
T (s, x) is the state transition function that accounts for
the application of decision x upon the current state
s.We set f(s) = 1, for s = (n,i,0,C), which is the
cost of retrieving a block from the bay and moving it to
its final destination. More formally, we can explicitly
distinguish between the aforementioned cases (i) and
(if). Consequently, the functional equation can be
rewritten, fork =n—1,...,1,as

' 1+ f(k+1,i',t',0), t=20
flk, it C) = {1+ Jin (f (i E\Th O}, ¢ # 9
2)

with f(n,i,0,C) = 1.

It is easy to see that one of the major drawbacks of
the proposed dynamic programming scheme lies in the
exponentially large number of entries in the dynamic
programming evaluation table. Consequently, the size
of the evaluation table can become very large after only
a few steps of the dynamic programming algorithm. In
the next section we illustrate how this major obstacle
can be overcome.
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3. THE CORRIDOR METHOD FOR THE

BLOCKS RELOCATION PROBLEM
The Corridor Method (CM) has been presented by
Sniedovich and VoR (2006) as a hybrid metaheuristic,
linking together mathematical programming techniques
with heuristic schemes. The basic idea of the CM relies
on the use of an exact method over restricted portions of
the solution space of a given problem. Given an
optimization problem P, the basic ingredients of the
method are a very large feasible space X and an exact
method M that could easily solve problem P if the
feasible space were not too large. However, since, in
order to be of interest, in general the size of the solution
space grows exponentially with respect to the input size,
the direct application of method M to solve P becomes
unpractical when dealing with real-world instances,
which is, when X becomes larger.

Let us now consider how the CM can be applied to
the blocks relocation problem. As mentioned in Section
2, the main drawback of the proposed method is the
exponential growth of the number of reachable states.
We define a “two-dimensional” corridor around the
current configuration, in such a way that the number of
states generated from the current configuration is
limited. Given a current bay configuration s, the number
of new configurations that can be generated starting
from s is equal to |D(s)|. Consequently, in order to
reduce the number of generated states, one can apply
exogenous constraints that impose horizontal as well as
vertical limits upon the bay. For example, horizontal
limits could be introduced by reducing the number of
stacks to which blocks can be relocated, as well as
vertical limits, by establishing a maximum height, in
terms of number of blocks in the same stack.

Let us now formally define the “constrained”
neighborhood induced by the application of the CM
upon a given configuration. Let us indicate with
s = (k,i,t,C) the current bay configuration, where
C = {c1, -, cm} \{c;} indicates all the stacks of the bay
excluding stack i. Let us indicate with |c;| the number
of blocks currently on stack i. Given two parameters §
and A, we define the set of restricted admissible
decisions as

D(s,6,1) = {xe{1,... mI\{i}i—6 <x <i+ 6,
lexl < 43 3

Finally, we define the restricted neighborhood of
the current configuration s, i.e., the set of “feasible” bay
configurations that can be created from s as

N(s) = {s":s' =T (S,x),x € D(s,6,1)}. 4)

Consequently, the size of the neighborhood can be
made arbitrarily small by changing the values of § and
A. For this reason, we can say that the “corridor”
around the incumbent bay configuration is defined by
imposing exogenous constraints on the solution space
of the problem via calibration of parameters § and A.



4. COMPUTATIONAL RESULTS

In this section we present computational results on
randomly generated instances. All tests presented in this
section have been carried out on a Pentium IV Linux
Workstation with 512Mb of RAM. The algorithm has
been coded in C++ and compiled with the GNU C++
compiler using the -O option.

We designed an experiment that resembles that of
Kim and Hong (2006). We divided our computational
tests in two parts: (i) tests on small-medium size
instances, for which an exact solution can be computed
using the dynamic programming scheme. For these
instances, we present a comparison of our algorithm
with respect to the optimal solution as well as with
respect to the solution found by the algorithm of Kim
and Hong (2006), running the code provided by the
authors on our randomly generated instances; and (ii)
tests on large scale instances, for which the optimal
solution is unknown. In order to measure the solution
quality of our algorithm, we compare our results with
those obtained running the algorithm of Kim and Hong
(2006) on the same set of instances.

The random generation process takes as input two
parameters, the number of stacks m and the number of
tiers h, and randomly generates a rectangular bay
configuration of size n = h X m, where n indicates the
total number of blocks in the bay. For each combination
of m and h we generated 40 different instances.

In Table 1 we compare the results of the proposed
scheme with those obtained running the code of Kim
and Hong (2006) on the same set of instances. It is
worth noting that all values reported in the table are
average values, computed over 40 different instances of
the same class. This helps in offsetting instance specific
biases in the reported results. In addition, we fixed a
maximum computational time for the CM of 60
seconds, after which the algorithm was stopped.
Clearly, since the CM is based on a dynamic
programming scheme, whenever the algorithm is
truncated, no solution is returned.

In Table 1 and Table 2, the first and second
columns define the size of problem instances, in terms
of number of tiers and number of stacks. The third and
fourth columns report average number of moves and
computational time of the algorithm of Kim and Hong
(2006) (called KH for short). Columns five and six
report the same information, average number of moves
and average computational time, for the proposed CM.
Column seven reports the gap between the solution of
the CM and the optimal solution obtained by using the
dynamic programming scheme (omitted in Table 2
because instances were too large to be solved via
dynamic programming). The gap is computed as:

CM _ z*

; ()

z

z

’)/:

where z* is the optimal solution found by the dynamic
programming scheme and z®is the average best
solution found by the proposed CM scheme. Finally, the
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last two columns provide a measure of the corridor, in
terms of width (&) and height (1). We solved each
instance with  different combinations of &6 €
{1,2,..,m/2} and 2 € {h+1,h+2,..,1.5h}. We
report the values used to obtain the best solution in the
shortest computational time. It is worth noting that, for
the sake of consistency with the results reported in Kim
and Hong (2006), all results reported in this section
with respect to the number of moves (No.) only count
the number of relocations and do not take into account
the final retrieval of the target blocks to their final
destinations.

In addition, in order to further reduce the stochastic
effects of the algorithm, we run the algorithm with the
same set of parameters § and A five times on the same
instance. Consequently, given an instance class h X m,
we solved each one of the 40 instances 5 X |A| X |A|
times. In the table we report the average values over all
the runs of a given instance class.

Table 1. Computational Results on Small Size

Instances.
Bay Size KH CM Corridor
h m No. Timel [ No. Timef 3 4 A
3 3 71 0.1 54 010 000]1 4
3 4 [107 01 65 010 0001 4
3 5 |[145 01 73 010 0001 4
36 [181 041 70 015 0002 4
3 7 |201 01 86 010 001]2 4
3 8 |20 01 |[105 020 0012 4
4 4 [160 041 00 020 002]|2 5§
4 5 |234 01 |[165 050 0012 5
4 6 [262 01 |[198 050 0032 5
4 7 [322 01 |[215 050 003|2 5

1 : CPU seconds on a Pentium-IV 512Mb RAN.

In Table 1, the “smaller” instances in the upper
part of the table, i.e., 3 x3to 3 x 6, are solved to
optimality by the CM. Consequently, a first observation
of our results is related to the effectiveness of the CM in
solving small instances to optimality in a very short
computational time. For all the other instances, the
algorithm compares favorably with the Kim and Hong
(2006) algorithm, especially when dealing with large
scale instances. In order to provide a further indication
of the robustness of the algorithm, in Figure 2 we
graphically present the variability of the results on the
largest instances. As shown in Figure 2, the algorithm is
quite robust with respect to the parameter values § and
A as well as with respect to the initial configuration of
the bay.



Table 2: Computational Results on Medium Size
Instances.

Bay Size KH CM Corridor
h m No. Time! | No. Timel | 4 A
5 4 237 0.1 16.6 0.5 2 6
5 5 37.5 0.1 18.8 0.8 2 6
5 i 45.5 0.1 221 0.8 2 6
5 i 52.3 0.1 258 1.43 1 7
5 3 G1.8 0.1 30.1 1.46 1 6
5 9 T2.4 0.1 33.1 1.41 1 6
5 10 | &80.9 0.1 364 1ET 1 6

T : CPU seconds on a Pentium-IV 512Mb RAM.
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Figure 2: Variability results.

5. CONCLUSION

In this paper we have presented a metaheuristic-based
algorithm for the Blocks Relocation Problem, in which
one is given a sequence of blocks to be retrieved from a
bay according to a fixed set of precedences. The
objective is to find the blocks relocation pattern that
minimizes the total number of movements required to
comply with the retrieving sequence. This problem
finds applications in a wide spectrum of real-world
situations, where stacking techniques are used to reduce
space usage, e.g., at a container terminal yard. We have
first proposed a dynamic programming algorithm that
can be used to find the optimal solution to the problem.
However, since the size of the search space grows
exponentially with respect to the input size, the dynamic
programming approach cannot be used in real time
when dealing with medium and large scale instances.
For this reason, we tackled the problem by designing a
Corridor Method inspired algorithm, in which a two-
dimensional “corridor” is build around the incumbent
yard configuration. The imposition of exogenous
constraints on the target problem sensibly reduces the
size of the solution space, making the use of the
“constrained” dynamic programming scheme practical
even on very large instances.
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ABSTRACT

Automation of terminals with integrated optimization
approaches is a big topic. But at most only a few
companies worldwide really have the knowledge to
base their approaches on highly sophisticated
mathematical algorithms and heuristics to improve
equipment and yard utilization. INFORM combines in
unique manner the advantages of planning ahead by
assigning slots and equipment over a longer time period
and the necessities of making optimized decisions in
real time. Based upon this knowledge as well as the
consulting experience of HPC the new brand
TERMINALSTAR was established in 2006. In
cooperation INFORM and HPC are offering a TOS for
sea ports and various standardized and customized
optimization packages. The challenging CTB project
proves the expectations to be justified.

Keywords: advanced-optimization, CTB,
TERMINALSTAR, planning-and-control-combination

1. INTRODUCTION

Sea ports are the engines of our economy. Their
possibility to cope with the continuously increasing
maritime trade is essential for the health of our
economies. Innovative technologies help to increase
capacities and throughput of new and already existing
terminals (Niessen 2007, Niessen 2008a, 2008b).
Especially advanced IT technologies prevent those
economical junctions from becoming fatal logistic
bottlenecks (Savelsberg 2008).

What are the main challenges for ports which can
be supported by innovative IT applications?

Generally, the main objective at a container
terminal is to minimize vessel turnaround times,
corresponding to the maximization of quay crane
throughput. Furthermore, the demand for increasing
density by stacking higher leads to the necessity to
implement optimization tools to avoid extensive
reshuffling. And last but not least all involved

employees have to be and -even more ambitious- have
to feel themselves supported by a new IT-system during
their daily business.

For almost 10 years, INFORM has developed a
modular terminal logistics operating and optimization
system that is today used for handling tens of thousands
of containers at maritime and inland ports as well as
road/rail terminals. Together with HPC the new brand
TERMINALSTAR was established in 2006 offering a
TOS for sea ports and various standardized and
customized state of the art optimization packages
(Niessen 2007, Niessen 2008a, 2008b). These packages
build upon the extensive research results on optimizing
container terminals with the help of advanced
mathematical models and methods developed in the
field of Operations Research. A recent survey
(Stahlbock and Vof3 2008) lists over 200 references for
these topics.

Figure 1: General Transportation flow through a port
container terminal. Source: INFORM

2. THE CONTAINER
BURCHARDKAI (CTB)

TERMINAL



2.1. The “Implementation-Framework”

The CTB project is a good example for the challenges
today’s software and software design have to face.

Regarding this terminal the overall goal is to
almost double the throughput over the next couple of
years (2.6 Million TEU to 5.2 Million TEU). A
combination of new and already existing transport
technologies (fully automated RMG, conventional VC,
rail cranes ...) and storage facilities shall be in use
(RMG-Blocks, VC-Blocks, Empty Facilities). Software
from different companies for different purposes will be
implemented and parts of the old software system will
be kept.

TERMINALSTAR is in charge of the storage and
stacking logistics, the transport optimization, the
loading and unloading of vessels as well as the
information management and the GUIs for the control
centre. Since CTB operates at its capacity limits, down
times for implementation have to be reduced to some
minutes. Time for testing has to be used very
efficiently.

Figure 2: Progress in terminal operations: The
Burchardkai, Hamburg, in 1968; straddle carrier based
operation in 2005; and the future layout in 2014 with
automated six-high storage blocks served by triple rail
mounted gantry cranes (in red). Source: INFORM

2.2. Software modules of TERMINALSTAR

implemented at the Burchardkai Hamburg

The following modules of TERMINALSTAR will
be implemented in Hamburg.

The first module, called Yard Contro,l includes
algorithms taking care of smart stacking which will be
explained in more detail in the next chapter, the
preplanning of Empties and the possibilities to
exchange same empty containers against each other.
Furthermore it helps to avoid idle times of equipment
by smart Housekeeping rules. Finally it takes care of the
whole IMO and Reefer management.

The module Process Control optimizes all
workflows. This module is a kind of centre module
since all manual and automated transport demands are
governed here. Furthermore the Process Control takes
care of the truck schedule. Hence, according to specific
rules the most favorable order to load and unload
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container at certain areas of the terminal is determined
within this module.

Most of the decision intelligence is located in the
Equipment Control module. Optimization tools offer a
medium term planning, e.g. scheduling of the upcoming
transport demands, as well as an online control
optimization, e.g. when a container has to be moved on
short notice and hence all orders close to this point in
time have to be rescheduled — again in a smart way
keeping in mind directions and distances which have to
be covered. All different kinds of equipment can be
organized. The software is partly customized according
to the special conditions which have to be kept in mind
for each specific terminal.

The Vessel Manager takes care of the sequences in
which the containers arrive beneath the quay cranes.

The Hinterland Manager is in charge of the
loading and unloading procedures and all optimization
aspects regarding the rail interface.

Burchardkai

I Equipment
Control

= r Process
Cantrol Control

Administration
g System

Stacking Workflow Optimization Quay Crares

Positioning - — AMG
Empties Rail Granes
Hinterland sC

Manager

Housekeeping
Reefer Tractors/Trailers

Reach Stackers

Figure 3: Softwaremoduls of TERMINALSTAR
implemented at the Burchardkai Hamburg

The final module to be presented here is the
Control Center. GUIs to supply information and to give
support for decisions have to be developed closely
according to the mental models of the users. Hence, a
thorough procedure of development including regular
user reviews and adjustments to their needs was carried
out during this project.



Figure 4: Examples of GUIs developed during the CTB

project

first modules of
implemented at the

This year in summer the
TERMINALSTAR will be
Burchardkai Hamburg.

2.3. TERMINALSTAR’s contribution to meet
the overall goal
The overall goal of the CTB project is to increase
capacity, to push the throughput, reduce the costs per
box while using the same space. Hence, this demands
higher and smarter stacking as well as faster and more
efficient handling.

In the following some examples will be pointed out
to explain the input advanced optimization can offer
regarding this challenges (Dorndorf et al. 2007).

Two of the main differences regarding planning
and control applications at terminals are that
uncertainty is higher in planning than in control, and
that reaction time is much shorter in control, which
generally has to be done "online." Hence, computation
in planning is not a very strict constraint and uncertainty
models and calculi can be used. By contrast, in control
computations have to be very fast, which can either be
achieved by very fast algorithms or by only modifying
planning results according to realizations (wait-and-see
approach).

To maximize the throughput of the system,
unproductive moves should be avoided by using
advanced storage and stacking approaches.

The stacking problem consists of finding an
optimal location for each incoming container. The
container is characterized by a set of attributes
(geometrical, operational and logistical). It is good
practice to place containers with similar attributes one
on top of the other. In this way, each container in a
stack can be considered equivalent, avoiding rehandles.
One of the most used stacking strategies involves
placing export containers with the same departing ship
and same destination on top of each other.
Alternatively, it is possible to stack according to the
estimated time of departure so that containers with an
earlier departure time will be placed on top of others
that will be picked up later.

In automated storage blocks, automatic re-stacking
during times where the handling equipment would
otherwise be idle, can be used to re-optimize the storage
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area, resulting in a reduction of one-tenth of container
loading operations.

In the vast majority of cases, information is
uncertain at the moment of the decision. Often it
changes over time (for example, time of departure). The
fast turnover of containers implies that the available
time window for each decision is usually very limited
(order of seconds). For these reasons, the stacking
problem can be classified as a real-time optimization
problem. This means that, in practical applications, one
of the most employed optimization techniques are
heuristics, mainly rule-based systems or ranking
systems.

Other alternative approaches are based on the use
of the "soft computing" area of research. A key element
of the system is an inference engine formed by a set of
rules "if... then..." that operates on fuzzy variables. The
use of fuzzy technology allows to model uncertain and
qualitative data through the use of linguistic variables,
simplifying the mathematical model and reducing the
number of variables. The resulting inferential engine
uses its tolerance towards imprecision and uncertainty
to represent adequately the complex relationships
between the variables of the system, making it more
understandable and transparent to the user.

In many cases, different algorithms or
mathematical models are evaluated and validated
through simulation tools.

Transport optimization deals with the horizontal
transportation of containers. An import container is
initially transported from the quay side to the storage
area, most frequently by straddle carriers or internal
trucks and on some modern facilities by automated
guided vehicles. This leads to challenging online
vehicle routing optimization problems. At CTB, for
example, 104 straddle carriers are controlled. Compared
to current practice, the efficiency can often be improved
by pooling vehicles. Similar vehicle routing problems
arise on the land side, where containers are transported
between the storage blocks and the railhead and where
external trucks must be scheduled and routed through
the terminal.

The intermediate storage area is organized in
rectangular blocks that are either served directly by the
straddle carriers, which can stack containers up to three
or sometimes four high, or by rubber tired or rail
mounted gantry cranes (RTMG and RMG) that can
typically stack up to five or six high. For example, an
RMG block at the CTB can hold more than 2,000
standard containers. At newer facilities the operation of
the RMG cranes is fully automatic with two or even
three cranes per storage block. Crane scheduling is
concerned with the online optimization of the stacking
cranes. The objective is to minimize the travel times of
the cranes and delays and waiting times at the interfaces
of the storage blocks. Online crane scheduling is also
needed at the rail interface to unload and load rail cars.
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ABSTRACT

For more than half a century, tanker routing and
scheduling problems have also attracted extensive
interest from researchers. To date, only one existing
tanker routing and scheduling model explicitly accounts
for the cargo stowage constraints faced by tanker
owners. But the originators of the latter model fail to
offer efficient solution methodology that can meet the
practical needs of industry practitioners. This paper
aims to bridge the research gap in the domain of tanker
routing and scheduling in two major ways. First, it
introduces a novel solution methodology that can (1)
efficiently solve tanker routing and scheduling problem
with all key operating constraints, and (2) meet the
practical needs of industry practitioners. In addition to
highlighting the pros and cons of our tool relative to
existing tools, this paper also discusses research
opportunities that remain available in this field.

Keywords: parcel tanker, routing and scheduling,
optimization, stowage

1. INTRODUCTION

For many years, the US$2.2 trillion global chemical
industry has been a key driver of the global economic
growth. The global chemical trade which hit more than
US$1.24 trillion in 2006 has achieved an impressive
14% average annualized growth between 2000 and
2006 (World Trade Organization, 2007). To support this
growing chemical trade, new parcel tankers which
primarily ship cargos between chemical processing
facilities and manufacturers worldwide have been built
in record numbers (Shaw, 2003).

Essentially, a parcel tanker distinguishes itself from
other maritime bulk carriers by its multiple independent
cargo tanks which enable it to carry multiple liquid
cargos simultaneously. To ensure there is no contact
between different cargoes, each tank usually has its own
cargo handling system which consists of pump and
associated piping. Moreover, these pumps and pipes are
constructed using materials that are compatible with the
cargoes to be handled so that their qualities will not be
compromised as a result of their passage through the
pumps and pipes. In practice, each cargo handling
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system is designed to handle a variety of products from
light to heavy end products so as to enhance the cargo
carrying versatility of the tankers. Clearly, the pipe
work associated with these tanks for cargo loading and
discharging as well as the cargo loading and discharging
arrangement are complex. Thus, all procedures that
entail handling of cargoes have to be carried out with
great care and precision to both avoid cargo
contamination and ensure that cargoes owned by
different shippers are kept separated. To ensure
incompatible chemical cargoes do not come into contact
with each other, parcel tankers are usually constructed
with cofferdam (i.e. a space between two tank walls)
between adjacent tanks. In addition, cargo tanks of
parcel tankers must also be cleaned prior to loading of
cargoes to (1) uphold the chemical cargo quality and (2)
avoid unwanted chemical reactions that may pose safety
hazards.

Due to safety concerns, parcel tanker operators
have to contend with two regulatory constraints that are
sanctioned by International Maritime Organization
(IMO). First, the cargo tanks of parcel tankers must be
lined with appropriate coatings that are compatible with
the cargoes that they are carrying in accordance with
either Code for the Construction and Equipment of
Ships Carrying Dangerous Chemicals in Bulk (BCH
code) for ships constructed before 1 July 1986 or
International Bulk Chemical Code (IBC Code) for those
built after 1 July 1986. This is to protect (1) the inner
surfaces of cargo tanks from the corrosive properties of
chemical cargoes and (2) the cargoes from
contamination that arises due to corrosion and
accumulated scale on uncoated tank surfaces. Typical
coatings in use include epoxy, phenolic resins, zinc
silicate, polyurethane and rubber. However, majority of
these coatings are not compatible with all chemical
cargoes. For example, epoxy coating is compatible with
alkalis, glycols, vegetable oils but not with aromatics
like benzene and toluene. On the other hand, zinc
silicate is compatible with aromatics but not with acids,
alkalis and vegetable oils. As such, parcel tankers
usually have their cargo tanks lined with a number of
different coatings so that they can carry as wide a range
of chemical cargoes as possible.



Second, dangerous chemical cargoes that might
cause a chemical reaction by mixing must be not be
loaded into adjoining tanks as stipulated in the IBC
Code and BHC Code. This regulatory stowage
restriction is summarized in the U.S. Coast Guard
Compatibility Chart that is found in Code of Federal
Regulations (CFR) Title 46 Part 150 and many in the
shipping community are using it as a guide to identify
the incompatible chemical cargoes that cannot be
loaded into adjacent tanks. A copy of the compatibility
chart is shown in Figure 1 where a box with “X”
indicates the possible reaction of the corresponding
chemical cargoes and they cannot be carried in adjacent
tanks.
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Figure 1: Cargo Compatibility Chart from 46 CFR Part
150
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Parcel tankers are capital-intensive and their
operating cost runs in ten thousands of dollars a day per
ship. In an industry which is notoriously cyclical by
nature, efficient cargo assignment, routing and
scheduling of parcel tankers is crucial to the financial
success of a tanker company. Unfortunately, an optimal
assignment of cargos, routes and schedules to a fleet of
ships requires solving an inherently complex
combinatorial problem. This complexity is further
accentuated in the tanker sector primarily due to the
need to comply the aforementioned two safety
regulations (i.e. cargo-tank and cargo-cargo restrictions)
imposed on cargo stowage conditions by IMO.

2. LITERATURE REVIEW

Tanker routing and scheduling problems (TRSPs) have
also attracted extensive interest from researchers for
more than half a century. Recently, Oh and Karimi
(2007) highlighted that distinction can be made among
these problems in terms of their characteristics. The
latter define the problem scope and business operations
practice which tend to differ among tanker companies.
Problem characteristics in turn contribute to the
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variations in the types of operating constraints
considered in these problems as well as the solution
methodologies that have evolved to address them.
Generally, there are six basic characteristics that define
a TRSP. They include the number of cargo types carried
by each tanker, number of vessel types in a fleet, cargo
delivery arrangement, time chartering option, demand
nature and problem objective. . In some problems such
as those of Flood (1954) and Brown et al. (1987), each
tanker can only carry single cargo type per voyage, as
opposed to multiple cargo types in other works. In
addition, the former addressed a homogenous fleet
problem where all vessels are of the same type (i.e.
single vessel type) with the same cargo carrying
capacity. Together with Rao and Zionts (1968) and
Sherali et al. (1999), their problems also entail direct
shipment of each cargo from its origin to it destination
without the tanker visiting other ports for loading or
discharging of other cargos. The option of time
chartering other tankers to fulfill shipment orders is
another characteristic that differentiate TRSPs. Some of
the existing models such as those of Rao & Zionts
(1968), Brown et al. (1987), Bausch et al. (1998),
Sherali et al. (1999) and Brgnmo et al. (2007) account
for this option while others omit this option. The last
two distinguishing problem characteristics are related
and they are associated with the nature of shipment
orders and problem objective. Most of the earlier
models address TRSPs with a set of given shipment
orders and with the objective of fulfilling all these
orders at minimum costs. In contrast, recently
developed models like those of Jetlund and Karimi
(2004), Neo et al. (2006) and Brgnmo et al. (2007)
considered a problem where there are decisions
pertinent to selection of shipment orders that are to be
fulfilled with the objective of profit maximization. See
Table 1 for an overview of differences in problem
characteristics among the selected models.

Essentially, there are two approaches of solving
TRSPs. One employs pure optimization techniques to
determine optimal solutions of problems concerned.
Examples of such approach can be found in Appelgren
(1971), Brown et al (1987), Bausch et al. (1998), etc.
But application of their solution methods in the industry
is limited primarily due to excessive computational
times needed to solve problems of industrial scale. Due
to enormous complexity of TRSPs, the solution time
needed to solve them to optimality increases
exponentially with problem size. In addition, the
application of these methods also tends to be inhibited
by specific characteristics of their respective problems.
Recall from Table 1 that both Appelgren (1971) and
Brown et al (1987) address problems which only have
direct shipment of cargos while the problem in Bausch
et al. (1998) has a predetermined set of shipment orders.



Table 1. Key Problem Characteristics and Operating
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In contrast, the second approach of addressing
TRSPs uses heuristics that usually have the capability to
derive good solutions of large scale problems in much
lesser computational times than the first approach.
These heuristics can be found in Mckay and Harley
(1974), Sherali et al. (1999), Jetlund and Karimi (2004),
and Brgnmo et al. (2007) and they tend to meet the
basic operational need of tanker companies which
typically require short turnaround times to generate
good routes and schedules for their fleets. Generally,
these heuristics are able to determine good solutions
efficiently by (1) novel mathematical formulation that
makes problem more tractable (e.g. Sherali et al., 1999
and Jetlund & Karimi, 2004) than other conventional
approaches, (2) leveraging the prowess of intelligence-
based search algorithms as in Mckay and Harley (1974)
and Brgnmo et al., 2007). See Table 2 for details of
solution approaches of all selected models.

Table 2: Solution Methods (SM) of Selected Models

PC | sM* Remarks

& | POM | Appliss transportation theory which smploys sinplax method

© | POM | Employs column generation scheme that mvolves solving out-oflilter subprotlems

c | POM | Apphiss branch and bound algorithm with Dantzig, Wolfe decatmposition techriqus
7 step approach: () generates = set of possible schedules and then (2) determines

d H | the hest one ty employing an iterstive scheme that solves a linear programming
(LF) model

o | rom | 2 #ep approach (1) generates all possiule schedules and then (2) delermines the
optimal ons by solving a SP madel
Uses Lagrangian relazation lo generate a sel of feasible schedules (which include

£ | FOM | ihe optimal one) and use a modified Eenders' decomposition to determine the
optimal one
7 step approach: (1) generates all possible schedules and then (2) determines the

g | rPom t ;
optimat one by sotving a SF madel

4 H Uses a specialized rolling horizon hewristic to solve practical sized problems that
are represented by aggrezated model

i H | Uses the slot-based modsling approach and a decomposition-based algotithm

i | POM | Uses commercial solver (CFLEX)

B H | Uses multi-start local search approash

* POM = Pure Optimization Method; H = Heuristic

Evidently, many solution techniques that cater to
different types of TRSPs have evolved over the years.
Nevertheless, majority of them have limited application
potential in tanker business world due to omission of
key operating constraints faced by tanker owners. To
the best of the authors’ knowledge, no tanker routing
and scheduling models account for the aforementioned
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two stowage constraints explicitly and concurrently till
the publication of Neo et al. (2006). But the latter fail to
offer efficient solution methodology that can meet the
practical needs of industry practitioners. For example, it
took more than five hours to solve their model for a
simple single tanker problem. Clearly, this model alone
cannot meet the industry needs since tanker owners
usually require a much shorter solution time to address
a larger scale problem which involves multiple vessels.
In our effort to bridge this application gap, this
paper introduces a novel solution methodology that can
(1) efficiently solve TRSP with all key operating
constraints, and (2) meet the practical needs of industry
practitioners. To illustrate effectiveness of our proposed
approach, we apply our new solution approach to solve
a realistic TRSP of industrial scale. In addition to
highlighting the pros and cons of our tool relative to
existing tools, this paper also discuss research
opportunities that remain available in this field.

3. PROBLEM STATEMENT

Essentially, the TRSP that we are addressing in this
paper is similar as the multi-ship problem described in
Jetlund and Karimi (2004) and underlying assumptions
in both problems are also similar. The key difference in
these two problems lies in the account of cargo-tank and
cargo-cargo restrictions which are omitted in the model
formulation of Jetlund and Karimi (2004). In our effort
to make this paper complete and self-explanatory, we
describe our TSRP and its assumptions as follows.

We consider a fleet of S tankers (s = 1,2,...,5)
where the following information is known for each
tanker s at the start of planning horizon: (1) its current
location, (2) the set L (loaded) of cargos on board the
tanker s, (3) cargo stowage plan of these loaded
cargoes, (4) the route (i.e. sequence of port visit) and
schedule of s, and (5) the cargo j (j € L) to be unloaded
at each port, (6) its total volumetric and weight carrying
capacities, (7) its total number of cargo tanks and
capacity of each of these tanks. In addition, there is also
a set U (unloaded) of potential cargos that is available
for pick up by any tanker in the fleet. Critical
information pertinent to each of these potential cargos j
(j € V) are available and they include its pickup port,
discharge port, and size in volume and weight. There
is also a time window of pickup for each of these
potential cargos j (j € U) which is denoted as (EPT;,
LPT;), where EPT; is the earliest pickup time and LPT;
the latest pickup time. In the planning horizon which is
4 week long or so, a tanker s may serve some or all of
the set U of potential cargos in addition to those in L.
U also includes the transshipment cargos with assigned
time windows for pickup by small ships. A tanker s can
possibly visit P ports (i = 1, 2, . . ., P) which consist of
all the pickup and discharge ports of cargoes in Ls and
discharge ports of cargoes in U. Whenever a tanker s
visits a port i, it pays a fixed port charge of PC;; which
depends mainly on the size/capacity (dwt) of s and the
number of berths that it visits. Typically, a ship anchors
after arrival at a port and waits for a free berth to load



and/or discharge cargos. Before it can berth and before

it can leave a port, it must go through inspections. We

assume a fixed total inspection time, T,y at any port for
all the tankers.

The objective of our TRSP is to maximize the
expected total profit of the tanker company over the
planning horizon by (1) selecting the cargos that the
fleet should serve subject to all relevant constraints, and
(2) deriving the cargo stowage plan as well as the route
and schedule of every tanker in the fleet. The total profit
is revenue arising from the service of cargos minus the
port costs, time charter cost, tank changeover costs and
fuel costs of all tankers. We also make the following
assumptions to simplify the problem or to estimate
some parameters:

(1) Each tanker capacity is constrained only by its
total volume or deadweight in tonnes.

(2)  Every tanker belongs to a certain class based on
its deadweight capacity. We estimate port cost as
the average cost of approaching a port for the
ships of the respective class.

(3) Speeds of each tanker s in ballast and laden

B L . "
voyages are constant at V, and V_ nautical mile

per hour (nm/h) respectively.

(4)  There are four main fuel oil consumption rates to
consider for each tanker s and they are linear
functions of time spent at sea, time spent at port
during cargo loading, time spent at port due to
cargo unloading, time spent on tank cleaning
respectively. At ports where there are both cargo
loading and unloading activities, the fuel
consumption rate is assumed to be average of the
consumption rates at port during cargo loading
and loading.

(5) Loading and discharge times are given by the
total cargo volume or weight transferred divided
by the relevant pump rates. The resulting service
time is a conservative measure, as a carrier
sometimes would be able to load and/or
discharge multiple cargos at the same time. In
other words, we do not model the actual port
operations in detail. This is also reasonable for a
planning model and also because as a ship may
spend as much as 40% of its total time waiting at
ports rather than in actual port operations.

(6) Inspection time before berthing and that before
leaving the port are both 0.5T 4y, for every tanker.

(7)  Once a tanker loads a cargo, it must deliver that
cargo. It cannot transship that cargo to another
vessel.

(8)  Cargo deliveries have no due-dates.

(9)  Any vessel instability that arises due to cargo
stowage can be adequately rectified by filling the
ballast tanks to their respective appropriate
levels.

To this end, it is important to highlight three key
features of our TRSP which not only distinguish it from
other problems but also make it more computationally
challenging to solve. First, our problem accounts for
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different voyage speeds for each tanker based on
whether the latter is in laden or ballast voyage. This
reflects more realistically of the industry practice where
the ballast speed is usually higher than the laden speed

(i.e. VSB>VSL). Second, our TRSP also represents the

fuel consumption of vessels more realistically by having
consumption rates which differ according the vessel
activities. In contrast, all existing TRSPs in literature do
not have such detailed representation of fuel
consumption rates. A more realistic representation of
the fuel consumption is clearly crucial in the current
business environment where bunker fuel constitutes 40-
90% of a vessel daily operating costs and fuel prices
have risen by almost 300% over the last three years.
Third, our TRSP does not restrict the number of visits
by each tanker to any port over a given planning
horizon. In the TRSPs of Jetlund and Karimi (2004) and
Neo et al. (2006), the authors limit the number of visit
to any port by a vessel to a maximum of one.

4. NOVEL SOLUTION FRAMEWORK

Due to confidentiality reasons, we cannot disclose the
technical details of our new solution framework to any
external party. As such, we will not present or describe
any details of the algorithmic steps involved in our
solution framework in this paper. Instead, we only
highlight the key features of our new novel solution
approach which allow it to solve TRSPs of industrial
scale efficiently and meet the practical needs of industry
practitioners.

Essentially, our new methodology entails an
implicit enumeration algorithm that aims to generate
good  cargo-tanker  combinations, and their
corresponding routes and schedules, feasible cargo
stowage plans. It also involves one final step of solving
a set-partitioning model who aims determine the best
(in terms of overall profit) cargo-tanker combinations,
and the corresponding cargo stowage plan, route and
schedule of each tanker of each tanker. The novelty of
our new solution approach stems primarily from the
ability of a heuristic to determine a good cargo stowage
plan, a good route of and schedule of a tanker by
enumerating only a fraction of all possible
permutations.

Through our experimental studies that were based
on industrially realistic data, we are able to demonstrate
that the aforementioned heuristic can (1) derive optimal
route and schedule of a tanker in more than 98% of
randomly generated problems, and (2) derive a feasible
cargo stowage plan that satisfies the cargo-cargo, cargo-
tank restrictions and meets the business needs of tanker
owners. More importantly, this heuristic is also able to
arrive at a solution to a given TRSP using minimal time
which is in terms of seconds on a desktop PC.

Leveraging on the heuristic’s ability to determine
good route and scheduling, cargo stowage plan of a
tanker efficiently, we strategically employ it in our new
solution framework to iteratively generate good cargo-
tanker combinations with the corresponding stowage
plans, routes and schedules of tankers. With this set of



cargo-tanker combinations and their respective stowage
plans, routes and schedules of tankers, our solution
framework will then proceed to solve a set partitioning
(SP) model which has the objective of maximizing the
total profit of the fleet of tankers over the given
planning horizon. Essentially, the SP model has two
constraints. One ensures that each of the pending cargos
(j € U) can only be assigned to at most one tanker while
the other ensures that each tanker s is assigned to only
one route and schedule.

5. CASE STUDY

To illustrate effectiveness of our proposed approach, we
apply our new solution approach to solve a realistic
TRSP of industrial scale. Basically, the problem is
similar to the one described in Jetlund and Karimi
(2004) where it consists of 10 tankers (5,800-
11,000dwt, 10-12 cargo tanks), 42 pending cargos to be
picked up by tankers, 37 onboard cargos at time zero
and 42 ports. However, our TRSP is more complex
primarily due to two main reasons. First, it includes
cargo stowage decisions with account of cargo-cargo
and cargo-tank restrictions. Second, our TRSP accounts
for tank cleaning time requirements which are
dependent on the order of cargo changeovers. In
contrast, the TRSP in Jetlund and Karimi (2004) does
not include these decisions, restrictions and
requirements. As such, we randomly generate additional
data to account for cargo-cargo and cargo-tank
restrictions, as well as tank cleaning time requirements.
Due to the sheer size of this extra data set, we are
unable to present them all fully in tabular formats. The
readers may obtain the full data for this problem by
contacting the corresponding author.

We code our new solution methodology in Visual
C++ and then use it solve the aforementioned problem.
We ran our program on a Windows XP desktop PC with
Pentium 4 (2.4 GHz) processor and 256MB RAM. In
less than 20 minutes, the program is able to determine
the cargo-tanker combinations, cargo stowage plans,
routes and schedules of all tankers which offer good
total profit to the tanker company over the given
planning horizon. Table 3 presents the solution
overview  which includes the number  of
route/schedule/stowage (r/s/s) plans generated, profit of
r/s/s plan selected by solving the aforementioned SP
model, onboard cargos (at time zero) and new cargos
(based on selected r/s/s plan) of every tanker in the
problem. Figure 2 also shows the routes and schedules
of all tankers in the problem based on the solution
derived by our new solution methodology. For
illustration purpose, we also present the cargo stowage
plan of tanker S1 based on its selected r/s/s in Table 4.
For example, cargo C6 (which is loaded and unloaded
by S1 during its fourth and tenth port of visit) is stowed
in tank T11 and T12 in parcels of 851.4m* and 859.1m*
respectively.

From the above discussion, it is clear that our new
solution methodology offers a practical and efficient
approach to address TRSP in two major ways. First, the
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proposed approach does not require advanced
computing hardware to execute the underlying
algorithmic procedure. Moreover, it requires minimal
time to determine a good and feasible solution which
satisfies all key operational constraints faced by tanker
operators.

Table 3: Solution Overview of Case Study
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Figure 2: Routes and Schedules of Tankers

Table 4: Cargo Stowage Plan of Tanker S1 in Case
Study
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6. CONCLUSION
This paper makes
contributions towards

some primal and significant
research on tanker routing and



scheduling primarily via the introduction of a novel
solution framework that can address TRSP of industrial
scale and with account of key operational constraints
faced by tanker owners. These constraints include those
pertinent to cargo pickup time windows, cargo stowage
conditions and tank cleaning requirements. It is also
important to highlight the proposed algorithmic
procedure can be conveniently modified for evaluation
purposes or to accommodate to preferences of tanker
owners. For example, tanker owners may want to
evaluate the impact of assigning specific cargos (j € U)
to specific tankers on their bottom-lines. Or they may
have preferences on the available tonnage supply at
specific regions at specific time intervals of the future
so that their tanker companies will be in a better
position to capitalize on the potential spot chartering
opportunities that have been identified. In both such
incidents, the need or preference of the decision-makers
can be easily accommodated with only minor
modifications of few algorithmic steps in our proposed
solution methodology. To the best of the authors’
knowledge, a solution methodology with all the
abovementioned features for routing and scheduling of
tankers does not exist in the literature.

Nevertheless, improvement opportunity remains
available in this field, particularly in the area of solution
methodology development. Clearly, there are other
extensions of the TRSP addressed in this paper which
are relevant to the tanker industry and which need to be
addressed. Some of these industrially relevant problem
extensions include (1) addition of bunking decisions,
(2) encompassing ballast water allocation decisions to
manage ship stability, and (3) treatment of vessel speeds
as decision variables, which are based on laden weight
of a voyage to manage fuel consumption. Inevitably,
these extensions complicate the problem drastically and
require the development of new solution approaches
which may differ from our proposed solution
framework. However, these extensions do offer exciting
research opportunities which can significantly enhance
decision-making processes of tanker companies in their
tasks of routing of scheduling of tankers.
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ABSTRACT

Despite the prevalence of optimization models in
academic literature that address a wide variety of
maritime transportation planning problems and the
significant cost saving opportunities that these models
can offer, their applications in maritime chemical
logistics remain few and far between. In this paper, we
aim to address the overlook of optimization models by
industry practitioners in two ways. First, we present
several models developed by our group that can address
realistic problems in maritime chemical logistics.
Second, we identify and describe future research
opportunities in this field. On the whole, several
opportunities remain available for improving the
decision-making processes in maritime chemical
logistics via optimization modeling, and for addressing
the practical needs of various stakeholders which
include port operators, shipping and chemical
companies.

Keywords: maritime chemical logistics, optimization
models, research,

1. INTRODUCTION

Since the industrial revolution in the late 18th and early
19th century, the contribution of chemical industry to
global economic growth is increasingly significant. The
global chemical trade which hit more than US$1.24
trillion in 2006 has achieved an impressive 14% average
annualized growth between 2000 and 2006 (World
Trade Organization, 2007). Correspondingly, the
demand for maritime transport and logistics for the
chemical industry has also increased over the years.
Heideloff et al. (2005) stated that the capacity of ships
(300 gross tons and over) that primarily support the
global chemical industry and comprise oil, chemical,
and liquid gas tankers, grew 3% annually between 2001
and 2005 to reach 368.4 million deadweight ton (dwt) at
the beginning of 2005. In addition, the world has also
been witnessing a flurry of expansion in chemical
terminaling and storage facilities that include the bulk
liquid terminals as reported by Markarian (2000) to
accommodate the rise in the global demand of chemical
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products and seaborne chemical trade. Recently, Royal
Vopak (2008) have decided to continue the Phase 4
capacity expansion project of their Banyan terminal
which is expected to be completed in June 2009. The
terminal will then have a total capacity of 1,245,000m°.
After officially opened a new tank farm of 380,000m® at
the Fujairah terminal in February 2008, Royal Vopak
are now evaluating the feasibility of expanding it by
another 1,200,000m® with construction of new jetties
that have four to six docking spaces. Evidently, the
growth in the fleet of ships and the expansion of port
facilities supporting the chemical industry that take
place in tandem with the growth of global chemical
industry highlight the importance of maritime transport
in global chemical logistics.

Efficient and cost-effective management of
maritime chemical logistics is clearly crucial to the
financial success of global chemical supply chains,
since the logistics costs can be as high as 20% or more
of purchasing costs (Karimi et al., 2002). Maritime
transportation planning problems in general have
attracted the interest of academic researchers since the
1950s. Many of existing optimization models in the
literature can address a variety of problems in maritime
chemical logistics and they include ship routing and
scheduling, fleet sizing and allocation, logistics network
design, port or terminal operation planning, etc.
Nevertheless, their applications in the industry remain
limited. This phenomenon could be attributed to two
key reasons. First, many of the industry practitioners are
not aware of the availability of such optimization
models that can support their decision-making
processes. Second, there are practitioners who are
aware of their availability but are somehow either
intimidated by the underlying mathematical complexity
of these models or doubtful of their ability to address
their planning problems. Though it is true that majority
of existing optimization models are mathematically
complex, that should not deter industry practitioners
from applying them as end-users, especially if extensive
experimental studies have proven problem solving
ability of these models. Moreover, given the
increasingly complex and competitive business



environment in maritime chemical logistics, it is
important that major stakeholders like port operators,
ship owners, and chemical companies learn the science,
not just the art, of running their businesses so that
critical decisions can be made systematically and
objectively. Clearly, one effective means of making
systematic and objective decisions can be accomplished
via the application of optimization models.

This paper aims to address the underutilization of
optimization models in maritime chemical logistics in
two ways. First, we describe planning problems in
maritime  chemical logistics, and introduce
optimizations models developed by our group that
address these problems. Second, we identify and
describe future research opportunities in each of these
problems which will improve the application of
optimization models in the industry. On the whole,
several opportunities remain available for improving the
decision-making processes in maritime chemical
logistics via optimization modeling, and for addressing
the practical needs of various stakeholders which
include port operators, shipping and chemical
companies

2. ACADEMIC RESEARCH

This section aims to offer readers a brief overview of
major research works done by our group that use
optimization-based models to address six important
transportation planning problems in the realm of
maritime chemical logistics. We divide our review into
six parts and for each part, we (1) introduce the problem
background, (2) describe our optimization-based
approach to address the problem, and (3) identify
opportunities for further research.

2.1. Product Pooling Location-Allocation

In practice, producers of liquid chemicals do not share
their storage facilities even when their products are
similar in terms of quality and storage requirements.
These producers usually store their products
individually in dedicated storage tanks before they are
discharged into chemical tankers for delivery to their
respective destination ports. Similarly, these ports are
also equipped with storage tanks to receive the cargos
from the chemical tankers. The storage tanks at a
destination port belong either to an industrial customer
who needs the cargos as feedstock for its manufacturing
processes or to a third party logistics (3PL) company
which manages the storage activities of cargos on behalf
of its industrial clients. Even when the storage tanks are
owned by 3PL companies, each of them will be
dedicated to only one client and not be shared among
different clients.

With collaborative logistics being a buzzword in
the business world today, the current storage
arrangement of liquid chemicals described above has
ample room for improvement. Clearly, producers of
liquid chemicals with same commercial grades can
harness significant cost savings if they share the storage
facilities of their products before they are distributed to
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their respective customers via short and frequent milk
runs. This is both technically and financially feasible,
especially when (1) these chemicals are manufactured
using mature and stable production technologies and (2)
their storage requirements are similar, and (3) customers
of these producers are in the same vicinity. Such
arrangement of pooling chemicals from multiple
producers at shared storage facilities prior to their
delivery to their respective customers is an excellent
example of collaborative logistics. By collaborating
with each other in the storage and transportation of
chemicals, chemical companies can achieve the
economies of scale in storage and distribution costs that
cannot be attained individually.

To help potential pooling companies make strategic
logistics design decisions for product pooling
arrangement, Tong (2003) and Tong et al. (2006)
developed a solution strategy which entails a multi-
period mixed-integer linear programming (MILP)
model and a heuristic. The model serves to determine
the optimal product pooling locations, and capacities of
terminals while the heuristic generates routes of milk
runs that serve the suppliers and customers. The authors
also applied their solution approach on a realistic
problem of industrial scale which entails determination
of methanol pooling location in the Asia Pacific region.

Several extensions of this problem are possible,
which  would address some practical features.
Specifically, one needs to consider multiple products
and transport via parcel tankers. This will require a
faster and integrated methodology to address routing
and location problems. Finally, uncertainty always
exists in business data such as demand and freight rates,
and models are needed for addressing these.

2.2. Routing and Scheduling of Chemical Tankers
World-scale chemical processing facilities in major
production centers in the US, Europe and Middle East
export a wide range of chemical and petrochemical
products to downstream manufacturers worldwide.
Earnings of major operators engaged in shipping of
bulk liquid chemicals are mainly derived from this
deep-sea trade, where fleets of multi-compartment
chemical tankers shuttle between major production
ports and manufacturers worldwide.

Ships are capital-intensive and their operating cost
can run in ten thousands of dollars a day per ship.
Whether it is a chemical company that owns and
manages a fleet of ships, or a shipping company that
manages the fleet and is hired by a chemical company
via a third 3PL provider, the ultimate cost of logistics
directly affects the cost effectiveness of global chemical
supply chains. Efficient routing and scheduling of
multi-parcel chemical tankers is therefore a key
challenge for both chemical and shipping industries. An
optimal assignment of cargos and schedules to a fleet of
carriers is a complex combinatorial problem.
Nevertheless, many shipping companies still route and
schedule their ships manually. Hence, the potential for



improving the scheduling process in maritime
transportation is considerable. Computer-based decision
support systems (DSS) with optimization routines can
be valuable to fleet operators in achieving efficient fleet
operation, which would eventually benefit the global
chemical industry.

To improve the decision-making processes in
management of parcel tankers, Jetlund and Karimi
(2004) used the slot-based modeling approach (Karimi
and McDonald, 1997) to develop a profit maximization
MILP model for routing and scheduling parcel tankers
engaged in the shipping of bulk liquid chemicals with
cargo pickup time-windows. They proposed a heuristic
decomposition algorithm that obtains the fleet schedule
by repeatedly solving the base formulation for a single
ship. Their solution approach is generally applicable to
all kinds of carriers engaged in the transportation of
multiple commodities, and to transportation systems
where frequent schedule updates or a short-term
planning horizon is required.

To the best of the authors’ knowledge, none of the
existing models that address routing and scheduling of
chemical tankers account for the operational constraints
pertinent ship stability and cargo stowage till the recent
publication of our work. Neo et al. (2006) introduced a
new routing and scheduling model that accounts
explicitly the unique operational limitations of chemical
tankers.  Essentially their new model which is an
extension of single-ship model of Jetlund and Karimi
(2004) involves deciding which ports should the ship
visit and in which sequence, which cargoes it should
pickup and unload, and when, which tanks should each
cargo be assigned and when over the entire trip so as to
maximize the profit for the ship.

Though many of the existing ship routing and
scheduling models have been developed for maritime
chemical logistics, they possess some shortcomings that
adversely affect their application in the industry. First,
no existing ship routing and scheduling model
comprehensively accounts for all key operating
constraints. Practically all existing models account for
only some of these constraints and ignore the rest. As
such, this limits their application potential in maritime
chemical logistics. Second, none of the existing models
account for uncertainty in parameters. One reason could
be that even the deterministic forms for these models
are NP hard problems. However, shipping companies
must routinely contend with a wide variety of
uncertainties due to weather-induced voyage delays and
mechanical problems of vessels, and accounting for
these uncertainties is definitely crucial from an
industrial standpoint. Thus, a stochastic model with a
reasonably practical algorithm, which comprehensively
addresses uncertainties will be of significant practical
value to most shipping companies. Finally, cargo
compatibility and ship stability are also important
considerations in maritime chemical logistics and have
not been addressed satisfactorily by the existing models.
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2.3. Scheduling Trans-shipment Operations in
Maritime Chemical Transportation

Shipment of chemical cargos can be broadly classified
into two main types, namely deep-sea and short-sea
shipping. Deep-sea shipping entails transportation of
cargos between continents in deep seawater, where
large multi-compartment tankers move large volumes of
cargos between major ports and manufacturers. In
contrast, short-sea shipping focuses transportation of
cargos with regional areas. It normally involves smaller
multi-compartment vessels that travel relatively short
distances between regional ports. When deep-sea
carriers arrive at major ports, they not only unload some
cargos, but they also directly (ship-to-ship) transfer
some cargos to short-sea carriers for further delivery to
regional ports. This reduces transport costs, because the
fuel and time-charter costs of deep-sea carriers are far
greater than those of short-sea carriers. Furthermore,
deep-sea carriers often cannot enter shallow destination
ports, because of draft limitations. Then, the only way
to deliver cargos to regional destinations is by
transferring them to the smaller carriers that can access
regional ports. The operation of transferring cargos
directly (ship-to-ship) from intercontinental deep-sea to
regional short-sea carriers or, generally, from one vessel
to another is called trans-shipment.

Over the years, the increase in deep-sea and short-
sea shipping activities globally and the myriad of
mergers, acquisitions, and collaboration are increasing
the demand for trans-shipment operations. The main
feature that distinguishes the trans-shipment of
chemicals from that of other goods is that the transfer
must be direct via a hose, making it necessary for both
the donor and recipient ships to be engaged in the
operation simultaneously. Unlike most other goods or
containers that can simply be stored at a port for a
period before another ship collects them, a donor ship
cannot simply dump a non-containerized chemical
cargo at a port and leave, and let the recipient ship
collect it some time later. Most ports do not have
facilities for such temporary storage. Such a delayed
transfer would normally require a 3PL facility and
would incur significant additional costs. Moreover,
when multiple ships are involved in trans-shipment,
multiple trans-shipment operations may overlap in time,
queues of ships may develop and congestion may occur.
This congestion may lead to delays and subsequent
costs, if one does not synchronize and schedule the
various requests optimally. Clearly, a careful scheduling
is crucial and extremely important under such
circumstances for the shipping companies, because
ships are highly capital-intensive assets with operating
costs. In addition, port costs also increase with the time
that a ship spends at a port and can be substantial.
Sometimes, even the demurrage of tankers may be
important and this can be several thousand U.S. dollars
per day. Therefore, there is a tremendous need for
systematic scheduling procedures that minimize the
total cost of trans-shipment operations.



No optimization model has been developed to
address such trans-shipment scheduling problem till
recently when Huang and Karimi (2006a) introduced a
MILP scheduling model for a general trans-shipment
scenario for regional distribution, where multiple large
donor-carriers trans-ship bulk liquid cargos to multiple
small recipient-carriers at a trans-shipment location.
Their model aims to determine the sequence in, the
sides (larboard or starboard) from, and the times at
which, each recipient ship should receive cargos to
minimize the total time-charter costs of all ships. They
also presented and compared several alternative
formulations of their model. To address large problems,
the authors introduced a novel approach which
simplifies their rigorous model heuristically using a
cargo aggregation assumption. This approach reduces
the formulation size tremendously and decreases model
solution times by around 2 orders of magnitude, yet
gives near-optimal solutions. This heuristic model
promises to be very effective for solving large problems
of practical interest. Compared to the manual
procedures used in practice for such problems, their
MILP models promise to reduce the total operation cost
by up to 6.32%.

Essentially, further research opportunities in this
field are similar to those described in previous section.
One entails comprehensive account of realistic
operating constraints so as to improve application
potential of optimization models. The other one
concerns the account of uncertainty induced by weather
and mechanical problems of vessels, and development
of efficient solution methodologies to address problems
with uncertainty.

2.4. Scheduling Tanker-Lightering Operations in
Crude Qil Transportation

In marine transportation of crude oil, fully loaded large
crude oil tankers such as Very large crude carrier
(VLCC) and Ultra Large Crude Carrier (ULCC) usually
cannot pass through shallow channels or dock at
shallow ports due to shallow drafts, narrow entrances,
or small berths. Under such circumstances, small
vessels are employed to unload a part of the crude oil
from the tanker at offshore deep sea in order to reduce
its draft and enable its entry into a shallow channel or
port. Subsequently, both the tanker and the small
vessels travel to the refinery port to deliver the crude
oil. The direct ship-to-ship transfer of crude oil from
large tankers to small vessels in order to lighter the
tankers is called tanker lightering. The large tankers that
require lightering are called ship-to-be-lightered
(STBL). The small vessels that unload crude oil from an
STBL and deliver to the destination ports are called
service ships (SS). Apparently, tanker lightering
scheduling problem is a special case of the general
transshipment problem described in the previous
section. However, the former has one distinguishing
characteristic that differs from that of the general
transshipment problem. While the latter normally
involves small vessels making single voyages and then
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all carriers (large and small) continuing to their next
destinations, the tanker lightering operation may
involve multiple voyages of the SSs within the planning
horizon. Therefore, the travel times of SSs between
refineries and lightering locations, the discharge
operations of SSs at the refinery ports outside the
lightering locations, etc. are important considerations in
the problem.

Though a lightering operation incurs additional
cost, it offers two advantages to a refinery. First, tanker
lightering helps reduce the time-charter costs or
demurrage of large tankers (STBL), which can be of the
order of US$100,000 per day, by reducing their waiting
times for unloading. It also helps reduce inventory costs
at the refineries by ensuring on-time delivery of crude
oils. Second, tanker lightering gives flexibility to crude
supplies. For instance, SSs enable faster delivery, as
multiple vessels can simultaneously discharge crude to
different tanks, and deliver parts of the crudes to the
refineries that need them urgently, before an STBL
reaches them. During congestion, tankers may easily
spend days awaiting lightering service and demurrage
costs may pile up rapidly. Because of such extremely
high economic stakes, effective scheduling of lightering
operation is crucial for minimizing logistics costs by
reducing the waiting times of STBLs and increasing the
utilization of SSs.

Unlike other existing models, Huang and Karimi
(2006b) developed two new, continuous-time, slot-
based MILP models that addressed a general and
realistic form of the tanker-lightering scheduling
problem with several realistic and practical features
ignored by previous work. These features include
possibility of multi-compartment service vessels
picking up different crude parcels during one voyage
and making multiple visits to different STBLs during
one voyage, options of selecting crudes to lighter,
accounting for the impact of crude densities, demurrage
and time-charter costs, etc. Based on their numerical
evaluation using literature examples in Lin et al. (2003),
the authors noted that their reduced slot-based
continuous-time formulation appears to be tighter,
simpler, and faster than an existing event-based
formulation by Lin et al. (2003) for a slightly different
version of the tanker-lightering problem. To reduce
solution time required to solve large problem, the
authors simplified their rigorous model slightly by
means of some intuitive heuristic simplifications. A
study was also carried out by the authors to demonstrate
the significant reduction of solution time that can be
achieved by the simplified model.

Several significant issues remain unaddressed and
they offer opportunities for future work on tanker-
lightering scheduling problem. First, existing models
addressed only a static version of the problem, where all
parameters and data are fixed and known. In real life,
operational disruptions do occur unexpectedly. As such,
it is crucial that models can be enhanced in terms of
industry realism by considering the inherent



uncertainties in estimated travel times. Second,
practically all existing tanker-lightering scheduling
models assumed stationary lightering, i.e. the STBLs do
not move, while being lightered. Mobile tanker-
lightering operation is also used in practice, where both
SSs and STBLS travel at a slow speed during the
lightering, which would also be a useful variation of the
problem addressed by existing models.

2.5. Scheduling Tank Container Movements for
Chemical Logistics

When chemical companies seek to transport their liquid
products in quantities much smaller than the parcel sizes
of chemical tankers, they usually turn to container ships.
For this, the chemical producers have to store or pack
their liquid cargos into tank containers prior to their
loading onto container ships. In essence, a tank
container is a cylindrical tank set inside a frame of the
standard dry container which comes in two standard
sizes, namely 20x8.5x8 ft and 40x8.5x8 ft. A major
challenge that the companies using tank containers face
arises from the imbalance of product supply and
demand which results in an imbalance in the container
flows across different regions. There are major flows of
loaded containers from the production centers toward
the wvarious demand centers globally. However,
equivalent flows of products from the demand centers,
which can enable the return of the emptied containers to
the production centers, often do not exist. As a result,
empty containers accumulate at the demand centers,
which must be repositioned to the production centers.
As a result, there are major flows of loaded containers
from the production centers toward the various demand
centers globally. This container imbalance problem is
further exacerbated by the need to clean the tank
containers at various globally distributed cleaning
depots before reuse and with the depots often located
far away from the production centers. Clearly,
significant cost savings can be derived from a
systematic study and optimization of multiproduct tank
container movements and related activities (such as
cleaning) so that there are (1) timely supplies of empty
containers to production sites, (2) systematic transfer of
used containers to cleaning depots after service, and (3)
optimal repositioning of clean and empty containers to
suitable places in anticipation of product orders.

Karimi et al. (2005) were among the first to
undertake a comprehensive study of this important
short-term tank container management problem. They
used an innovative, event-based, “pull” approach to
develop a novel linear programming formulation for the
minimum-cost or maximum-profit scheduling of the
transport and cleaning of multiproduct tank containers
(loaded and empty) given a set of projected shipment
orders in the short-term. The authors also illustrated the
application potential of their models by using it to solve
large and industrially relevant problems with key
practical considerations such as alternate ship
schedules, delivery time windows, and intermodal
transport routes.
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Ample research opportunities do exist in this area.
One key extension is to address uncertainty in container
demand orders and a solution methodology for the
stochastic model. This is important, because most
requests for quotes on containers must be confirmed or
agreed to weeks in advance with competitive rates and
changes and cancellations can occur easily.

2.6. Contract Selection and Tank Allocation in a

Terminaling and Storage Facilities
Due to the need to reduce their capital expenditure
associated with the logistics facilities and to focus on
the core competency of chemical manufacturing,
chemical companies are increasingly outsourcing a
variety of their logistics activities to 3PL firms in recent
years. One key service provided by the 3PL firms to
chemical companies is short-term to long-term storage
of petrochemical and chemical products. Typically,
these 3PL firms own tank storage facilities or tank
storage terminals that are located at strategic ports such
as Singapore, Rotterdam, etc.,, where clusters of
chemical companies operate in the vicinity. A typical
third-party storage terminal may have more than a
hundred tanks with a total storage capacity of 150,000
m? storing a variety of chemicals with varying storage
specifications. The tanks in a storage terminal normally
have different sizes and characteristics to cater to the
variety of storage requirements. Together with the
variety of contract orders raised by the chemical clients,
which are likely to differ based on storage requirements
and time spans, it is clear that the optimal allocation of
tanks to contract orders is a complex combinatorial
issue.

No model has addressed this problem until
recently, when Tay et al. (2005) presented three multi-
period MILP models for selecting contracts and
allocating tanks to contracts in a typical storage terminal
with the objective of profit maximization. For managing
larger facilities, the authors proposed two heuristics.
They also illustrated their models and algorithms with a
case study of industrial scale where the heuristics give
comparable solutions that are roughly 8-9% lower than
the optimum solution. On one hand, they show the
advantage of rigorous optimization, while on the other,
they show that even these heuristics could represent
significant savings compared to the manual procedures
used in the chemical logistics industry.

Like previous problem, the research in this field is
still in its infancy and several opportunities exist from
revenue management to facility design. One of them, as
highlighted by Tay et al. (2005), entails the
representation of a more realistic tank allocation
problem via an account of tank maintenance
requirements. Another research opportunity may also be
in the form of accounting for uncertainty in business
parameters such as forecasted contract orders for
storage tank space. This is especially crucial when the
problem involves a relatively long planning horizon and
a stochastic programming approach would be more
appropriate to determine the optimal tank allocation
decisions.



3. CONCLUSION

In the modern economic era, it is crucial for all
chemical companies, ship and port owners to have
sound strategic, tactical, and operational business plans
that give them a competitive edge to survive in such
turbulent  business environment. However, the
formulation of good business plans can no long rely
solely on the experience of individuals, especially in the
complex marketplace of shipping and chemical
industry. Together with the wide variety of complex
operating constraints in maritime chemical logistics,
good business decisions are no longer intuitive, and ad
hoc, myopic, or simplistic decision-making processes
can be imprudent. In such a complex business
environment, it is important that chemical companies,
ship owners, and port owners learn the science, not just
the art, of running their businesses so that decisions can
be made systematically and objectively. One scientific
way of running business can be accomplished by
employment of optimization models in critical decision-
making processes. With the prevalence of optimization
models that can support and improve these processes, it
is critical that business operators which include
chemical companies, ship and port owners are truly
aware of these models and understand the benefits of
applying them in their organizations. To achieve that,
we have described in this paper several practical
problems in the maritime chemical logistics which can
be addressed using optimization techniques developed
by our group and have also identified several
opportunities for improving the decision-making
processes in maritime chemical logistics with their
unique operating characteristics and constraints in mind.
We have also used realistic case studies to illustrate the
merits of our optimization-based solution approaches
which have potential of benefiting major stakeholders
of maritime chemical logistics significantly.
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ABSTRACT

LNG ports are often located at very remote locations
and have a dedicated function of exporting product to
markets worldwide. Vessels are dedicated to routes
between ports and often are part of the investment.
These are just a couple of the characteristics of a LNG
exporting port. Due to these specific characteristics the
design and simulation of such a port is different from a
normal maritime port. In this paper we identify a set of
attention points that need to be considered and help to
perform a simulation study for a LNG port. We have
applied these attention points to a new LNG port in
Yemen and describe the results and the advantages of
following these additional processes in an early stage of
the simulation study..

Keywords: port design, LNG vessels, discrete event
simulation

1. INTRODUCTION

With the cost of oil increasing, it becomes more
worthwhile to invest in alternative sources of energy.
LNG is one of the fuels rapidly gaining interest, but
LNG is only available at very remote locations. Further
LNG is expensive and hazardous to transport from these
remote locations to ports that can handle and have
storage facilities. With the requirements for LNG
products in the Western world, three types of
investments can be spotted in news papers more often:

e Port Authorities preparing their port for the import
of the product

e Vessels being build and put to use

e New LNG train production facilities with ports for
exporting

In this paper we discuss the complexity and the special
elements in design studies for the third point of the list
above. Compared to a normal export terminal the
following things appear to be of great importance in a
design study for LNG port operation:

e The locations of LNG ports are remote, most often
due to the difficult wind and wave conditions

110

o LNG vessels require large safety distances from
other vessels

e LNG vessels can not be loaded partially, but due to
the bad weather the loading process could be
interrupted

e Production of the LNG is a continuous process,
stopping the process due to lack of storage space is
unacceptable

e Production and throughput flows must not be
stopped due to financial requirements

Several researchers have described how ports and
marine traffic should be simulated (Kidston and Kunz
2008, Thiers 1998, Fu and Fang 1998). Some have even
developed generic toolsets for the modeling of maritime
traffic in a port, for example POSEIDON (Carbone et al
1998). Over the years the generic work has specialized
for container terminals (Mayer et al 2004, Nam et al
2002), but no work has been done specifically for LNG
terminals to the knowledge of the authors.

We believe that the items which are crucial in LNG
port design also have crucial effects to the way a
simulation study for a LNG port must be executed. The
specific elements should be included in the simulation
model and put in the correct perspective in performing
the scenarios for design evaluations. This paper
describes a list of attention points with common options
that are specific in a simulation model for LNG terminal
design.

The second section describes in more detail the
consequences and background of the LNG specific
requirements. The third section describes the attention
points for development of the simulation model for
LNG ports. We applied these attention points
successfully for LNG operations at a port in Yemen and
Russia, which we describe in section 4. We end this
paper with some remarks and conclusions for further
improvement of the framework.

2. SPECIFIC IN LNG SIMULATION STUDY

Vessels that come to a LNG port to be loaded are often
dedicated vessels making a round trip to a market and
back to the port. These vessels will arrive according to a
schedule that is reasonable well adjusted to the nominal
production of the facility. However, the exact arrival



cannot be predicted and is influenced by other events
the vessel has encountered, for example the waiting
time in the port of unloading or weather conditions at
the ocean. The majority of the vessels will arrive, but a
minor set of vessels will arrive between 24 and 56 hours
later then desired based on the levels in the storage.

Once the vessel is arriving, it cannot just go to the
berth. Several conditions need to be met for the vessel,
of which the weather conditions are probably the most
fluctuating. LNG is found at remote areas such as
Middle East, the Pacific or the North pole. At all these
places the weather can be terrible, resulting in high
waves coming from different directions. The design of
the berth layout can reduce the effect of the wave
conditions, but still quite some disturbance can be
encountered by vessels during connection to the berth,
loading or departure to open sea. Correct representation
of these events either requires a historical data file of
the weather, wind and waves in the region or
information from meteocean models.

Additional complexity in the process of vessel
handling is that once a vessel starts with a process, it
cannot stop. The vessel needs to be able to travel
without interruptions to the berth, the vessel cannot
leave the berth half way the loading process and vessel
travel cannot be interrupted during the travel to open
sea.

While the vessel movements are very variable, the
production of the LNG trains is not. It is a constant flow
of product into LNG tanks. The only interferences are
the scheduled maintenance period or breakdowns
somewhere in the train. The maintenance schedule for
LNG trains is a long cycle of up to 5 to 7 years.

3. FRAMEWORK WHAT SHOULD MODEL
CONTAIN

The processes in the simulation model for LNG can be

separated into two parts:

e Production of LNG
e Vessel operation

The simulation model need to contain the items that are
specific for LNG port operations, further specified to
the actual port or production facilities. We identify
attention points that should be incorporated into the
simulation model. These attention points combined
result in the framework for LNG port simulation
models.

The production of the LNG might seem simple,
because it is a constant flow of product into tanks, but it
is affected by three major items:

e Auvailability of storage space in a tank
e Maintenance cycle
e Breakdown occurrences

Availability of storage space in a tank means that the
production will stop if no space is available. It also
means that the LNG production trains have to evaluate
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from a set of tanks which tank to fill. The selection
mechanism will evaluate the tanks that are available for
storage and based on the correct state of the tank. For
example, if two tanks are available, the mechanism will
select the largest tank or the tank with the most
available space still to be filled. Once the LNG
production has filled a tank, a new tank needs to be
selected and this process needs to be triggered.

Attention point 1: Selection mechanism for a tank to fill
be evaluated every time that a tank is filled.

The production process needs to be stopped when all
tanks are full. A restart of the production facilities, even
if the stoppage is only half an hour, requires a couple of
hours before the restart of the production reaches full
speed. The effect of a stoppage of production is thus
larger then just the hours until a vessel starts to empty
the tanks. For example if a vessel is only 1 hour too
late, then the stoppage of production easily takes 10
hours. Unnecessary long stoppages can be avoided by
reducing the rate of production at the moment that the
storage capacity is nearly fully utilized. A reduction of
the production rates for as little as 1 hour can avoid a
complete stoppage of the LNG production facilities.

Attention point 2: Production rate might change when
tanks are about to be full.

In simulation is a rule of thumb that the length of a
simulation replication is approximately three times as
long as the longest effective cycle. The longest cycle in
the LNG production facilities is the scheduled
maintenance cycle of 5 to 7 years. As a result, the cycle
for a simulation should be around 15 to 21 years. If we
also consider the need for multiple replications, then we
might have a total run time of several centuries for valid
results. A trade off might be to focus only on the
months with the maintenance or months with specific
weather to reduce the run time.

Attention point 3: Trade off to handle maintenance of
production facilities in short separate simulation
experiments.

A final point of attention in the shipping study is to
consider the effect of breakdowns to the overall system.
Murphy’s law claims that breakdowns occur when you
least want them, but in a simulation model for shipping
it is much worse if the breakdowns do not occur at all.
The effect of a breakdown is that the storage gets less
filled then would occur given a normal production.
Therefore, a breakdown of production units might cause
that less storage capacity is required and that less
stoppages occur due to overloading the available tanks.
Thus a trade off needs to be made whether it is
worthwhile to consider breakdowns of production trains
in the simulation model.

| Attention point 4: Trade off to include the effect of |




| breakdowns of the production trains.

The vessel operation is a more complex process that
consists of items shown in the process flow underneath:
Vessel arrival at port can be triggered by different
processes. Vessels are part of a network serving
mechanism and the network is designed in such a way
that the vessels should arrive when sufficient product is
in the storage. In normal maritime simulation projects
the vessels that arrive are highly random in number, size
and type. A LNG port does not have this randomness,
only LNG vessels will arrive and the size of LNG
vessels is almost always the same type. There are
different ways to handle the lack of randomness. One
option is to include the complete network of the vessel
and allow vessels to move from the port where the
vessel is loaded to the market port and back. This
requires some more data collection, but has the
advantage of also providing insight in the requirements
for vessels. Vessels can also be generated new into the
system at the moment that they are expected. A
schedule could be defined ahead of the simulation
experiment to define exactly when a vessel is expected
to come based on a constant production or put some
sensors in the tanks that evaluate and trigger a new
vessel to arrive at the moment that sufficient product is
in stock.

Attention point 5: Select a mechanism to handle arrival
of vessels.

Once a vessel arrives near the terminal it is not allowed
directly to go to berth and get loaded. Depending on the
port one or more checks need to be performed before a
vessel is granted permission. The most common
permissions for LNG vessels are the following:

e Capacity in storage - sufficient product should be
available in the storage tanks before the LNG
vessel can move to the berth

e Berth - the berth is available for the LNG vessel

e Wave height- the wave height is not above a
threshold for berthing operations

e Predicted wave height - the predicted wave
height to be expected for the duration of the loading
operation is not exceeding the threshold for vessels
being located at berth

e Channel - the channel to be used to travel to the
berth is available

e Tugs - tugs to support the vessel to move to the
berth are available

e Pilots - pilots to support the vessel to navigate to
the berth are available

e Time period - the vessel arrival applies to time
periods that need to be considered

In addition to the wave height it might also be required
to consider the direction of the waves. For example,
waves coming from the South have hardly any effect to
a vessel, due to the position of the berth and thus the
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waves of the South have a higher threshold then waves
coming from the East. The same applies for the future
wave height resulting in thresholds during the loading
process.

Attention point 6: Decide which conditions need to be
met before a vessel is allowed to travel to the berth of
the port.

The LNG vessel that is allowed to move to the berth
and is ready to perform the operational steps will first
require one or more resources for traveling to the berth.
These resources can be the tugs and pilots, but also
might be the channel and reservations in the future to
have access over crossing points with other waterways.
The conditions mentioned in attention point 6 are all
matched, but still the physical claim to the resources in
the port need to be performed.

Attention point 7: Claim physical resources required for
traveling to the berth

The LNG vessel at the berth will be subject to one or
more processes before the actual loading can start.
These processes are connection to the loading arms,
verifying custom papers etcetera. The actual loading
process will consume LNG from one or more storage
tanks. The LNG wvessel will perform comparable
decisions as have been made by the selection for a tank
to fill from the production trains. The correct tank needs
to be allocated and available to be emptied. When the
selected tank is emptied into a vessel another tank is
selected, until the vessel is loaded ready to leave or until
some kind of disturbance occurs. In some designs of
storage tanks and pipes is decided to empty several
tanks simultaneously to fill a vessel. This includes
additional complexity to the selection mechanism and to
the decisions made to design the number of tanks and
options to consume LNG from a tank to load a vessel.

Attention point 8: Selection mechanism for a tank to be
emptied to load the LNG vessel

Loading operation of a wvessel is vulnerable for
disturbances that occur in reality. The most common
disturbances are:

e Breakdown of one or more loading arms

e Waves above threshold that require stoppage of
loading

e Insufficient product in storage tanks to continue
loading

In the simulation model these disturbances should be
included and also handled. For example, a breakdown
can result in a slower loading rate or it can stop the
loading completely. The high waves can enforce
loading to be temporarily stopped, but it can also mean
that a vessel needs to leave the berth completely and
reconnect to the berth in a later stage.




Attention point 9: Evaluate the applicable disturbances
to the loading process with their effects.

Finally, when the loading is completed, the full LNG
vessel can be prepared to depart to open sea. Again a
range of permissions needs to be verified for
applicability to the specific LNG port. The most
common permissions for LNG vessels leaving the berth
are the following:

e Wave height- the wave height is not above a
threshold for berthing operations

e Channel - the channel to be used to travel to the
berth is available

e Tugs - tugs to support the vessel to move to the
berth are available

e Pilots - pilots to support the vessel to navigate to
the berth are available

e Time period - the vessel arrival applies to time
periods that need to be considered

Attention point 10: Decide which conditions need to be
met before a vessel is allowed to leave the berth to
travel to open sea

The LNG vessel that is allowed to leave the berth will
first require most likely the same resources as it
required to get to the berth for attention point 7.

Attention point 11: Claim physical resources required
for traveling from the berth to open sea

4. EVALUATION

FRAMEWORK
The applicability of the framework and attention points
are underneath demonstrated using two different
simulation studies performed by Sogreah and Systems
Navigator for Total. The first simulation study is a LNG
terminal for a LNG production of 32 million ton annual
in Yemen, the second simulation is a LNG terminal for
production growing from 39 million ton to 117 million

OF APPLICABILITY

ton annual in Russia. The two simulation studies
followed the same process steps as described
underneath:

e Define the requirements of the simulation model
based on the attention points mentioned in section 3

e Develop the simulation model in Arena 11.0

e Interface the simulation model using Scenario
Navigator

e Perform convergence tests for the base design with
weather data from historical files using different
number of replications

e Perform sensitivity
constraints and designs

e Report on outcome of sensitivities with overview
reports and detailed reports of individual vessel
movements and events in production process

scenarios for different
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4.1. LNG Terminal in Yemen

Total is developing a new terminal in Yemen in which 2
LNG production trains will feed 2 tanks. The LNG will
be exported via vessels at one berth. The berth will not
contain break waters, thus different thresholds apply to
the berthing, loading process and forced departures. In
the region especially in June, July and August high
waves affect the vessel movements due to the monsoon.

4.1.1. Attention points in Yemen

Attention point 1: Selection mechanism for a tank to fill
be evaluated every time that a tank is filled.

Both tanks are filled simultaneously

Attention point 2: Production rate might change when
tanks are about to be full.

Sensitivity studies are performed with reducing the
production rate if the tank is above a certain level. In
other sensitivity scenarios the production is completely
reduced during the monsoon period to reduce the risk of
overloading the tank storage.

Attention point 3: Trade off to handle maintenance of
production facilities in short separate simulation
experiments.

Long maintenance is considered in a planning for 7
years with large maintenance of 30 days and short
maintenance of 7 years.

Attention point 4: Trade off to include the effect of
breakdowns of the production trains.

Short breakdowns for the production trains are excluded
of the simulation.

Attention point 5: Select a mechanism to handle arrival
of vessels.

A vessel will be triggered to arrive if the level in the
tank is more than 180.000 tons in both tanks. After this
trigger there is a 5% chance that the vessel is more up to
12 hours late and a 1% chance that a vessel is 12 to 48
hours later than the moment of the trigger.

If a vessel is at the berth loading and the tank
contains more than 180.000 tons, then a new vessel will
only be triggered if the total quantity in the tanks is
sufficient for both vessels.

Attention point 6: Decide which conditions need to be
met before a vessel is allowed to travel to the berth of
the port.




The conditions that need to be met are varied in the
simulation experiments. The base case scenario contains
the following checks:

e Berthis available

e No berthing threshold while traveling to the berth

e No forced departure threshold while loading. The
full loading period will be evaluated, including
extra time for repair to loading arms or delays due
to loading thresholds.

e During the monsoon period vessels only move to
the berth between 6 and 12 in the morning

In some scenarios the vessels were allowed to move
directly to the berth without considering the possibility
of a departure threshold. In these scenarios the number
of forced departures was higher than in the base case.

In some other scenarios the forecasting has been
adjusted with extra strong thresholds or thresholds that
were different for the coming 24 hours and the period
after this.

Attention point 7: Claim physical resources required for
traveling to the berth

The terminal has only one berth and thus only one
vessel at the time needs to be handled. Therefore,
restrictions such as a channel or tugs have not been
considered. The only restriction is the availability of the
berth.

Attention point 8: Selection mechanism for a tank to be
emptied to load the LNG vessel

The two tanks will simultaneously fill the wvessel.
Thanks to the simultaneous loading and the
simultaneous filling will the level in tank 1 always be
the same as in tank 2.

Attention point 9: Evaluate the applicable disturbances
to the loading process with their effects.

The vessels encounter 2 disturbances during the loading
process. The first disturbance is the weather. If the
waves from a certain direction are above a threshold
level the vessels should stop loading or even leave the
berth temporarily to return to the berth once the level of
waves is safe again. The second disturbance that applies
to the vessel is the state of loading arms. The loading
arms have irregular breakdowns in small percentage of
times that the loading is performed. In some very rare
situations even both loading arms are broken down,
stopping the filling of the vessels completely. If only
one of the loading arms has a breakdown, then the
production rate drops from 10 t/hr to 5 t/hr.

Attention point 10: Decide which conditions need to be
met before a vessel is allowed to leave the berth to
travel to open sea
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Vessels are allowed to move to open sea once they are
100% loaded. The vessel does not encounter any
physical issues while leaving.

Attention point 11: Claim physical resources required
for traveling from the berth to open sea

This is similar as attention point 7: the physical
resources are not a restriction.

4.1.2. Simulation model of Yemen
The figure underneath shows the animation of the
simulation model in Yemen with the two active LNG
production trains, the LNG tank storage and the level of
LNG already loaded into the vessel.
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Figure 1: Simulation MODEL in YEMEN

4.1.3. Project conclusions Yemen

The graph underneath shows the waiting time of vessels
in different sensitivity studies and allows easy
comparison of the best configuration and the effects of
different scenarios and tests.

Breakdown of the total waiting time per Base Cases and Sensitivities

The graph is only one of the many performance
indicators that have been (graphically) represented and
provided to the future port operator. Every individual
scenario provided almost 700 pages of structured




documentation enabling detailed analysis of each aspect
of the scenario.

4.2. LNG Terminal in Russia

The Russian authorities have allowed Total and
GazProm to exploit the LNG field 300 kms North of
Murmansk (the Shtokman fields). A first port design
has resulted into 3 different layouts that should
physically be possible to export the LNG production in
phases. The first phase is two berths for handling export
of LNG produced by 1 LNG train. The second phase
will double the production capacity and at the end of the
third phase 3 berths will be available with 6 tanks and 4
LNG production trains.

Depending on the layout the berth will be protected
by break waters or natural riffs, thus different thresholds
apply to the berthing, loading process and forced
departures. Especially from October to April the
weather in this region is bad due to the cold.

4.2.1. Attention points in Russia

Attention point 1: Selection mechanism for a tank to fill
be evaluated every time that a tank is filled.

All tanks available in a phase are filled simultaneously

Attention point 2: Production rate might change when
tanks are about to be full.

Sensitivity studies are performed with reducing the
production rate if the tank level is above the nominal
level, but did not reach the geometrical level of the tank
yet.

Attention point 3: Trade off to handle maintenance of
production facilities in short separate simulation
experiments.

Long maintenance is considered yearly for 32 days.
This maintenance included the required time for
restating the facilities after a stoppage. The LNG trains
schedule their maintenance from the first of the month
May, June, July or August.

Attention point 4: Trade off to include the effect of
breakdowns of the production trains.

Short breakdowns for the production trains are excluded
of the simulation.

Attention point 5: Select a mechanism to handle arrival
of vessels.

The LNG production will be exported by two types of
vessels, Membrane or Spherical vessels. The type of
vessel that arrive next depends on a random chance of
90% or 50% in some sensitivies. A vessel will be
triggered to arrive if the level in all the tanks is more
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than the quantity required to load the vessel. Thi
includes reservations for liquid by vessels that are
already loading at one of the other available vessels.
Thanks to the storage capacity and the ability to handle
several vessels simultaneously it is possible in this port
to have one or more vessels waiting outside in open sea
for access to a berth.

After the trigger that sufficient product is in a tank
for the vessel a delay applies for late arrivals of vessels.
There is a 5% chance that the vessel is more up to 12
hours late and a 1% chance that a vessel is 12 to 48
hours later than the moment of the trigger.

Attention point 6: Decide which conditions need to be
met before a vessel is allowed to travel to the berth of
the port.

The conditions that need to be met are varied in the
simulation experiments. The base case scenario contains
the following checks:

e Berthis available

e No berthing threshold while traveling to the berth

e No forced departure threshold while loading. The
full loading period will be evaluated, including
extra time for repair to loading arms or delays due
to loading thresholds.

e Tugs are available

o No other vessel is traveling through the channel

In some scenarios the vessels were allowed to move
directly to the berth without considering the possibility
of a departure threshold. In these scenarios the number
of forced departures was higher than in the base case.

In some other scenarios the forecasting has been
adjusted with extra strong thresholds or thresholds that
were different for the coming 24 hours and the period
after this, either the full year, or only in the winter
period.

Attention point 7: Claim physical resources required for
traveling to the berth

The terminal has in phase one only one berth and thus
only one vessel at the time needs to be handled. In
phase 2 and 3 the number of berths used by LNG
vessels will be increased, thus the tugs and the channel
availability becomes a limitation.

Attention point 8: Selection mechanism for a tank to be
emptied to load the LNG vessel

All the tanks will simultaneously fill the vessel. Thanks
to the simultaneous loading and the simultaneous filling
will the level in tank 1 always be the same as the level
in the other tanks.

Attention point 9: Evaluate the applicable disturbances
to the loading process with their effects.




The vessels encounter only disturbances due to the
weather. If the waves from a certain direction are above
a threshold level the vessels should stop loading or even
leave the berth temporarily to return to the berth once
the level of waves is safe again.

Attention point 10: Decide which conditions need to be
met before a vessel is allowed to leave the berth to
travel to open sea

Vessels are allowed to move to open sea once they are
100% loaded, the tugs are available and the channel is
not occupied by an other vessel.

Attention point 11: Claim physical resources required
for traveling from the berth to open sea

This is similar as attention point 7: the physical
resources are restricted for tugs and the channel.

4.2.2. Simulation model of Yemen

The figure underneath shows the animation of the
simulation model in Russia with 3 LNG trains, 4 tanks
and 2 loading berths. The purple vessel is a membrane
vessel ready to leave and the orange vessel is a spherical
vessel arriving to be loaded at berth 2.
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Figure 3: Simulation MODEL in RUSSIA

4.2.3. Project conclusions Russia

The graph underneath shows the waiting time of vessels
in different sensitivity studies and allows easy
comparison of the best configuration and the effects of
different scenarios and tests.

The graph is only one of the many performance
indicators that have been (graphically) represented and
provided to the future port operator. Every individual
scenario provided almost 700 pages of structured
documentation enabling detailed analysis of each aspect
of the scenario.
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5. CONCLUSIONS AND FURTHER RESEARCH
The main use of the framework has been in discussing
with the customers the need for modeling their LNG
operation and explain them why certain information is
needed. We found out that the list of possible conditions
to verify permissions require extension. It turned out,
mainly in the simulation study of the LNG operations in
Yemen, that the time periods that apply are different
over the periods of time in the year.

Further we noticed during the model development
and the first analysis, that it would have been very
useful to also specify a framework for reporting and
types of reports to be gained from the simulation model.
Early discussion about the content of the reports would
have enhanced the understanding and reduced the
rework that has been done in final stages.

The framework has helped in the specification for
the simulation model, we foresee further research
whether we could make dedicated simulation building
blocks for the maritime shipping studies like these LNG
ports to enable more rapidly implementation of the
simulation model.
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ABSTRACT

The problem of calculating future capacity of a
projected port involves several uncertainties, which
means that it is not possible to find a single formula that
considers the interaction of the different variables
affecting the port’s operational performance,
particularly considering that many of these variables are
related to stochastic distributions and restrictions in
shared resources. Only a simulation model can consider
all the variables and produce a reliable projection of the
port’s future behavior. It is very important to precisely
estimate the figures because the demurrage costs grows
exponentially as the port’s occupancy moves toward
100%, which directly affects the project’s feasibility.

Keywords: harbour, simulation, steel, investments

1. INTRODUCTION

1.1. Objectives

The objective of this project is to be able to compare
different investment options for the projected port —yet
to be built— at ArcelorMittal Tubarao, a port that will
receive coal and dispatch steel products. The project is
focused in evaluating the capacity of different possible
combinations of equipment and facilities in order to
reach the desired operating capacity with the minimum
investment, considering different market scenarios.

As Silva (1999) stated, the port must be able to
seamlessly organize and maintain continuous flows,
becoming more efficient while processing bigger flows
of merchandize in less time, lowering the costs where
possible. In order to move the high volume loads
required, modern ports have implemented computers
and automatic systems to select the best transporting
strategies —beyond overhead crane managing—, which,
followed by only one person, can attain the results of
hundreds of cargo loaders, diminishing drastically the
cost of services, and quickening the operations.

Besides this analysis, it should be taken into account
that the Brazilian ports suffer the indifference of the
responsible parts towards the expansion of the exporting
market, the modernization of ports, the (unnecessary

high) costs of cabotage or their lack of interest in the
naval industry, as mentioned by Oliveira (2000)

Another important limitation are the inefficiencies
and high operational costs created by applying
traditional but outdated costing and evaluation
techniques, which embroil the predictions about the
system. Thus very important decisions are the result of
outdated estimative policies which results in improper
cost estimation, which severely modify the project
apparent feasibility.

This work attempts to develop a method to
optimize the investment decisions, taking into account
the scenario limitations, aiming for the critical processes
involved. Making use of model simulation techniques is
possible to validate different scenarios and alternatives
in order to be able to detect the highest operational
effectiveness while reducing the needed investment and
minimizing the operational costs. This method solves
the problem of locating the berths, cranes, overhead
cranes, conveyor belts and other high cost critical
equipment.

1.2. Problem Definition

According to Guan and Cheung (2004) the problem of
allocating berths for the ships to arrive will be
considered as a resource allocating problem.

As Moon (2000) defined, the problem consists in
determine the location and berthing time of each
arriving ship. Therefore the planning consists in
assigning each free berth to one arriving ship before its
effective arrival to the berth itself.

According to Brown, Cormican e Lawphongpanich
(1997), requests of berth changing, delays and advanced
arrivals routinely happen and should be taken into
account, since they will cause frequent revisions of the
approved plan.

Due to this high frequency of occurrence, a careful
berthing allocation plan is necessary in order to avoid
incurring in penalties miscalculations and delays
(BROWN et al., 1994).

A typical port, constituted by berths, must be able
to host multiple ships at the same moment (GUAN;
CHEUNG, 2004). When there are no berths available,



the ship must wait its turn behind the docking bar. The
port entering can only be made through the only
channel access which can only be used by a ship at a
time (either to arrive or depart). The priority is given to
loaded arriving ships.

Guan e Cheung (2004) name the sum of waiting
time and processing time (servicing time) of a ship as
its “flowing time”

According to Moon (2000), each ship needs a
specific area and time at the berth in order to unload and
load the corresponding cargo. During this process,
different variables must be taken into account, such as
the ship type and its particular waiting time, the amount
of the products to be loaded or unloaded, and the delay
that any product may have.

Since the moment of arrival of any ship can be
perfectly considered a random variable, it is not
necessary to predict the precise arrival of each ship. IN
the practice it is impossible to planify the precise time
for each ship arrival.

At the beginning of each month , the system
generates a number of ships corresponding to month’s
shipping program; then a UNIFORM(0, 30) days delay
is assigned to each ship.. Dividing the month in regular
periods will not produce a realistic pattern; the selected
approach generates a Poisson distribution for time
between ships arrivals, which is reasonable considering
the multiple factors affecting ships traveling time.

The second most important random factor of the
port model is the servicing time, the time that the ship
has to stay berthed. It is very important due to the long
time it involves and the high variance it possesses.
Factors such as equipment malfunction or availability,
production delays, weather, truck availability, entrance
channel availability and other random factors create a
complex problem that can be easily implemented into
the simulation model but that is impossible to predict
from a plain pre-made formula.

Therefore this factor will also affect with its own
randomness the waiting time of the arriving ships,
creating a highly random port behavior. It is notable that
due to these very same factors the randomness of the
system increases dramatically when the port occupation
approaches to the 100%

1.3. Modeling

This model was developed using the software ARENA
11.0. It includes operations of coal reception and
handling —by conveyors— and steel products retrieval,
loading and dispatching.

The model considers the possibility of operating with
different configurations of unloading equipment, cranes,
berths, and conveyors, as well as the ability to vary the
capacities of each and every resource in order to be able
to contrast diverse available situations.

Different types of ships where defined varying the
capacities, load compositions and resources needed to
unload. Different demand scenarios can be modeled
modifying the arrival frequencies of the types of ships
and the desired dispatching schedule.
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Figure 1: Screenshot of the model while running

1.4. Systems description

This system is composed by two sub-systems almost
independent: The Coal System, and The Products
System.
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Figure 3: Coal System Layout

The project defines a harbors dedicated to receiving
coal. These harbors can only be configured with one or
two berths.

Unloading equipment will extract the coal from the
ship and discharge it on a system of conveyors that will
move away it into the storing area. Special restrictions
exist in order to avoid mixing different kinds of coal,
since they will be sharing conveyors.

Up to three unloading equipments may attend a
single ship, but if needed, unloading equipment may
simultaneously attend two ships at the time.



1.4.2. The Products System
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Figure 4: Layout of Products System

This system is composed by two connected harbors and
a two-way route to the land. The number of berths may
be easily set to one, two, tree or four, while any number
of cranes may be assigned.

Several kinds of products will be loaded by cranes:
slabs, coils, and other steel products. Cranes can move
slabs in groups of two or tree, but have to move
individually each coil.

Products will be transported by trucks from the
storage area to the corresponding berth so the crane
loads the ship with its cargo.

Cranes also have to carefully situate each product
in the ship, demanding time. Each truck will have to
wait until a proper crane is available, generating a queue
for each berth.

Up to three cranes may simultaneously attend a
single ship, if available. Cranes may be shared by
different ships, since each crane can move to another
ship as soon as it finishes its last task (which may or
may not finish the ship’s task queue).

It is critical to verify the interferences among the
different trucks moving both ways, avoiding collisions
and checking if the road’s capacity is enough.

2. CASE STUDY

Since CST shares its port with other companies, as the
port occupancy grows, the operational costs will
increase  exponentially, turning port operations
extremely expensive. As CST 1is involved in an
ambitious expansion plan, this will require the
construction of a completely new port, which will
operate at the required volume while maintaining
competitive costs.

2.1. Scenario Definitions

Possible future scenarios were defined varying the
frequency of each type of ship and balancing the steel
products outcome with the coal that the new scenario
involves.
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Jan Feb Mar
Product Ships
Ship Type |Product Type| Shipment (Tn)
P1 Slabs 55000 1 1
P2 Slabs 40000 3 3
P3 Coil 20000 5 5
P4 Caoil 10000 19 20 \
P5 Various 18000 2 2 )
P6 Slag 50000 1 1 /
Coal Ships
Variety of <
Ship Type Coals Shipment (Tn)
C1 1 30000 1 0
C2 1 55000 1 1 \
C3 1 75000 1 2 \
C4 2 75000 2 2 )
C5 3 75000 1 1
C6 4 75000 0 0

FigureS: Definition of Demand Scenario

Demand was defined on a monthly basis,
considering variations of production level during the
year. The arrival frequency of each type of ship was
created generating a number of ships corresponding to
each month, and assigning to each ship a random delay
time of UNIFORM (0,30) days; resulting in a Poisson
pattern of arrivals.

2.2. Investment Alternatives Definitions
Several variables, involving mayor investments, were
used to define alternatives, each one requires a different
level of investment, as well as different combinations of
assets may be performed using the same budget.

Coal system

e  Number of berths

e Number of Stacker Equipment

e Type and capacity of Stacker Equipment

e Conveyors capacity

Products System
Number of berths
Number of cranes
Capacity of cranes
Space available for trucks waiting at harbor
Time to relocate crane in other berth
Time to load truck at warehouse
Number of trucks available

It was difficult to calculate the best combination of
assets to reach the required capacity, due to multiple
and dynamic bottlenecks in the system.

Different combination of assets will result in
bottlenecks at different points in different moments.
Only the simulation can find the expected performance
under each combination of assets and considering
different scenarios

Each alternative involves a different combination of
assets, that is, more of one type of asset and less of the
other type. For Instance: We can build a bigger channel
allowing two ships circulating at the same time, and
build less berths. Total ship time in harbor (time in
berth + time waiting)



Scen. | Scen. | Scen.
1 2 N
Capacity of Access
Channel ! 2 2
Number of Berths 6 4 2
Number of Cranes 4 6 3
Capacity of Cranes (ton/h) | 1200 | 1000 | 1500
Crane Equipments o o o
Reliability 9% | 95% | 9T%
Number of Stacker
. 1 2 3
Equipment
Capacity of Unload Eq.
(n/h) 1000 | 1500 | 2500
Number of Conveyors 1 2 2
Capacity of Conveyors 1800 900 2000
(ton/h)
Several combinations may sum the same level of
investment, but may differ in their expected
performance.

By linear calculations of capacity balance it is
impossible to reach results in terms of Demurrage costs,
etc.

Testing about 20 scenarios, it was possible to find many
scenarios acceptable in terms of: Reaching Operational
Capacity, reduced costs of Demurrage, acceptable
Supply Reliability and acceptable Service level to
Client’s Ships.

More important, we could test the design under
different demand scenarios and select those (about 4)
showing a robust behavior under a wide range of
situations, and select those that allow us to minimize the
investment.

3. CONCLUSIONS

Investments alternatives may vary by at ranges of
USS$ millions, according to the decision of acquiring
more equipments or cranes, or the amount of berths to
be built, etc.

The model may be possible to reach the same
capacity, involving substantially different amount of
investments; that means it was possible to optimize the
required investment.

Additionally, alternatives apparently good in
certain scenarios may be inadequate to other common
scenarios.

The model allowed CST to find the investments
alternatives that reach the expected capacity, while
maintaining demurrage costs limited in all scenarios,
and minimizing the required investment as well.

3.1. Profit Analysis
The usage of the model may save CST unnecessary
equipment investments and prevent choosing an
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alternative which may generate excessive demurrage
costs in certain scenarios.

4. LITERATURE REVIEW

As previously said, most of the studies focus on
strategic and tactical problems related to container
operations, while avoiding researches about specific
problems of berth allocation.

Kim e Moon (2003) wuse integer linear
programming (ILP) in order to solve the problem using
LINDO®. The computational time it took to solve each
situation increased noticeably while considering more
than 7 berths and the planning horizon was beyond 72
hours. Thus the conclusion that it was impossible to
solve the problem through integer lineal programming
was reached, and a Simulated Annealing algorithm was
suggested to solve berth assignments optimization
problems.

Lim (1998) modeled the problem as a restricted
version of a bi-dimensional storing problem, shown
succinctly trough a graph. In his solution proposal, he
considered a fix berthing time, managing the ship
berthing locations. At the Park and Kim (2003)
research, a crane and berth managing program is
proposed.

Imai, Nishimura e Papadimitriou (2001) considered
the problem of berth allocation for commercial ports. In
first place, it considers the problem as a static berth
allocation problem (SBAP), which can be formulated as
a integer three-dimensional attribution, assuming that
every ship is already waiting at the port while the
berthing plan is defined. Afterwards, attempts to
consider the problem as a dynamic berth allocation
problem (DBAP), which assumes that it is known when
each ship arrives, and they only approach the port when
the corresponding berth is available.

Imai, Nagaiwa and Tat (1994) suggested an
algorithm that minimizes the sum of the waiting times
of the ships at the port, also minimizing the
insatisfaction in terms of berthing order. The berth
allocation problem initially defined as a nonlinear
multicriterial integer problem is redefined as a simple
attributions problem. One of the latest works of Imai,
Nishimura e Papadimitriou (2005) uses some
assumptions taken from Imai, Nishimura e
Papadimitriou (2001), considering that the manipulation
time of the ship depends on where it is berthed.
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ABSTRACT

In the following paper the effect of some critical
parameters on the efficiency of a logistics &
transportation system operating within the supply chain
supporting the large scale retail sector is presented. In
particular a three stages supply chain made up by 5
suppliers, 3 distribution centres and 120 stores, is
considered. A Modelling & Simulation based approach
is used for investigating the relationship between the
mean service level provided to customers and the
organization of the unloading and loading operations at
the distribution centres. To this end two critical
parameters (the trucks arrival time and the trucks
waiting time at the distribution centres) are considered.

Keywords: Logistics & Transportation, Dustribution
systems, Modelling, Simulation,

1. INTRODUCTION

Efficient logistics and transportation processes should
have as priority objective the complete fulfilment of
customers' need, guarantying the right products at the
right time, complying with delivery schedules,
respecting required conditions and minimizing logistics
and transportation costs.

An efficient logistics & transportation system
within the retail sector is characterized by a number of
critical points: huge number of supply chain actors
located in different regions (suppliers, distribution
centres and stores), thousands of items type, different
alternatives for transportations; furthermore in the case
of the fresh food (i.e. fish or meat) additional critical
aspects regards stocking rules, items deterioration and
food quality preservation.

Note that the interactions among the logistic flows
that take place inside the distribution centres can
strongly affect the service level provided to final stores.
In effect within each distribution centre suppliers’
deliveries need to be divided, mixed (for creating the
assortment required by each store), loaded on trucks and
finally shipped to each store. The capability to optimize
the trucks loading scheduling plays an important role
and impacts the system efficiency. Each truck loading
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operation should be scheduled trying to fill the stores
orders in terms of ordered quantity.

There are many examples in which inadequate

supplies and communications caused the decrease of
business market shares associated to revenues reduction
and lower quality of services to customers. Among the
various tools at present available for planning, analysing
and managing logistics and distribution systems,
simulation plays a critical role. Logistics simulation
models are used for planning and analysing the supplies
and communications chains and to test different
possible scenarios such as changes in transportation
modes (by rail, ship etc. or multi-pick and multi-drop
strategies), supply management policies as well as
products demand fluctuations.
The present work focuses on the distribution system
within a supply chain devoted to support the large scale
retail sector. In particular the main goal of the research
work is to investigate the effects of trucks arrival time
and trucks waiting time at the distribution centres on the
mean service level provided to final stores.

Before getting into the details of the paper let us
give a brief summary of the paper. Section 2 describes
processes and activities that take place within the supply
chain. Section 3 presents the experiments carried out by
using the simulation model and section 4 the results
analysis. Finally the conclusions that summarize the
main results achieved by the research work and the
research activities still on going.

2. THE SUPPLY CHAIN AND THE
DISTRIBUTION PROCESS

The figure 1 shows the flows of products and
information within the supply chain. We focalize on
logistics and transportation of fresh products (the supply
chain considered operates in the south part of Italy,
Calabria). Final stores emit purchase orders in the
morning before 9.00 am. The deliveries related to such
orders reach the stores the morning after. Purchase
orders are sent to the distribution centres that according
to items availability, sent new orders to suppliers
(suppliers selection is made according to pre-defined
percentages or according to suppliers prices).



Distribution Final Stores
Centres \/—‘-J
E— ‘ % Information

& Suppliers

Figure 1 — Supply Chain actors, flow of products and
flow of information

As before mentioned the purchase orders regard
fresh products, so each supplier informs the distribution
centres about its products delivery schedule, based on
the number of orders received. Such information is sent
before the 12.00. According to the suppliers’ products
delivery schedule, the distribution centres organize and
schedule the delivery missions to stores.

Note that a truck should leave the distribution
centre for delivering mission only when all the items
required by the stores are available. Let us use the
following notation:

e I : quantity of the item i-th required by
customer j-th
e I, : quantity of the item i-th delivered by the

supplier a

e [;,: quantity of the item i-th delivered by the
supplier b

e Q. : quantity of the item i-th delivered by the
supplier ¢

e t, : Supplier a delivery schedule
e t, : Supplier b delivery schedule
e t. : Supplier c delivery schedule

Consider the logic used by the distribution centres
for missions planning. Let us consider the case of a
single item (the item i-#/). The total quantity of the item
i-th increases as the time goes by (in correspondence of
each supplier’s delivery). The quantity Ijj of the item i-
th required by store j-th is available at the distribution
centre by the time t..

By generalising to n items, trucks arrivals at the
distribution centre should be scheduled by the time t; in
order to provide the store with the required quantity of
items (or to minimize the lost quantity). Note that the
grater is the time t, for truck arrival at the distribution
centre, the higher could be the probability to completely
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fill the store order. To this end the trucks arrival at the
distribution centre is usually scheduled by adding to the
time t, an additional time called t,q.

The historical data analysis shows that the fill rate
provided by suppliers to distribution centres is lower
than one; in other words, it can happen that the quantity
produced and shipped by suppliers is lower than the
quantity ordered by the distribution centres. For each
suppliers and distribution centre, we were able to
identify the probability to have quantity produced and
shipped equals to quantity ordered and the probability
that the quantity produced and ordered takes a value
between zero and the quantity ordered (i.e. this happens
in the case of transportation or production problems).

Due to the problems above mentioned, the
distribution centres can receive items quantity lower
than the required quantity and they have to perform
items distribution to stores according to stores
importance (usually defined by a priority number) and
to trucks waiting time at the distribution centres.

Trucks organisation in the distribution centre is
scheduled as follows: the truck reaches the distribution
centre at a given time as estimated in the evaluation
phase. If the quantity of items ordered by the overriding
store is already available, the truck is loaded and it
leaves the distribution centre to supply the products.

In case the amount of products in the warchouse is
not enough to fill the order of the overriding store, the
operators check whether further deliveries from
suppliers are scheduled. In case other deliveries are
expected, the truck is put on hold for a certain time
interval; otherwise, available products are loaded and
the truck leaves the distribution centre to deliver such
products to the store. In case no products are available,
the truck leaves the distribution centre if and only if
returns must be collected at the store.

Note that the time interval during which trucks
wait at the distribution centres for suppliers’ deliveries
(let us indicate this time with ty) has an impact on the
fill rate provided to customers. Moreover, in case after
the t, time interval, no additional supplies are delivered,
the truck is loaded with available items and leaves the
distribution centre to deliver them and/or to collect
returns. In addition another parameter affecting the fill
rate provided to stores is the time t,y added to the
estimated trucks arrival time at the distribution centre.

The objective of the analysis being proposed in the
paper is to understand the effect of the t,, and t,q on the
fill rate provided to stores. Let Ir;; be the quantity of the
item i-th received by the store j-th, let Ij; be the total
quantity if the item i-th required by the store j-#h, the fill
rate F, is defined as follows.

I’;.’.
F = i=1 ! (1)

Different measures of the fill rate can be evaluated
by using equation 1 in correspondence of different



instant of time: i.e. the fill rate can be evaluated early in
the morning (before trucks departure from the
distribution centres) and at 10:00 am for those
trucks/stores waiting for additional deliveries from
suppliers.

In order to carry out the analysis before mentioned,
we implemented a discrete event simulation model of
the supply chain. The main modelling steps are include
the supplier, distribution centre and store classes
implementation, the integration of the supply chain
actors within a cooperating network (flow of items and
information). Within each class specific activities were
implemented: orders out, pallets unloading, control of
incoming items, returns loading trucks (stores);
customers' order acceptance, suppliers’ selection,
suppliers trucks unloading, items mixing, pallets and
trucks loading for stores deliveries (stores); orders
acceptance, production, items loading on pallets and on
trucks (suppliers).

From a Modelling & Simulation point of view the
system under consideration is a terminating system
since simulation duration is a natural consequence of
the model and of its assumptions. In this type of system
the results accuracy only depends on the number of
replications evaluated so as to ensure a confidence
interval of 95% concerning the fill rate. By replicating 5
times each simulation runs we found out that the
simulated fill rate confidence interval is similar to the
real system fill rate confidence interval.

The simulation model was implemented to carry
out the analysis of sensitivity on the trucks waiting time
at the distribution centre, t,, and on the additional time,
tag, In order to evaluate their impact on the fill rate
provided to stores.

Let 4 be the number of final stores, the mean fill
rate in output from the generic simulation run k is
defined as follows:

5
ZE‘/I,/(
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3. EXPERIMENTAL DESIGN AND
SENSITIVITY ANALYSIS

The validity of the simulation results obviously depends
on how experiments are carried out. Due to this reason,
in the present work simulation runs were carried out by
using the Design of Experiment (DOE).

The sensitivity analysis concerning the effect of t,, and
taa (factors) on the fill rate F, provided to stores
(performance measure) has been carried out by using
the factorial experimental design. In a factorial
experimental design, simulation runs are made for all
possible level combinations of the factors taken into
account. Simulation results obtained according to the
factorial experimental design have been then analyzed
by using the Analysis of Variance. For each factor five
different levels have been considered, as reported in
table 1. TAC and FS are fixed factors, in fact the aim of
the analysis is not to draw conclusions on the entire
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population of factors levels, but to focus only on the
values selected for experiments shown in Table 1.

Table 1 — Five different levels for each factor

tW tad
Level 1 0 0
Level 2 | 30 min 30 min
Level 3 | 60 min 60 min
Level 4 | 90 min 90 min
Level 5 | 120 min | 120 min

Table 2 shows experiments results in correspondence of
each different combination of the factor level, in terms
of mean fill rate provided to final stores. Note that for
each scenario 5 different replications are reported.

3.1 Sensitivity analysis

The aim of the sensitivity analysis is twofold: (i)
identify the effect of t,, and t,4q on the mean fill rate
provided to stores; to this end we aim at evaluating an
analytical model (usually called meta-models of the
simulation models) capable of expressing the
performance measure (the mean fill rate) as function of
the critical parameters being considered (also
conducting a sensitivity analysis devoted to eliminate
insignificant effects); (ii) identify the optimal trucks
organization at the distribution centre both in terms of
trucks waiting time and trucks arrival time at the
distribution centres. The input output analytical model
should be as follows.

Fy = Mty g + (0, %1, )i+ & )

i=1....,5; number of levels of factor t,;
j=1.....,5; number of levels of factor t,g;
k =1.....,5; number of replications.

In equation (3), u is the global average of the simulation
results, t,; is the main effect on Fj of the i-th level of
tw, tagj 1S the main effect on Fyj of the j-th level of t,q,
(tw™*taq)sj 1s the effect on F of the interaction between
the i-th level of t,, and the j-th level of the t,q, while &
is a component of casual error normally distributed
with zero mean and variance o”.

The sensitivity analysis allows to understand the
importance of the main effects t,, and t,4 as well as the
importance of the interaction effects t,, *t,4. To this end
an effect can be neglected when by changing the level
of the factor there is no effect on the mean fill rate. On
the contrary, the effect has to be considered when the
levels of the factor have an impact on the average value
of the fill rate. It is common knowledge that a
sensitivity analysis can be carried out by using the
Analysis of Variance (ANOVA). In effect the ANOVA
factorises the total variability of detected data in
different components and compares the different
components by using a Fisher statistics.



Table 2 — Simulation results

tw taa Frijk
0 0 0.87 | 0.90 0.87 0.88 0.85
0 30 0.83 0.84 0.91 0.85 0.89
0 60 0.88 | 0.89 0.84 0.89 0.80
0 90 0.83 0.87 0.83 0.87 0.89
0 120 0.85 0.88 0.80 0.86 0.88
30 0 0.87 | 0.90 0.85 0.88 0.85
30 30 0.84 | 0.85 0.90 0.85 0.89
30 60 0.90 | 0.85 0.80 0.87 0.77
30 90 0.84 | 0.88 0.82 0.89 0.90
30 120 0.84 | 0.90 0.79 0.86 0.90
60 0 0.85 0.84 0.84 0.84 0.83
60 30 0.80 | 0.83 0.89 0.80 0.87
60 60 0.89 | 0.85 0.79 0.85 0.76
60 90 0.80 | 0.82 0.81 0.87 0.87
60 120 0.83 0.88 0.78 0.84 0.88
90 0 0.85 0.84 0.84 0.84 0.83
90 30 0.80 | 0.81 0.89 0.80 0.87
90 60 0.89 | 0.85 0.79 0.85 0.76
90 90 0.80 | 0.82 0.81 0.87 0.87
90 120 0.83 0.88 0.78 0.84 0.88
120 (1] 0.85 0.84 0.84 0.84 0.83
120 30 0.80 | 0.81 0.89 0.80 0.87
120 60 0.89 | 0.85 0.79 0.85 0.76
120 90 0.80 | 0.82 0.81 0.87 0.87
120 120 0.83 0.88 0.78 0.84 0.88

Let MS and DOF and a respectively be the mean
squares of the factors being considered, the degree of
freedom and the confidence level and let f be the Fisher
Statistics; the comparison between the different
components of the total variability is expressed by
equation 4 for the components of the variability related
to the truck waiting time t,,.

MS(¢
Fo= ﬁ > fa, DOF (tw)DOF (2) )

The effect cannot be neglected (it has an impact on the
fill rate) when — at a confidence level o (in this specific
case 0=0.05) — the ratio F is higher than the value f of
the Fisher statistics that depends on o and on the
degrees of freedom. The effect importance can also be
estimated by comparing the probability that the value f
is higher than F, with a level of confidence a. In this
case the effect has an impact on the fill rate when this
probability is equal to, or lower than the selected
confidence level.

Table 5 reports the results of the analysis of variance,
the last column indicated the probability value (P) that f
is higher than F,.

The results of the analysis of variance show that both
the main effects of t, and t,y have an impact on the
mean fill rate. On the contrary the interaction effect can
be neglected.

Figure 4 shows, respectively, the trend of the mean fill
rate when factors t, and ty change. Note that by
increasing the trucks waiting time at the distribution
centre, the mean fill rate provided to stores decreases
from 0.87 to 0.84. A different behaviour can be found in
the mean fill rate versus t,q graph: the higher is the
additional time the lower is the mean fill rate provided
to store (if 0 min < t,q < 60 min); for t,4 > 60 min the
mean fill rate increases again.

Main effects

0.95 i tad
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0854 k\\ e

Mean Fill Rate
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Figure 2. Main effects of t,, and t,q on the mean fill rate
provided to stores

The figure 5 shows the mean fill rate by contemporarily
changing t, and t,. Such graph can be used for
understanding the best combination of the factors levels
(the combination guarantying the highest mean fill rate).
The highest mean fill rate is obtained when t, = 30 min
and t,qg = 0 min.

Note that the starting hypotheses of the analysis of
variance assume that the observations are normally and
independently distributed, with the same variance for
any combination of levels of factors. These assumptions
are usually verified by using the residuals analysis. A
residual is the difference between an observation in
terms of fill rate and the corresponding average value
calculated on the 5 simulation replication.

Table 3. Analysis of Variance for LS

Source of variation Sum of squares DOF Mean Square F, P
t,, treatments 0.030044 4 0.007511 5.63 0.000
t, treatments 0.011800 4 0.002950 2.21 0.069
tw ¥t interaction 0.002016 16 0.000126 0.09 1.000
Error 0.299980 225 0.001333
Total 0.343840 249
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Figure 3. Interaction effects of t,, and t,4 on the mean fill
rate provided to stores

3.2 The residuals analysis

As before mentioned the validity of the analysis of
variance results can be tested by using the residuals
analysis.

The assumption of normality can be tested by
building a normal probability plot of residuals. If
residuals approximately fall on a straight line passing
form the centre of the graph, the assumption of
normality can be accepted. In Figure 4 we can observe
that, in the case being analyzed, the deviation from
normality is not severe.

Normal Probability Plot of the Residuals
({response is Fr )

Percent
8

-0.10 -0.05 D‘IDD 0.65 0.10
Residual

Figure 4. Normal Probability plot of residuals for
testing the assumption of normality.

The assumption of equal variance can be tested by
plotting residuals against the levels of factors or against
the level of the average fill rate: residuals variability
must anyhow not depend on the level of factors or on
the mean fill rate. Figure 5 and 6, respectively, show
residuals versus t,, and versus the mean fill rate and do
not show any particular trend; therefore, the equal
variance hypothesis can be accepted.

Finally, the assumption of independence can be tested
by plotting residuals against the implementation order
of the simulation runs. A sequence of positive or
negative residuals could indicate that observations are
not independent among themselves. Figure 79 shows
that the hypothesis of independence of observations can
be accepted.
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Figure 5. Residuals versus the trucks waiting time, t,,
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Figure 6. Residuals versus the fill rate values
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Figure 7. Residuals versus order of the data

4. CONCLUSIONS

The paper investigates the effect of some critical
parameters on the efficiency of a logistics &
transportation system operating within the supply chain
supporting the large scale retail sector. In particular the
attention is focused on trucks loading and unloading
operations at the distribution centres. The results
analysis shows that the trucks estimated waiting time
and the distribution centre and the additional time on
the estimated trucks arrival time can strongly affect the
service level provided to final stores.
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ABSTRACT

An evaluation of the operation costs of a liner shipping
network is presented in this study. The approach
defines a discrete-even simulation model designed to
mimic the dynamic operation and schedule structure of
a liner service network of four service routes, 25
container ships, 18 container ports, and 36 port calls a
week. Three months planning analysis is considered.
The proposed approach includes evaluations of costs
related to the operation liners at container ports and at
sea. The expected operational results are reported for
the overall network and the individual contribution of
service routes, ports, and container ships to the network.
The results allow for assessing the operation of service
routes and defining the set of ports, container ships
fleet, and schedules that are performing below and
above the expected network level.

Keywords: Liner shipping, simulation, service routes,
logistic performance

1. INTRODUCTION

Transportation of goods in containers and the container
shipping industry have rather recent histories.
Containerization was born to offset the disadvantages of
the break-bulk shipping method used by general cargo
vessels, providing an effective method to control
increasing labor cost and handling time while damage,
pilferage, and accidents where minimized.  The
development of the global trade and, consequently,
growing demand for liner services, presented new
challenges to the shipping of goods. An increasing
number of ports, service reliability concerns, fuel costs,
and imbalances in trade markets are some of the
obstacles to the profitability of modern liner services.

A liner shipping network is formed by a number of
service routes, which are a collection of container ports,
container ship, and calling schedules. In a network, a
container can move through service routes from an
origin to a predefined destination. Schedules allow
these containers to reach their destinations in a direct
mode if only one service route is used and indirectly if
more than one service route is required. Therefore, the
configuration and structure of this network is essential
to the performance of shipping activities. All these
elements impact and contribute to the operational cost
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and level of operation of the shipping process during a
planning period.

The productivity of a liner shipping network is
associated with the number of transported entities
through the network. Its effectiveness can be related to
the ability to satisfy the demand for service and comply
with specific performance requirements. The level of
cost in liner shipping determines the operational
characteristics of the network. Evaluating these service
routes, where conditions mimic reality, presents
opportunities to determine operation costs, productivity,
and performance at various levels of operation in the
shipping network and its individual components.

670
641
612
LosAngelessg3
NewYork 554
Rotterdam 525
Shanghai  496|
Singapore 467
438

Fuel Oil Price ($ per MT)
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380

)
Months

July 2007 - June 2008
Figure 1. Fuel oil average prices at major ports.

Given the growing demand for liner services and
increasing costs of modern operations, liner operators
face new challenges. Despite of the improvement in the
design and propulsion of container ships, the instability
of prices for marine fuel oil, maintenance and other
service costs are major concerns in the industry.
Current prices for fuel oil oscillate between $500.00 and
$650.00 per metric ton (pmt). Recent studies reported
the design of service routes under $170.00 and $330.00
pmt price levels. Figure 1 shows the tendency of prices
for IFO380 fuel oil in the last 12 months at some of the
major container ports. In addition to the price for fuel
oil itself, its unstable behavior and its future projections
are discouraging as well. Assessing the effect of price
factors toward the operational performance of service
routes and their relative contribution to a network is



critical not only during the design stages but also during
regular operation of the system.

This paper presents the evaluation of the operation
cost and performance in a liner shipping network where
four service routes and an offer of container cargo at
ports are modeled. The object of this paper is to use a
simulation model to mimic the dynamic behavior
service schedules, container fleet, port activities, and
container cargo to evaluate the expected operations in a
system.

2. LITERATURE REVIEW

Measuring the operation cost in shipping is paramount
to a profitable and efficient shipping process. Research
in this area is diverse in the application of cost models.
Lane, Heaver, and Uyeno (1987) proposed a set of cost
functions to determine the cost-efficient fleet on defined
trade routes. An operational cost estimation model was
presented in Perakis and Jaramillo (1991) for ship
deployment purposes. Baird (2002) defined a cost
model for transshipment process evaluations.

Other studies had integrated service route analysis
and its relationship to the cargo transported. Song,
Zhang, Carter, and Field (2005) measure the cost-
efficiency of trade routes based upon the assignment of
container cargo. Bendall and Stent (1999) evaluated
trade routes for container ships to avoid reducing load
factors.

Some authors suggest that fuel cost is a minor input
for liner shippers because operations rely on delivery
speed. Specific algorithms to evaluate fuel
consumption in a container ship are presented in
Cullinane and Khanna (1998). Shintani, Imai,
Nishimura, and Papadimitriou (2007) present an
approach using the specific fuel consumption rate for
an individual container ship to evaluate the operation
cost in route. At the current price levels, the effect of
fuel oil on the operation cost in shipping is a major
concern to firms. The approach in Eljard (2006)
includes a set of equations that account for the
individual specification of a container ship to forecast
the actual fuel consumption in the vessel at a given
sailing speed.

Simulation modeling is defined in Law and Kelton
(2000) as an analysis method where computers are used
to evaluate a model numerically and gather data in order
to estimate the desired true characteristics of the model.
Liner shipping operations have been previously studied
through simulation. In the study presented in Van
Rensburg, He, and Kleywegth (2005) a discrete-event
simulation approach was applied to evaluate voyage
costs, fuel cost, and capital cost in liner shipping.
Research exclusively dedicated to the analysis of
service route costs and liner performance is increasing.
Lai, Lam, and Chan (1995) develop a simulation model
of liner shipping operations in the Europe-Middle East-
Far East routes to evaluate policies for container
allocations. Ryan (1998) wuses simulation to
demonstrate advantages in fast ship operations to the
service frequency and output.
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3. EVALUATION METHOD

A simulation model is used to evaluate the operation
cost and logistics performance of a liner shipping
network. The model replicates the operation of liners in
an end-to-end weekly service schedule structure
through a predefined planning period. The model
allows for the evaluation of individual operation cost
components during shipping activities. Possible delays
in sailing segments and port operations are considered.

The arrival time, size, and status of intermodal
containers are represented in realistic levels at ports.
Two types of intermodal containers are modeled: 20-
and 40-foot. Each container is assigned a destination
port that can be reached with the current design of the
network. Therefore, significant container traffic is
generated in service routes as each container ship
moves its assigned cargo from port to port within the
network.

The liner shipping network under evaluation is
composed of four service routes, 24 containers ships, 18
ports, 28 port calls, and four canal transits a week.
Table 1 shows the sequence of port calls for each
service route evaluated including canal transits. A
weekly schedule structure is assumed for all routes and
port calls.  Service routes are modeled for the
Transpacific, Atlantic, and Asia to Europe trade lanes.
The Transatlantic route (R1) serves 8,541 nautical miles
(nm) in four weeks using four container ships of 4,895
TEU. The Pacific service route (R2) totals 13,155 nm
round trip using five 9,6000 TEU container ships. The
Asia-Europe Service (R3) requires eight 8,200 TEU to
service 21,646 nm round trip including transit through
the Suez Canal. The Asia to East Cost North America
service (R4) requires eight 4,738 Panamax to serve
23,229 nm in 56 days, round trip.

Table 1. Service Routes and Port Calls Sequence

R1 R2 R3 R4
Rotterdam  |Yantian Bremerhaven|Ningbo
Bremerhaven|Hong Kong [Suez W Shanghai
Le Havre Los Angeles [Ningbo Yantian
Felixstowe |Oakland Xiamen Hong Kong
New York [Pusan Hong Kong |Panama S
Norlfolk Ningbo Yantian New York
Charleston |Xiamen Tanjung P.  |Norlfolk

- - Suez E Savannah
- - Algeciras Panama N
- - Rotterdam -

The services schedule and routes presented in
Table 1 were obtained from service proformas and
published schedules submitted by supporting shipping
operators. The model logic assigns predefined routing
sequences to each individual container based upon its
destination port. One or more service routes may be
required to transport a container from its origin to
destination port. Therefore, the model allows for
transshipment of cargo through ports and considers
transit storage and handling activities. The level of
containers at each port and in container ships is



measured for logistics analysis. Storage and handling
of containers generate operation costs to the system.

3.1. Cost Model

Frankel (2002) estimates that the operational cost in a
mega mainline container ship of 2000-3000 TEU was
$2,000/hour at sea and $1,200/hour in port. This
estimation includes ship fuel and maintenance cost. It
allows for the evaluation of the operation cost in a
round trip and service route once the number of
container ships is defined. Therefore, the structure of
the cost model can greatly influence operation practices
and operation decision.

The simulation model is designed to evaluate the
cost associated to the individual operations of container
ships, port, and service routes. Consequently, cost
components are computed in terms of the overall
network and individual service routes. Fees and
operation charges are fed into the system for each
container ship, port activity, and routing point. The
model used proposes three main groups for the
evaluation of operation cost:

1. Container Ship Related Cost (SC)
2. Port Related Cost (PC)
3. Canal Transit Cost (CC)

Container Ship Related Costs include all aspects
associated with operating and maintaining a container
ship whether at sea or at port. Fuel oil, diesel, and
lubricant costs are grouped under this group. The fuel
oil cost is evaluated from the container ship’s fuel
consumption rate, distance served, and contracted fuel
price. The consumption rate is provided by the
shipbuilder. Stopford (1996) proposes that the
operation of the vessel at lower speeds results in fuel
savings because of the reduced water resistance
modeled by the cube rule. This relationship shows that
the level of fuel consumed is very sensitive to speed:

F:F*(S*j ¢))
S

In the cube rule, F and F* are the actual and
designed fuel consumption in tons/day respectively.
The exponent a has a value of about three for diesel
engines. The S and S* represent the actual and
designed sailing speed of the container ship in knots,
respectively.

Lubricant cost is computed as a 5% of the fuel oil
consumption rate per hour of operation multiplied by
lubricant price. Lubricant and fuel oil costs are added
and reported as fuel oil for simplicity of the reports.
Diesel cost is evaluated for auxiliary generator while
the ships undergo service at container ports.

Other SC costs are related to capital investment,
hull insurance, crew manning, operation auxiliary
expenses, and ship maintenance and repair and are
regarded as Fixed Cost. These costs depend mostly
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upon physical characteristics of individual container
ships. The capital cost was estimated for all ships at a
2007 chartering rate of $12.00 per 14-ton slot per day.
Meanwhile, the hull insurance and maintenance and
repair cost were estimated upon 10% and 5% per day of
the capital cost respectively. Crew and auxiliary costs
are allowances for manning and living support onboard.
For simplicity it was decided to charge a fixed rate of
$500 and $50 per crew member per day of operation
crew and auxiliary cost respectively.

Port Related Costs are costs incurred while
servicing a container ship at port, including ship
dockage charges, stevedoring charges, and intermodal
container storage charges. Charges and fees are
specified per individual port. An approach using a
standard berthing fee per hour for the first 150m LOA
and an extended berthing fee per hour for additional
meter of LOA is used. A penalty is charged for a ship
overstaying outside the scheduled service time at ports.
Overstaying was charged at a rate per meter LOA for
every 15 minutes or fraction. Stevedoring and storage
charges are related to the size of containers and
handling port. Stevedoring rates change upon container
port, status of the container (e.g. full or empty), and
size. Rates are given for full 40- and 20-foot containers
and determined for empty containers at 40% of its rate
full (e.g. $80 for full and $55 for empty 40 foot
containers). Storage charges are given in TEU per hour
units. Storage charges were defined by container port
and classified in two categories that include storage
during first departure (CPT) and storage during
transshipment (CTT1).

Canal Transit Costs include fees related to
transiting the Panama and Suez Canals. For the Panama
Canal, an approximation of $54 per ship’s registered
TEU capacity was used, while for the Suez Canal an
approximation of $80, $56, and $50 per registered TEU
capacity and ship type considering feeders, panamax,
and post-panamax, respectively (ACP 2005). These
fees are assigned to each Canal per service route.

3.2. Logistic Model
Surveys among shippers show that quality of service
aspects, such as transit time and frequency of service
(Gwulliam, 1993) are very important criteria for carrier
selection due to effects on inventory carrying costs of
shippers and receivers. Shippers and customers have
different criteria for which logistics metrics should be
used to assess shipping performance. Evaluating the
performance of the shipping process and its relationship
to the operation cost suggests opportunities for
improved services for shippers and savings for carriers.
It was determined that representative indicators of
the level of operation in the network were the operation
cost, vehicle-miles traveled, and TEU Delivered.
However, the Operation Cost per TEU Transported and
the Network Cost per Hour of Operation are indicators
of the level of productivity of the system. Other
important indicators evaluated by the model include the
storage time of container, utilization of the stowage



capacity in container ship and storage at port, and
throughput per service routes.

3.3. Simulation Model

The main component of the simulation model is the Port
Module Structure. The main purpose of a Port Module
is to evaluate cost and performance during shipping
operations. Therefore, a port module is divided in four
activity areas: arrival, berthing, service, and departure.
A total of eighteen port modules were designed for the
model and configured to mimic basics characteristics in
current container ports. These configurable parameters
include physical aspects including access channel
length, number of berths, container storage capacity, lift
off-lift on procedures, number and performance of quay
cranes, and departure procedures. The costs related to
activities at port are part of the network setup parameter
that includes storage cost per TEU per hour, stevedoring
charges, and container ship docking charges. These
activities are evaluated and their statistics collected at
these modules for individual container ships, ports, and
service routes. Several tables created in Microsoft
Access database were used to store, update, and feed
these initial parameters into the simulation model.
Evaluation of time performance for shipping events and
logistic results are also tasks of these port structures.

The Canal Modules are also important structures in
the simulation model. Canal Modules manage the
transit schedules for container ships to enter the Panama
and Suez Canals, measuring the distance traveled,
transit cost, and time performance while waiting and
transiting the channels. There are two canal modules in
the model and the transit are measured at a service
speed of 5 knots for container ships. Ports and routing
points are interconnected in the network and distances
between origin-destination pairs are defined in a
Distance Matrix.

In the simulation, the sailing time between ports is
determined by the service speed of container ships and
distance in a voyage within consecutive port calls.
These parameters are feed to the simulation through in
Segment Speed and Distance Tables. However, a
provision for delays in voyages due to weather and sea
conditions is included in the model. This event is
modeled through a uniform distributed variate on the
interval between 0 and 1% of the sailing or voyage
distance. = The voyage time summary of service
proformas and the model animation were used to verify
and validate the representation of the model to a real
shipping system.

4. NETWORK RESULTS

The results for three months’ analysis of the operation
of the liner shipping network evaluated show operation
costs, transit time, and container ship utilization levels
consistent with quarterly reports in liner shipping
industry. The initial setting parameters were constant
for all port and container ships through the simulation
experiment. The main parameters are presented as
follow:
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Berthing fee = $150.00 per hour

Additional fee = $4.00 per hour

Overstaying penalty = $4.00 per 15 minute units

Fuel oil price = $350.00 pmt

Diesel price = $560.00 pmt

Lubricant price = $1,000 pmt

Consumption rate for 4,700; 4,895; 8,200 TEUs
(including 9,600 TEU) = 133; 156; and 248 mt per day
at maximum cruising speed.

The analysis of the operation yields an average
Network Operation Cost of $419.581 million in three
months of operations. The largest contribution to the
operation cost is given by Fixed Cost, $258.243 million,
representing 62%. The second largest cost is the
Network Fuel Oil Cost at $78.661 million, or 19% of
Cost. The summary for the network also reveals 10%
for Stevedore Cost. Canal transits reached 5% of the
operation cost at $20.073 million. Storage cost was 4%
or $15.442 million, driven by the cost of retaining
containers before their first departure (e.g. CPT) at
$15.111 million and storage during transshipment
procedures or CTT1 at $0.330 million. These results
are shown Table 2:

Table 2. Operation Cost results from Model Run.

Cost Item Average Half width H-Observed Share
Fuel Oill $  78,661,436.31 10,774.71 | $  78,686,379.46 | 19%
Diesel Oil| $ 2,405,583.47 1,118.82 | § 2,408,449.37 1%
Dockage| $ 4,877,440.89 2,012.87 | $ 4,880,861.36 1%
Canall §  20,073,960.00 0.00|$ 20,073960.00 | 5%
Stevedor| §  40,207,830.80 41,999.26 [ $  40,317,186.00 | 10%
Storage| $§  15,442,176.36 388,290.14 | $  16,173,004.50 [ 4%

CPT[{§  15,111,737.88 389,081.57 | $  15,840,205.94 -

CTT1| § 330,438.49 4,860.45 | § 341,545.53

CTT2| § - 0.00|$ - -

Fixed| § 258,243,757.70 2,111.69 | § 258,247,733.00 | 62%

Total Operations| §  419,581,747.05 374,798.44 | $ 420,302,456.37 -

In terms of operations, R1 produced 22% of cargo

throughput consuming only 11% of the cost in the
system. Route 2 was the most productive service route
with 33% of throughput and 25% of the total operation
cost. The high productivity of route R3 was offset by
its cost of 39% of operations in the network. A required
transit through the Suez Canal imposes schedule
limitations and high transit charges on this route. The
lowest operation level was found in R4. An average of
429,196 TEU were delivered during the analysis.
In terms of productivity, the Operation Cost per TEU
was reported for R1, R2, R3 and R4 at $517, $712,
$1,275 and $1,598 respectively. Throughput on these
routes reached levels of 92, 143, 125, and 67 thousand
TEU delivered. Meanwhile, the Operation Cost per
Hour per Ship was reported for R1, R4, R3 and R2 in
$5,397, $8,832, $9,029, and $9,325 respectively. These
values are average with half-width lower than 1%.
Improving the current network operation cost was
possible based upon changes to the service speed in
service routes, improving service route R3 yield to
$414.00 million in operation costs for the network, 2%
lower than previously measured in the initial network.
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5. CONCLUSIONS

The results obtained from the simulation study to this
particular liner shipping network support the idea that
highest share in the operation cost for both the network
and service routes is the Fixed Cost of operation. These
results support the decision of to purchase over
chartering large container ships to reduce fixed cost
without considering initial capital investment and
shipyard delivery time.

A comparison between the operation cost per TEU
obtained and the average market freight rates per TEU
for trade routes reported in UNCTAD and
Containerization International annual reports would
show opportunities and drawbacks to operators from
using this network during the planning period. The
model estimated an average cost of $1,275.96 per TEU
transported between Europe and Asia, whereas freight
rate reports, for the first quarter of 2007, $755 per TEU
from Europe to Asia and $1,549 in the opposite
direction. If these rates were maintained for the last
quarter of 2007 a net profit of $273.00 per TEU could
be expected from shipments from Asia to Europe and
losses of $520.00 per TEU for shipments in the other
direction.

ACKNOWLEDGMENTS

The authors thank the GIS Department of the University
of Louisville for its logistic support and liner shipping
firms interviewed during the research process.

REFERENCES

Autoridad del Canal de Panama, ACP., 2005. Suez
Canal Pricing Forecast 2005-2025. New York:
Johns & Associates Inc.

Bendal, H. B., & Stent, A. F., 1999. Longhaul feeder
services in an era of changing technology: An Asia-
Pacific = perspective.  Maritime  Policy &
Management, 26(2).

Cullinane, K. and Khanna, M., 1998. Economics of
Scale in Large Container Ships. Journal of
Transport Economics and Policy, 33(2).

Eljardt, G., 2006. Development of a fuel oil
consumption monitor system. Thesis (PhD).
Technicsche Universitat Hamburg-Harburg.

133

Frankel, E.G., 2000. The Challenge of Container
Transshipment in the Caribbean. [AME Panama
2002 Conference Proceedings. November 13-15,
International Association of Maritime Economics.

Gwilliam, K.M., 1993. Current issues in Maritime
Economics. Boston: Kluwer Academic Publishers.

Lai, K. K., Lam, K., & Chan, W. K., 1995. Shipping
containers logistics and allocation. Journal of the
Operational Research Society, 46, 687-697.

Lane. D.E., Heaver, T.D., and Uyeno, D., 1987.
Planning and scheduling for efficiency in liner
shipping. ~ Maritime Policy and Management,
14(2), 109-125.

Law, A. M., & Kelton, W. D., 2000. Simulation
Modeling and Analysis. Boston: McGraw-Hill.
Perakis, A.N., and Jaramillo, D.I., 1991. Fleet
deployment optimization for liner shipping part 1:
Background, problem formulation and solution
approaches. Maritime Policy and Management,
18(3), 183-200.

Ryan, N., 1998. The Future of Maritime Facility Design

and Operation. Proceedings of the Winter
Simulation Conferences, pp. 1223-1227.
Shintani, K., Imai, A., Nishimura, E., and

Papadimitriou, S., 2007. The container shipping
network design problem with empty container
reposition. Transportation Research Part E, 43.

Stopford, M., 1997. Maritime Economics. Chesham,
Buckinghamshire: Pointing-Green Publishing.

Van Rensburg, J. J., He, J., and Kleywegt, A. J., 2005.
A computer simulation model of container
movement by Sea. Proceedings of the 2005 Winter
Simulation Conference, 1559-1566.

AUTHORS BIOGRAPHY

ALDO McLEAN is an Instructor in the Department of
Industrial Engineering at the University of Louisville.
He spent eight years working in the consumer
electronics and telecommunication industries with
responsibilities in engineering and management for
global firms including LG Electronics, Siemens, NEC,
and Panasonic. He developed expertise in logistics,
quality improvement, and engineering management.
His current research interest includes transportation
logistics and operation management. He earned is
Ph.D. in Industrial Engineering in 2008.

WILLIAM E. BILES is the Clark Chair of Computer
Aided Engineering in the Department of Industrial
Engineering of the University of Louisville. He spent
two years in the US Army and seven years in industrial
R&D before undertaking an academic career. He has
held academic appointments at the University of Notre
Dame, Penn State, Louisiana State University, and the
University of Louisville.  Dr. Biles received the
Distinguished Engineering Alumnus award from the
University of Alabama in Huntsville in 2004. His most
recent publication is “Environmentally Benign
Manufacturing” Chapter 1 in the 2007 John Wiley
handbook Environmentally Conscious Manufacturing.



MULTI-SCENARIO POLICIESFOR MARITIME REPOSITIONING PROBLEMS
UNDER DATA SHORTAGE

Teodor Gabriel Crainic®, Massimo Di Francesco®, Paola Zuddas®

®@Interuniversity Research Centre on Enterprise Netsyd_ogistics and Transportation (CIRRELT)
@Department of Management and Technology, UnivesitQuébec & Montréal, C.P. 8888, succursale Geitiee
Montréal, Canada, H3C 3P8
®Network Optimization Research and Educational @etdniversity of Cagliari, Cagliari, Italy (CRIFOR)
®Cpepartment of Land Engineering, University of CagliCagliari, Italy

@theo@crt.umontreal.cdPmdifrance @unica.jt® zuddas@unica. it

ABSTRACT

Due to the global trade imbalance, some ports tend
accumulate unnecessary empty containers, while®the
face container shortages. As a consequence, sbippin
companies must properly reposition their empty
containers between ports. A major difficulty in shi
activity consists in the many sources of unceraint
Sometimes historical data are useless for estigatin
uncertain parameters, because they are inadequate,
insufficient or they do not consider future changes
the operational environment. In these cases, point
forecasts and uncertain parameter distributions bEan
generated by shipping companies’ opinions. They can
be incorporated in standard deterministic optinizat
models and multi-scenario formulations linked bynho
anticipativity conditions. In this study, we explaihe
importance of multi-scenario policies.

Keywords: empty container repositioning, optimiaati
under uncertainty.

1. INTRODUCTION

The need to perform the maritime repositioning of
empty containers occurs because directional imioakn

in freight flows lead to the accumulation of empty
containers in import-dominant ports and to shoage
export-dominant ones. Since empty containers only
generate costs for shipping companies, they must be
repositioned so as to minimize inventory, transgtosh

and handling costs, while at the same time meeting
demand and supply requirements in every port. The
maritime repositioning of empty containers représen
crucial activity for shipping companies. According
their strategies, the demand for empty containgérs a
ports must be met, in order to take advantage tofdu
transportation opportunities and to reduce the gk
competitors providing containers as requested (Di
Francesco 2007).

Many parameters are typically uncertain at the
time repositioning decisions must be made. For
example, information on the number of empty
containers required in each port is usually immeci
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because unexpected transportation demands may arise
Moreover the number of empty containers available i
ports is uncertain, because shipping companiesao n
know precisely when they will be returned by import
customers.

Sometimes shipping companies do not have
adequate statistics based on historical data, ttmae
uncertain parameters. Statistical information may b
insufficient or it could be necessary to take iat@ount
information not derived from historical data. As a
consequence, the future evolution may exhibit no
probabilistic dependence on the past and histodatd
may be useless for decision-making processes.

In order to solve empty container repositioning
problems, both deterministic and stochastic
optimization models have been proposed (Crainic
2003). Deterministic formulations assume that alflad
are precisely known. They might yield low-quality
repositioning plans for the needs of shipping
companies, in fact, since they allocate empty Goata
according to expected values, they can provide an
insufficient number of empty containers, when large
demands or lower supply values will be eventually
observed. Stochastic programming approaches tafie in
account the influence of data uncertainty on tHatsm
of optimization models. However, they require a @joo
knowledge of the distributions of uncertain data.
Moreover in many cases it is difficult to specigliably
these distributions.

The contribution of this 