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GENERAL CO-CHAIRS’ MESSAGE 
 
WELCOME TO EMSS 2012! 
One more year, after 23 successful editions, the 24th European Modeling and 
Simulation Symposium constitutes a reference for all the people involved in 
M&S, as a great forum to share, discuss, and advance on theories, practices 
and experiences in this field, bringing together people from Academia, 
Industry and Agencies.  
Modeling and Simulation constitutes a transversal discipline, a knowledge 
more and more important in science and technology, with great interaction 
with other areas: among others, artificial intelligence, control theory, 
discrete event systems, industrial engineering, design, business, etc. to cite a 
small sample of the possibilities. Therefore tracks, special sessions and 
workshops of EMSS2012 mainly focus on these areas providing a summary of 
the main ongoing activities in the M&S domain.  
Similarly, the plenary speeches of EMSS 2012 show some advanced views from 
the main experts in their respective specialities related to M&S. Furthermore, 
this year again, EMSS will be co-located with the 9th International 
Multidisciplinary Modelling & Simulation Multiconference, I3M2012, the ideal 
framework where sharing ideas and experiences and attending other thematic 
M&S international conferences (HMS 2012, MAS 2012, IMAACA 2012, DHSS 
2012, IWISH 2012). 
EMSS is historically called the traditional Simulation appointment in Europe 
only because of the locations where the symposium is usually held; as already 
happened in previous years, people from all over the world attend the 
symposium (the 2012 edition hosts representatives from 30 countries).  
EMSS 2012 is held in the heart of Europe, Vienna; you are all welcome to 
enjoy the history and cultural background of this fantastic venue.  
And, as tradition, all the members of the International Program Committee 
have worked very hard to assure the high scientific quality of the selected 
papers. Therefore, we would like to thank each member of the IPC as well as 
each reviewer. Last but not least, a special thanks goes to the authors, the 
success of EMSS is the main result of their work. 
On behalf of all the people who have made it possible: welcome to EMSS2012. 
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ABSTRACT 

The asymptotic stability of the convex linear 

combination of fractional positive discrete-time linear 

systems is addressed. Necessary and sufficient 

conditions for the asymptotic stability of the convex 

linear combination are established. The notion of 

diagonal dominant matrices for nonnegative real 

matrices is introduced. It is shown that the convex linear 

combination is asymptotically stable if its matrices are 

diagonal dominant. 

 

Keywords: Asymptotic stability, convex linear 

combination, Metzler matrix, nonnegative matrix, 

positive systems 

 

1. INTRODUCTION 

A dynamical system is called positive if its trajectory 

starting from any nonnegative initial state remains 

forever in the positive orthant for all nonnegative 

inputs. An overview of state of the art in positive theory 

is given in the monographs (Farina and Rinaldi 2000, 

Kaczorek 2002). Variety of models having positive 

behavior can be found in engineering, economics, social 

sciences, biology and medicine, etc..  

 New stability conditions for positive discrete-time 

linear systems have been proposed by Buslowicz 

(2008a)  and next have been extended to robust stability 

of fractional discrete-time linear systems in (Buslowicz 

2010). The practical stability of positive fractional 

discrete-time linear systems has been investigated in 

(Buslowicz and Kaczorek 2009). The stability of 

positive continuous-time linear systems with delays of 

the retarded type has been addressed in (Buslowicz 

2008b). The independence of the asymptotic stability of 

positive 2D linear systems with delays of the number 

and values of the delays has been shown in (Kaczorek 

2009b). The asymptotic stability of positive 2D linear 

systems without and with delays has been considered in 

(Kaczorek 2009a, 2010a). The stability and stabilization 

of positive fractional linear systems by state-feedbacks 

have been analyzed in (Kaczorek 2010b, 2011d). The 

Hurwitz stability of Metzler matrices has been 

investigated in (Narendra and Shorten 2010) and some 

new tests for checking the asymptotic stability of 

positive 1D and 2D linear systems have been proposed 

in (Kaczorek 2011b, 201bc). The asymptotic stability of 

the convex linear combination of positive linear systems 

has been addressed in (Kaczorek 2012). 

 In this paper the asymptotic stability of the convex 

linear combination of fractional positive discrete-time 

linear systems will be addressed. It will be shown that 

the convex linear combination is asymptotically stable 

if its matrices are diagonal dominant. 

The paper is organized as follows. In section 2 the basic 

definition and theorems concerning fractional positive 

discrete-time linear systems are recalled. The problem is 

formulated for this class of fractional positive systems 

in section 3. The problem solution is presented in 

section 4. Concluding remarks are given in section 5. 

The following notation will be used: ℜ  - the set of real 

numbers, mn×
ℜ  - the set of mn ×  real matrices, 

mn×

+
ℜ  - 

the set of mn ×  matrices with nonnegative entries and 
1×

++
ℜ=ℜ

nn
, nM - the set of nn ×  Metzler matrices (real 

matrices with nonnegative off-diagonal entries), nI - the 

nn ×  identity matrix. 

 

2. PRELIMINARIES 

Consider the fractional discrete-time linear system 

 

 ii Axx =∆
+1

α , 10 ≤≤ α                                            (2.1) 

 

where ℜ∈α  is the order, n

ix ℜ∈  is the state vector 

and nnA ×
ℜ∈ . 

Substituting the fractional difference 
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into (2.1), we obtain 
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Theorem 2.1. (Kaczorek 2011d) The solution of 

equation has the form 

 

0xx ii Φ=                                                                   (2.4) 

 

where  

 

∑
+

=

+−

+
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−+Φ=Φ

1
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1

1

1 )1(
i

k
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ii
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A
α

α , nI=Φ0 .         (2.5) 

 

Definition 2.1. The system (2.1) is called (internally) 

positive fractional system if n

ix
+

ℜ∈ , 
+

∈ Zi for every 

initial condition nx
+

ℜ∈0 . 

Theorem 2.2. (Kaczorek 2011d) The fractional system 

(2.1) is positive if and only if nnA ×

+
ℜ∈

α
. 

Definition 2.2. The fractional positive system (2.1) is 

called asymptotically stable if 

 

0lim =
∞→

i
i

x  for all nx
+

ℜ∈0                                         (2.6) 

 

From (2.4) and (2.6) it follows that the positive 

fractional system (2.1) is asymptotically stable if and 

only if  

 

0lim =Φ
∞→

i
i

                                                                (2.7) 

 

Using (2.5) and (2.7) it is easy to show the following 

theorem (Kaczorek 2011d). 

Theorem 2.3. The fractional positive system (2.1) is 

asymptotically stable if and only if : 

1. The matrix nn

nIA ×

+
ℜ∈+  is asymptotically stable 

(Schur matrix), 

2. The matrix nMA ∈
α

 is asymptotically stable 

(Hurwitz Metzler matrix). 

Let nn

ijaA ×
ℜ∈= ][  be a Metzler matrix with negative 

diagonal entries ( niaii ,...,1,0 =< ) and define 
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for k = 1,…,n – 1. 

It is well-known (Kaczorek 2011c, 2011d) that using 

the elementary operations we may reduce the matrix 
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to the lower triangular form 
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To check the asymptotic stability of the matrix 

nIAA −=
α

 the following theorem is recommended 

(Kaczorek 2011c, 2011d). 

Theorem 2.4. The fractional positive linear system (2.1) 

for 10 << α  is asymptotically stable if and only if one 

of the equivalent conditions is satisfied: 

1. All coefficients of the characteristic polynomial 

 

01

1

1 ...]det[ aaaAI n

n

n

n ++++=−
−

−
λλλλ      (2.11) 

 

 are positive, i.e. 0>ia  for i = 1,…,n – 1,                                          

2. All principal minors nii ,...,1, =∆  of the matrix 

][ ijaA −=−  are positive, i.e. 

 

0]det[

,...,0,0
2221

1211

2111

>−=∆

>
−−

−−
=∆>−=∆

A

aa

aa
a

n

   (2.12) 

 

3. The diagonal entries of the matrices (2.8) 

 
)(k

knA
−

 for k = 1,…,n – 1                                    (2.13) 

 

 are negative, 
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4. The diagonal entries of the lower triangular matrix 

(2.10) are negative, i.e. 

 

0~
<kka  for k = 1,…,n                                     (2.14) 

 

Proof is given in (Kaczorek 2011c, 2011d). 

 

3. PROBLEM FORMULATION  

Consider q positive discrete-time linear systems (2.1) 

with the matrices 
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Definition 3.1. The matrix (3.1) is called diagonal 

dominant if 

 

∑
≠

=

>−

n

kj
j

i

jk

i

kk aa
1

)(

,

)(

,1  and 0)(

, ≥
i

jka   

for k, j = 1,…,n; i = 1,…,q                                        (3.2) 

 

From Definition 3.1 it follows the following lemma. 

Lemma 3.1. If the matrices (3.1) are diagonal dominant 

for i = 1,…,q then the matrix 

 

∑
=

=

q

i

iAA
1

                                                                 (3.3) 

 

is also diagonal dominant. 

Definition 3.2. The matrix  

 

∑
=

=

q

i

ii AcA
1

ˆ  for 1
1

=∑
=

q

i

ic , 0≥ic , i = 1,…,q           (3.4) 

 

is called the convex linear combination of the matrices 

(3.1). 

The following question arises: Under which conditions 

the convex linear combination (3.4) is asymptotically 

stable nonnegative matrix if the matrices (3.1) are 

asymptotically stable? 

Remark 3.1. The convex linear combination (3.4) of 

asymptotically stable matrices qiAi ,...,1, =  may be 

unstable. 

For example the convex linear combination 
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cAccAA

1.02.033
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)1(

3.00

22.0
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21

   (3.5) 

 

of two asymptotically stable matrices 1A  and 2A  is 

unstable for 21 ccc ≤≤  since for these values of c the 

characteristic polynomial 
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]ˆ)1(det[

22
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czc

ccz
AzI n

     (3.6) 

 

has one nonpositive coefficient. Note that  

 

8924.0,1342.0 21 == cc                                         (3.7) 

 

are the zeros of the polynomial 72.017.601.6 2
+− cc . 

 

4. PROBLEM SOLUTION  

Theorem 4.1. The convex linear combination (3.4) is 

asymptotically stable if and only if one of the conditions 

of Theorem 2.4 is satisfied. 

Proof. It is well-known (Kaczorek 2011d, 2012) that the 

matrix A of positive discrete-time linear systems has 

eigenvalues in the unit circle if and only if the matrix 

nIA −  has eigenvalues in the open half of the complex 

plane. By Theorem 2.4 the convex linear combination 

(3.4) is asymptotically stable if and only if one of its 

conditions is satisfied. □ 

Checking the conditions of Theorem 2.4 for all 0≥ic  

and 1
1

=∑
=

q

i

ic  is numerically complicated. 

Theorem 4.2. The convex linear combination (3.4) is 

asymptotically stable only if all matrices nn

iA ×

+
ℜ∈    

i = 1,…,q of (3.4) are asymptotically stable. 

Proof. The asymptotic stability of convex linear 

combination (3.4) for 1=ic  and 

0...... 111 ======
+− qii cccc  implies the asymptotic 

stability of the matrix qiAi ,...,1, = . □ 

Lemma 4.1. Every diagonal dominant nonnegative 

matrix is asymptotically stable. 

Proof. This follows immediately from Gershgorin’s 

theorem since if the condition (3.2) is met for nIA −ˆ  

then all Gershgorin’s circles are located in the left half 

of complex plane. □ 

Lemma 4.2. If a nonnegative matrix A is asymptotically 

stable then the matrix cA is also asymptotically stable 

for 10 << c . 

Proof. Let λ be an eigenvalue of the matrix A and z be 

an eigenvalue of the matrix cA. Then from the equality 

 









−=
















−=− A

c

z
IcA

c

z
IccAzI n

n

nn detdet]det[ (4.1) 

 

we have λcz =  and 1<z  if and only if 1<λ  and 

10 << c . Therefore, the matrix cA is asymptotically 

stable if and only if the matrix A is asymptotically 

stable. □ 

Theorem 4.3. The convex linear combination (3.4) of 

the upper (or lower) triangular matrices 
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is asymptotically stable if and only if the diagonal 

entries of (4.2) satisfies the condition  

 

1, <jja  for j = 1,…,n.                                               (4.3) 

 

Proof. The matrices (4.2) and ii Ac  for 10 << ic ,  

i = 1,…,q are asymptotically stable if and only if (4.3) 

holds. Therefore, the convex linear combination (3.4) of 

upper (lower) triangular matrices (4.2) is asymptotically 

stable if and only if (4.3) holds. □ 

From Theorem 4.3 we have the following remark. 

Remark 4.2. The convex linear combination (3.4) of the 

upper (lower) triangular matrices (4.2) is asymptotically 

stable if and only if the matrices (4.2) are 

asymptotically stable. 

Theorem 4.4. The convex linear combination (3.4) is 

asymptotically stable if the matrices qiAi ,...,1, =  are 

diagonal dominant. 

Proof. Note that if the nonnegative matrix 

qiAi ,...,1, =  is diagonal dominant then the matrix 

qicAc iii ,...,1,0, =>  is also diagonal dominant for 

10 << ic ; qi ,...,1= . By Lemma 4.1, and 4.2 the 

convex linear combination (3.4) is asymptotically stable 

if the matrices qiAi ,...,1, =  are diagonal dominant. □ 

Example 4.1. Consider the convex linear combination 

(3.4) for q = 2 and the matrices 
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=

2.04.0

3.01.0
,

3.01.0

5.02.0
21 AA .                          (4.4) 

 

The matrices (4.4) are diagonal dominant. The convex 

linear combination (3.4) of (4.4) has the form 
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and its characteristic polynomial 
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czc

ccz
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has positive coefficients for 10 << c . 

Therefore, by Theorem 2.4 the convex linear 

combination (4.5) is asymptotically stable.  

Remark 4.3. Note that the convex linear combination 

(3.4) of the asymptotically stable matrices 
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=

2.03

01.0
,

3.00

22.0
21 AA .                          (4.7) 

 

is unstable for 21 ccc ≤≤  ( 21,cc  are given by (3.7)) 

since the matrices are not diagonal dominant. 

 

5. CONCLUDING REMARKS 

The asymptotic stability of the convex linear 

combination of asymptotically stable matrices for 

fractional positive discrete-time linear systems has been 

addressed. The notion of diagonal dominant matrices 

for nonegative matrices has been introduced. Necessary 

and sufficient conditions for the asymptotic stability of 

the convex linear combinations for fractional positive 

discrete-time linear systems have been established 

(Theorem 4.2). Checking the conditions is numerically 

complicated. It has been shown that the convex linear 

combinations are asymptotically stable if its matrices 

are diagonal dominant. The considerations has been 

illustrated by numerical examples. These considerations 

can be extended to positive and fractional 2D linear 

systems. 
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ABSTRACT 
Ports are a vital component of the nation’s 
transportation system.  It is vital for ports to address the 
various security risks associated with port operations, 
by analyzing these risks, adopting strategies to prevent 
incidents and developing mitigation strategies to deal 
with incidents if they do occur.  Simulation presents an 
ideal opportunity to model current port operations, and 
then to perform what-if analyses by improving/adding 
infrastructure and resources to determine its 
effectiveness on improving cargo throughput and 
relieving bottlenecks.  Simulation also provides a cost-
effective and non-invasive method to study the impact 
of disruptive incidents.  A simulation tool is presented 
here that enables the Virginia Port Authority (VPA) to 
have a system-level view of cargo operations for the 
entire Hampton Roads region.  It also allows planners in 
determining the cause and effect relationships between 
disruptive events (natural catastrophes or terrorist acts) 
and port and transportation infrastructure, to plan for 
threat contingencies. 
 
Keywords: Decision-support system, Discrete-event 
simulation, security analysis, programmable processes. 

 
1. INTRODUCTION 
Ports form a vital component of the national 
transportation infrastructure.  They are a logistical focal 
point of the system that, if disrupted, will greatly slow 
commerce and the have significant effects on the quality 
of life of the citizens, due to the unavailability of items 
that we require in our daily life.  Ports need to 
investigate and adopt security strategies both to prevent 
disruptive incidents, and to mitigate their effect, if 
incidents do occur.  It is also important for ports to 
maintain, if not increase the volume of cargo flowing 
through them in these times of economic downturn.  
The security strategies should ideally have minimal 
effect on the flow of cargo through a port, so that 
normal operations flow smoothly. 

Simulation presents the opportunity to 
comprehensively model the current state of operations 
in a complex logistical network.  The Virginia Port 

Authority (VPA) required a simulation tool to model 
cargo flow operations within the Port of Virginia 
(POV).  It also required the tool to model the impact of 
security measures and operational disruptions (natural 
catastrophes or terrorist acts) from a regional 
perspective.   

The simulation tool presented here, the Port 
Analysis Simulation (PAS), models the complete 
multimodal logistical network for the Port of Hampton 
Roads.  PAS connects together relevant cargo terminals 
(seaside and inland ports, rail yards, etc.) and the 
transportation infrastructure between these terminals, 
thereby presenting a system-level view of cargo 
operations for the entire Hampton Roads region.  It 
allows VPA operational planners to observe cargo flow 
activity within the entire system as part of the current 
state of operations and study the potential impact of 
changes to operations before actually implementing the 
changes.  PAS also enables planners in analyzing the 
cause and effect relationships between disruptive events 
(natural catastrophes or terrorist acts) and port and 
transportation infrastructure.  Stakeholders can use the 
analyses for collaboration and maritime security 
awareness, risk management and planning, studying the 
economic impact of potential disruptions and to plan for 
threat contingencies. 

PAS is a customized instantiation of MYMIC’s 
Scalable End-to-End Logistics Simulation (SEELS™) 
architecture.  The PAS application consists of a 
Graphical User Interface (GUI) that enables a user to 
design and design and configure a solution, execute the 
solution using the SEELS Simulation Core, and view 
the simulation output for analysis.  This interaction is 
shown in Figure 1.   

Section 2 and 3and provide a complete description 
of the PAS tool.  Section 4 describes the SEELS 
simulation core architecture and capabilities.  Section 5 
provides some example analyses performed using PAS, 
including the superior performance of PAS.  Section 6 
describes related work and Section 7 provides 
conclusions for this work. 
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Figure 1: Port Analysis Simulation (PAS) 

2. PORT ANALYSIS SIMULATION (PAS) 
The Port Analysis Simulation (PAS) models 
commercial cargo flow operations through all of the 
facilities belonging to the Virginia Port Authority 
(VPA), including the Port of Virginia (POV) and the 
Virginia Inland Port, and presents a system-level view 
of cargo operations.  Terminals within the POV that are 
modeled within PAS include: 

 
• Norfolk International Terminal (NIT) 
• APM Terminals Virginia (APMT) 
• Newport News Marine Terminal (NNMT) 
• Portsmouth Marine Terminal (PMT) 

 
VPA uses PAS to model their current operations across 
all of its terminals to study the normal state of 
operations and validate current cargo throughput.  PAS 
is capable of determining cargo throughput capability 
using current assets, resources, and business processes.  
It tracks utilization of critical resources as identifies 
potential bottlenecks and limiting resources to cargo 
movement through the network.  

 
2.1. Operational Analyses 
Once a baseline model has been established using 
current infrastructure and resources, VPA can perform 

what-if analysis on the impact of adding new 
infrastructure (new berths, or increases in staging 
capacity) and/or new resources (straddle carriers, 
container cranes, etc.).  VPA can use this analysis to 
determine the impact that the increased capability has 
on performance metrics such as, cargo throughput and 
truck turnaround times.  The analysis can also be used 
to calculate Return on Investment (ROI) metrics before 
significant investment decisions are made.  VPA can 
also model proposed changes to its business processes 
and determine the impact (positive or negative) on the 
same performance metrics, before actually 
implementing the changes.  VPA can also use PAS to 
model the planned Craney Island Terminal scheduled to 
be operational after 2020 (Virginia Port Authority 2010) 
using its proposed resources and infrastructure to 
simulate the flow of projected cargo through the 
terminal to validate current assumptions and identify 
future requirements. 

VPA is also preparing for the Panama Canal 
expansion, when the capacity of the Canal will be 
doubled enabling the mega container ships to call on 
ports on the East Coast.  VPA aims to draw a large 
portion of this container traffic to POV, and has plans to 
use PAS to model the flow of cargo arriving by the 
large ships, offloading most if not all of the cargo at 
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POV, and then transporting the cargo via rail and trucks 
to their destinations without requiring the ships to make 
additional ports of call on the East Coast. 
 
2.2. Security Analyses 
PAS supports two types of security analyses and assists 
VPA operational planners to develop contingency plans 
for various disruptive scenarios and plan for new 
security measures.  First is proactive or preventive, 
where areas and operations within the ports and the 
transportation infrastructure are analyzed to identify 
their impact on operations should they be disrupted.  
Planners then develop efforts to protect those 
capabilities using different methods such as new 
security measures, increased container and truck 
inspections, etc.  PAS allows planners to insert 
proposed inspection stations anywhere within the port 
facilities (between berth and staging, or between staging 
and the gates) and determine the slowdown impact that 
it has on cargo flow.  Planners can also use PAS to 
determine capability requirements for inspection 
stations (e.g. 40 inspections per hour) to minimize the 
impact on cargo flow. 

The second type is to analyze responses to 
disruptive incidents if they do occur.  PAS models a 
disruption in the operations of a terminal by 
appropriately reducing the allocation and number of 
resources, available infrastructure, and processing 
capabilities of that particular terminal, either 
permanently or for a specific duration of time within the 

simulation.  The impact of response strategies to 
alleviate slowdown in cargo flow can then be analyzed 
including cleanup/recovery procedures and rerouting of 
cargo to maintain operational effectiveness.  This 
demonstrates the effect on a terminal and the potential 
ripple effect on other terminals within the region as the 
logistical network adapt to sustain cargo flow.   

PAS can also be integrated with other models 
(traffic models, weather models, etc.) to form a 
complete federation that includes all ports and 
transportation networks in the region and accounts for 
the man-made and natural variables that can impact port 
operations.  It can also be interfaced with validated 
disruption models that can automatically inject stimuli 
to modify the behavior of the simulation.  
 
3. PAS INTERFACE 
The PAS Graphical User Interface (GUI) is a standalone 
windows application that enables a user to design a 
solution (including scenarios and profiles), execute the 
solution using the SEELS Simulation Core, and view 
the simulation output for analysis.  The PAS GUI 
provides an intuitive graphical interface using maps, 
GIS data and rich, interactive charts.  It is implemented 
using Windows Presentation Foundation (WPF), and 
follows the Model-View-View Model (MVVM) design 
pattern (Smith 2009) as shown in Figure 2.  The GUI is 
designed to match the scalability of the SEELS 
simulation core by utilizing a highly configurable model 
that is defined by user provided data.   

 Figure 2:  PAS GUI Design 
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3.1. Solution Designer 
The GUI uses a variety of data sources including GIS 
data on current port infrastructure, asset data on current 
resources as well as cargo and transport classes that are 
handled by the logistical network.  The GUI also 
includes a template that defines the structure of the 
different types of nodes (inland ports, seaports, 
automated container terminals, etc.).  All this data is 
then used to create PAS Solutions.  Solutions are made 
up of scenarios, cargo/ transport profiles, and simulation 
runs.  Solutions are stored as compressed XML files 
and can be easily copied and shared between users. 

Scenarios are a model of a complete logistical 
network, consisting of any number of ports, terminals, 
operational areas, and resources.  Scenarios also define 
the time it takes to travel between each node (transit 
times) and the time it takes to complete each port 
operation (processing times).  Maps of ports are 
provided using an ArcGIS map provider and polygons 
representing infrastructure are generated within the 
interface using the ESRI Shapefile format.  Polygons 
can also be created and modified in the GUI, enabling a 
user to create new areas, terminals, ports, etc. 

Cargo and transport profiles define the cargo and 
transports that flow through the logistical network 
during the simulation.  This data can either be created in 
the GUI or can be ingested from data sources, such as 
cargo manifests.  This generates arrival events, which 
define the arrival time, quantity, and cargo load of each 
individual transport.  Transports can arrive empty or 
loaded with a mix of cargo headed for different 
destinations. 

A simulation run consists of a single scenario and 
one or more transport profiles that are executed by the 
SEELS Simulation Core.  The output data generated by 
the SEELS Simulation Core are stored as part of the 
simulation run. 

 
3.2. Output Analysis 

PAS models cargo and transports at the individual 
entity level and the output data collected during a 
simulation run (or iteration) can be used for extensive 
after-action reporting and visualization.  Output data 
can be captured for every node within the logistical 
network for any measurable metric.  Typical output 
includes infrastructure and resource cost and utilization, 
as well as cargo and transport throughput and timing.  
The data can be analyzed and compared to previous 
runs in rich charts and graphs that visualize and filter 
the data.  Users can also easily drill down from a high 
level view of the entire logistical network to data on a 
specific operational area within a terminal. 
 
4. SEELS SIMULATION CORE 
The Scalable End-to-End Logistics Simulation 
(SEELS™) technology supports the modeling of 
complex logistical networks for commercial, military, 
and government customers for use in planning, analysis, 
and experimentation.  For every customer, SEELS 
models their unique end-to-end logistical network and 

functions as a decision-support tool to quickly analyze 
different what-if scenarios.  SEELS is a scalable, nodal, 
and programmable architecture that allows a user to: 

 
• Define the item (cargo/bulk/person) entity 

level used in the simulation 
• Scale level of fidelity (as required) to model a 

node 
• Define the handling processes for a node 
 
SEELS can model people, containers, medicinal 

equipment or any variety of material as cargo flowing 
through a logistical network.  SEELS also enables 
planning a complete logistical network at a local, 
regional, or global level.  A network can be composed 
of any number of logistical nodes of any type.  The 
definition of a node is limited only by the user’s 
requirements; thus, a node may be an entire seaport or a 
single fueling point along a highway.  Typical types 
include seaports, airports, warehouses, distribution 
centers, intermediate staging bases, etc.  The nodes can 
be defined at any level of fidelity depending on a 
customer’s unique requirements or availability of data. 

A set of nodes can be connected by a variety of 
transportation links, such as air, sea road, rail, or other 
means of transportation to model a complete, 
multimodal end-to-end logistical operation.  Further, 
separate logistical operations can be linked to form an 
integrated, highly scalable, network-of-networks model.  
SEELS applies a single-model solution to the end-to-
end logistics problem, as a viable alternative to the 
complexity of a federated solution.   

SEELS captures a customer’s business rules as 
processes for the different nodes.  The processes dictate 
how cargo and transports are handled within each node.  
Processes are not part of the SEELS simulation 
software; rather they are provided as input just like any 
other data to the software during a simulation run.  This 
allows processes to be modified easily to support 
experimentation with changes to business rules. 

 
4.1. Nodal Cargo Terminal Architecture 
The architecture is defined as a network of nodes, with 
the flow of cargo and transports through each node 
defined by processes.  A node can be an inland port, 
seaport, a terminal within a seaport, or an operational 
area within either the seaport or a terminal.  A node 
could also potentially represent a whole other network 
of nodes.  This allows a hierarchical structure where 
individual nodes are defined by the internal processes 
performed within the node on the cargo and transports 
and possibly by a new network (network nodes).  
Multiple network nodes, each modeling a complete 
seaport, airport or inland port in itself, can be connected 
together to model an end-to-end cargo flow from a point 
of origin to a destination (Mathew 2002, Mathew, 
Leathrum, Mazumdar, Frith and Joines 2005).   

For example, PAS defines the Port of Hampton 
Roads as a seaport node.  The seaport node has a 
network of terminals, including Norfolk International 
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Terminal, APM Terminals Virginia, Portsmouth Marine 
Terminal, Newport News Marine Terminal, etc.  Each 
terminal itself is defined in terms of operational areas: 
the berths, staging, loading areas, etc.  The Virginia 
Inland Port (VIP) is also a network node, without 
terminals, but has a network of operational areas such as 
staging areas, rail spurs, loading areas, etc.   

The capacities and capabilities of individual nodes 
are programmable, and so are the processes within 
them.  The architecture is configurable to support 
different port types, different individual ports, different 
cargo types, and different transport types.  The 
architecture also supports routing entities through the 
network.  A route is defined by a starting node, a 
destination node, and a sequence of nodes traversed en 
route.  An important approach to avoid infinite queuing 
in the interconnection segments is that a node must 
request the next node in the route before advancing.  
This provides a level of flow control to aid in the 
avoidance of deadlock. 

 
4.2. Programmable Processes 
Processes for the SEELS simulation are programmable, 
unlike many applications where processes are hard 
coded within the simulation.  The Programmable 
Process Flow Network (PPFN) supports defining 
processes that are input to the SEELS simulation core 
during simulation run-time (Mathew and Leathrum 
2008).  PPFN is a process flow programming language 
that describes the process activities at a cargo terminal.  
PPFN provides an intuitive approach for an analyst to 
capture processes by providing the ability to 
define/edit/modify processes independent of the 
simulation and provide it as an input to the simulation 
in the same way other data is input; this makes the tool 
more responsive to changes in requirements.  Moreover, 
port Subject Matter Experts (SMEs) view operations 
within a cargo terminal in terms of processes that must 
be performed in a given situation.  PPFN provides a 
process-oriented interface (in terms of flowcharts) for a 
discrete-event simulation, with processes being defined 
as sequences of activities and decisions. 
 
4.3. Programmatic Events 
SEELS provides a capability to impact simulation 
behavior, both negatively and positively at run-time 
called Programmatic Events.  Programmatic events 
allow an analyst or an external disruption model to 
program unusual events to occur at specific simulation 
times, thereby modeling the effect disruptive events 
such as a chemical, or biological weapon attack into a 
scenario.  These events can change the processing, 
available resources, capacities, and capabilities of a 
node or transit times between nodes during simulation 
run-time.  For example, an analyst can program a new 
berth to become available on day 7, instead of day 0, or 
a berth and associated resources like cranes to be 
unavailable from days 2-10 due to a disruptive incident.  
SEELS can also be interface with other disruption 
models, to portray the effects of disruptive events on 

seaport operations, i.e., allowing the capability of the 
seaport to be degraded as a result of a disruptive event 
and then be gradually restored over time (Leathrum, 
Mathew, and Mastaglio 2009). 
 
5. EXAMPLE ANALYSES 
A baseline scenario for current cargo operations is 
developed.  This baseline scenario models the container 
flow through two terminals at POV: NIT and APMT 
during a week.  On an average, 22000 containers 
(import and export) flow through each terminal during a 
week.  The baseline scenario clears all cargo at NIT by 
9 days and at APMT by 10 days.  Then different 
analyses are performed by defining 3 unique use-cases 
which are described in the following sub-sections. 
 
5.1. Proactive Security Analyses 
PAS allows planners to proactively implement security 
strategies by inserting proposed inspection stations 
anywhere within the port facilities and assess the impact 
that it has on cargo flow.  In this case, an inspection is 
inserted right after the gate within the NIT terminal, 
requiring each truck coming into the terminal to be 
inspected before proceeding to pick up or drop off 
containers in the terminal (Figure 3).  If 10 concurrent 
inspections can be performed at the station, using an 
inspection time (Triangular distribution with a 
minimum time of 2 minutes, maximum time of 3 
minutes and most likely time of 4 minutes), then cargo 
clearance at NIT is delayed by approximately 3 days 
compared to the baseline scenario.  The comparison 
between cargo clearances is shown in Figure 4.  
However, if the number of concurrent inspections that 
can be conducted is increased to 40, then cargo 
clearances at NIT is delayed by just 1 day.   

Planners can then determine capability 
requirements for inspection stations and make decisions 
on whether extra investments are required to improve 
cargo clearances.  Planners can also analyze other data 
such as area and resource utilization and transport 
turnaround times in their decision-making process. 

 
5.2. Reactive Analyses 

PAS also supports planners in developing response 
strategies to disruptive incidents if and when they do 
occur.  In this use-case, an incident occurs at APMT 
that damages a crane rendering another adjacent crane 
and 2000 feet of berth space unusable for 6 days.  This 
reflects an actual incident that occurred at APMT, 
where the disruption lasted for longer than 6 days 
(McCabe 2011).  The disruption only delays cargo 
clearance at APMT by 2 days, even with reduced cargo 
handling capacity (Figure 5) indicating that APMT has 
the ability to deal with the disruption.  However, if the 
disruption lasts longer, VPA can use PAS to develop 
mitigation plans by developing scenarios to analyze the 
impact of diverting traffic to its other terminals.  This 
would allow other VPA terminals to pick up the slack, 
while APMT is brought back to its full operational 
capacity. 
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Figure 3.  Security Inspection at NIT 

 
Figure 4.  Cargo clearance comparison between baseline scenario and scenario with inspection 

 
Figure 5.  Crane accident scenario at APMT 
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Figure 6.  Proposed Craney Island Terminal next to APMT and NIT 

5.3. Craney Island Terminal  
PAS can also support VPA in modeling its proposed 
Craney Island Terminal scheduled to be operational 
after 2020 (Virginia Port Authority 2010).  Planners can 
use proposed designs including resources and 
infrastructure to create a complete model of the 
terminal.  PAS provides a simple, intuitive, click-and-
drag interface to design new infrastructure, including 
the ability to create areas (berths, staging areas, rail 
spurs, etc.) and add resources (straddle carriers, cranes, 
forklifts, etc.).  Planners can then simulate the flow of 
projected cargo through the terminal and analyze the 
results to validate current assumptions, detect 
bottlenecks, and identify future requirements.  The 
model can be refined along with design changes to 
continuously analyze and validate the design and 
investment decisions.  It also provides VPA with 
independent and validated analytics to use in 
discussions with different stakeholders. 

 
5.4. Simulation Performance 
The SEELS simulation core has been designed and 
developed for portability across alternative computing 
systems.  The software code is written as an ANSI 
Standard C++ implementation, with a key focus on 
execution speed and low memory usage.  It also uses a 
high-performance, C++ implementation of the 
Distributed, Independent-platform, Event-driven, 
Simulation Engine Library (DIESEL) (Mathew 2007), 
as its underlying simulation executive.   

Due to the high-performance of the SEELS 
simulation core, PAS is capable of simulating the flow 
of over 40000 pieces of cargo through the VPA network 
in under 20 seconds, executing approximately 1.6 
million events in that time.  PAS is also capable of 
simulating the flow of over a million pieces of cargo at 
an individual entity level of detail in under 30 minutes. 

6. RELATED WORK 
There exist a plethora of commercial cargo terminal 
simulation models and tools modeling ports all over the 
world (Ballis and Abacoumkin  1996; Bruzzone  and 
Signorile 1998; Dzielinski, Amborski, Kowalczuk, 
Sukiennik, and Pawlowski 2002;  Gambardella, Rizzoli, 
and Zaffalon  1998;  Hayuth, Pollatschek, and Roll 
1994; Kia, Shayan, and Ghotb 2002; Kozan 1997; 
Merkuryev, Tolujew, Blymel, Novitsky, Ginters, 
Viktorova, Merkuryeva, and Pronins 1998; 
Merkuryeva, Merkuryev, and Tolujew 2000; Ramani 
1996; Shabayek and Yeung 2002; Van Hee and 
Wijbrands 1988; Yun and Choi 1999).  These tools 
differ widely in their objectives, complexity, level of 
detail and operational factors taken into consideration 
due to the variation in the questions that a particular 
model attempts to answer as well as the model’s 
fidelity.  There are also custom tools developed by ports 
or logistics consulting firms operating on behalf of ports 
using software such as Arena, ProModel, etc.  Most of 
these tools are limited as they are designed around the 
commercial activities of a specific port/terminal with 
very limited capabilities to adapt it to another port 
without needing significant development.  PAS. 
Developed for VPA, can be easily adapted to any port 
in the world by populating the tool with GIS data (for 
infrastructure), asset data (for port resources), business 
rules for cargo handling, and cargo data.  The 
underlying technology supports modeling any port 
without requiring software changes.   
 
7. CONCLUSION 
The Port Analysis Simulation (PAS) tool presented here 
supports VPA in modeling cargo operations across all 
of its terminals.  PAS provides capabilities to model 
VPA facilities and assets at a high level of fidelity and 
supports analyzing different performance metrics for 

Proposed Craney Island Terminal 

APMT 

NIT 
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improving the efficiency of current VPA operations.  
PAS also supports VPA in performing operational 
what-if analyses on the impact of adding new 
infrastructure or resources and calculate Return on 
Investment (ROI) metrics before significant investment 
decisions are made.  PAS also enables VPA to 
adequately prepare for major operational changes such 
as building the new Craney Island Terminal and the 
arrival of larger ships after the Panama Canal 
expansion, by providing a robust, configurable, and 
high-performance modeling and analysis capability.  
PAS can be easily adapted to other ports all around the 
world by populating the tool with appropriate data 
about the port, without requiring any software 
development.   
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ABSTRACT 
The main purpose of this paper is to discuss how a 
Bayesian framework is appropriate to incorporate the 
uncertainty on the parameters of the model that is used 
for demand forecasting. We first present a general 
Bayesian framework that allows us to consider a 
complex model for forecasting. Using this framework 
we specialize (for simplicity) in the continuous-review 
( )RQ,  system to illustrate how the main performance 
measures that are required for inventory management 
can be estimated from the output of simulation 
experiments. We discuss the use of sampling from the 
posterior distribution (SPD) and show that, under 
suitable regularity conditions, the estimators obtained 
from SPD satisfy a corresponding Central Limit 
Theorem, so that they are consistent, and the accuracy 
of each estimator can be assessed by computing an 
asymptotically valid halfwidth from the output of the 
simulation experiments.  

 
Keywords: inventory simulation, reorder points, para-
meter uncertainty, output analysis 

 
1. INTRODUCTION 
Most of the proposed techniques to compute service 
levels and reorder points assume that the parameters of 
the model that is used for demand forecasting are 
known with certainty (see, e.g., Nahmias 2008). 
However in practice, parameters are estimated from 
available information (data and/or expert judgment), 
and there exists a certain degree of uncertainty in the 
value of these parameters. In this article, we use a 
Bayesian framework that allows us to incorporate 
parameter uncertainty that is induced from the 
estimation procedure. This framework is particularly 
useful when using a complex model for demand 
forecasting, in the sense that analytical expressions to 
obtain service levels and/or reorder points may not be 
available, so that the application of estimation 
procedures based on stochastic simulation is 
recommended.  

Although it is not our intention to review the 
abundant literature on inventory simulation (see 
Jahangirian et al. 2010 for a recent survey), we mention 
that simulation has been extensively used to analyze 
inventory policies in a supply chain (see Tako and 

Robinson 2012 for a recent survey). Simulation has also 
been used as a tool to compare different forecasting 
procedures for inventory management (see, e.g., 
Syntetos et al. 2009, Bartezzaghi et al. 1999). 
Furthermore, simulation-based methodologies such as 
importance sampling (see, e.g., Glasserman and Liu 
1996) and simulation optimization (see, e.g., Fu 2002) 
have been applied to inventory models. However, to the 
best of our knowledge, parameter uncertainty has not 
been considered in the related bibliography.  
 The Bayesian approach described in this article 
allows us to incorporate parameter uncertainty through 
a probability distribution, and it is in the spirit of the 
approach described, e.g., in Chick (2001) and Bermúdez 
et al. (2010), where the authors discuss the 
incorporation of parameter uncertainty in a forecasting 
model using stochastic simulation. In this article, we 
show how this approach can be extended to the 
estimation of Bayesian reorder points, and our main 
contribution is the development of a Central Limit 
Theorem (CLT) for each of the proposed point 
estimators. As is well known in the simulation 
literature, a CLT for an estimator allows us to construct 
an asymptotic confidence interval (ACI) to assess the 
accuracy of the point estimator obtained using 
simulation. We extend the results of Muñoz and 
Galindo (2010) to include the estimation of three 
measures of service level and corresponding reorder 
points. 
 The remainder of this article is organized as 
follows. In Section 2 we present a Bayesian framework 
under which performance measures for inventory 
management can be precisely defined, we illustrate the 
derivation of performance measures under this 
framework by considering the continuous-review 
( )RQ,  system. In Section 3 we discuss how SPD can be 
used to estimate the performance measures defined in 
Section 2 as well as to assess the accuracy of the point 
estimators. Finally, in Section 4 we provide a simple 
example to illustrate our Bayesian Framework.  
 
2. THEORETICAL FRAMEWORK 

 
2.1. Notation and Model Assumptions 
We assume that ( )( )Θ≤≤= ;0, TssYgW  is the 
demand for an item, where ( ){ }Θ≥= ;0,ssYY  is a 
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stochastic process (possibly multivariate), T  is a 
stopping time that represents the planning horizon, and 
Θ  is a vector of parameters. This notation is general 
enough to include most forecasting models that are used 
in practice (e.g., ARIMA and regressions), and in 
particular, a discrete-time stochastic process can be 
incorporated into this framework by setting 
( ) ⎣ ⎦( )sYsY =  (where ⎣ ⎦s  denotes the integer part of   

s ).  
 

 
Figure 1: Main Steps to Compute Performance 
Measures for Inventory Management 

 
 A Bayesian approach for inventory management is 
summarized in two steps, as illustrated in Figure 1. In 
the first step parameter uncertainty is assessed by 
constructing the posterior density  ( )xp θ  from the 
available data x  and a prior density ( )θp . In the 
second step ( )( )Θ≤≤= ;0, TssYgW  and the posterior 
density ( )xp θ  are used to compute the performance 
measures that are required for inventory management.  
Input data on the model parameters is available through 
a vector of observations dx ℜ∈  that satisfies a 
likelihood function ( )θxL . If ( )θp  is a prior density 
function for the vector of parameters Θ , then the 
posterior (given the data x ) density function of Θ  
becomes 
 

( ) ( ) ( )
( ) ( )∫

=
0S dxLp

xLp
xp

θθθ
θθ

θ ,  (1) 

 
for dx ℜ∈  and 0S∈θ .   

Note that we can consider an input dx ℜ∈  with 
correlated data, and for the special case where 

( )nxxx ,,1 K=  is a set of observations of a random 
sample ( )nXXX ,,1 K=  from a density func-

tion ( )θyf , the likelihood function takes the form of  
 
( ) ( ) ( ) ( )θθθθ nxfxfxfxL K21= . (2) 

  
The prior density ( )θp  reflects the initial uncertainty on 
the vector of parameters Θ , and there are essentially 

two points of view to proposing a prior density ( )θp . 
The first approach consists of using a non-informative 
prior, which is appropriate when we wish to consider a 
prior density that does not “favor” any possible value of 
Θ  over others. This can be considered as an 
“objective” point of view (for a discussion on this 
subject see, e.g., Berger et al. 2008). The second 
approach is a “subjective” point of view, and consists in 
the establishment of a prior density based on expert 
judgment.  
 
2.2. Performance Measures for Inventory 

Management 
Although our previous notation can be useful to 
consider different inventory control policies, multi-item 
and/or multi-period systems, a definition of the 
appropriate performance measures for inventory 
management may be problem-dependent, and this is 
why we restrict our discussion to a single-item, single-
period inventory system subject to a continuous-review 
( )RQ,  policy. We set ** LTT += , where *T  is the 
time at which the inventory level reaches the reorder 
point R , and *L  is the (possibly random) lead time for 
an order. A suitable definition for the output process is 
( ) =sY  cumulative demand of the single item on the 

interval [ ]s,0 , so that ( ) ( )*TYTYW +=  is the demand 
during the lead time. 
 In general, a forecast for demand W  is completely 
defined by its cumulative distribution function (c.d.f.) 
( ) [ ]xXwWPwF =≤= , which allows us to define the 

following important performance measures for 
inventory management. The expected demand 

 

[ ] ( )∫
∞=== 0 yydFxXWE

def
μ   (3) 
 
is usually regarded as the point forecast. We assume 
that demand W  is non-negative (i.e., ( ) 0=wF  for 

0<w ). Note that, although F  or μ  might depend on 
x , in order to simplify the notation, we denote (on 
purpose) F  or μ  not depending on x , and remark that 
the results of Section 3 can also be applied to the case 
where parameter uncertainty is not considered. 
 A performance measure that is of practical 
importance in inventory management is the probability 
of no stock-out  

 

( ) [ ] ( )RFxXRWPR
def

==≤=1α ,   (4) 
 
where 0≥R . Thus, we say that the type-1 service level 
(T1SL) corresponding to a reorder point 0≥R  is 

( )%100 1 Rα , and given 10 <<α , a reorder point for a 
%100α  T1SL is defined as 

( ) ( ){ }ααα ≥≥= RRr
def

11 :0inf ,   (5) 
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where ( )R1α  is defined in (4). 
 Another measure of service is the proportion of 
demands that are met from stock, 

 

( )
( ) ( )

Q
ydFRy

R R
def ∫

∞ −
−= 12α ,   (6) 

 
where 0≥R , and 0>Q . We say that the type-2 
service level (T2SL) corresponding to a reorder point 

0≥R  is ( )%100 2 Rα , and given 10 <<α , a reorder 
point for a %100α  T2SL is defined as 

 

( ) ( ){ }ααα ≥≥= RRr
def

22 :0inf ,   (7) 
 
where ( )R2α  is defined in (6). According to Nahmias 
(2008), the term “fill rate” is often used to describe 
T2SL, and is generally what most managers mean by 
service. 
 Finally, note that T1SL considers the probability of 
stock-out only during the lead time, so that we might 
also consider a measure of fill rate during the lead time, 

 

( )
( ) ( )

μ
α ∫

∞ −
−= R

def ydFRy
R 13 ,   (8) 

 
where 0>μ  is defined in (3). Similarly, we say that the 
type-3 service level (T3SL) corresponding to a reorder 
point 0≥R  is ( )%100 3 Rα , and given 10 <<α , a 
reorder point for a %100α  T3SL is defined as 

 

( ) ( ){ }ααα ≥≥= RRr
def

33 :0inf ,   (9) 
 
where ( )R2α  is defined in (8). 
 When analytical expressions for the performance 
measures defined in this section cannot be obtained (or 
they are too complicated), simulation can be applied to 
estimate these parameters, as we explain in the next 
Section. 

 
3. ESTIMATION USING SIMULATION 
As illustrated in Figure 2, under the SPD algorithm we 
first sample from the posterior density ( )xp θ  to obtain 
independent and identically distributed (i.i.d.) 
observations of the uncertain parameter Θ  (given the 
data x ),  and then we simulate demand W  to estimate 
μ , ( )Riα  and ( )αir , by μ̂ , ( )Riα̂  and ( )αir̂ , 3,2,1=i , 
respectively. The algorithm of Figure 2 is based on the 
algorithm proposed in Chick (2001) for the estimation 
of μ , and we also show how to produce consistent 
estimators for ( )Riα  and ( )αir , 3,2,1=i . Furthermore, 

each of the point estimators defined in Figure 2 satisfies 
a corresponding CLT, as we explain below.   

For the sake of completeness, we first show, using 
the case of the estimation of μ , how an ACI is obtained 
from a CLT. As is well known from the standard CLT, 
when [ ] ∞<= xXWE 2

1   we have 
 
( ) ( )1,0

ˆ2/1
Nm

W
⇒

−
σ

μμ ,  (10) 

where “⇒ ” denotes weak converge (as ∞→m ), 
( )1,0N  is a standard normal distribution, and 2

Wσ  is the 
variance of 1W  (given the data x , i.e., 

[ ] 22
1

2 μσσ −== xXEW . Also, from a Weak Law of 
Large Numbers we also know that 1/ ⇒WWS σ , 
where  

( )
2

1

1

1

22/11 ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−−= ∑∑

=

−

=

− m

j
j

m

j
jW WmWmS  

is the sample standard deviation, so that it follows from 
(10) and a converging together argument that 

( ) ( )1,0
ˆ2/1

N
S

m

W
⇒

− μμ , and the interval  

[ ]WWm SmzSmzI 2/12/1 ˆ,ˆ −− +−= ββ μμ   
tends (as ∞→m ) to cover the parameter μ  with 
probability ( )β−1 , where 10 << β  is a given constant 
and ( )[ ] 2/11,0 ββ −=< zNP . The interval mI  is 
called a ( )%1100 β−  ACI for μ , and the corresponding 
halfwidth 

 

WSmzH 2/1
ˆ

−= βμ ,  (11) 
 
is used in the simulation literature to assess the accuracy 
of μ̂  as an estimator of parameter μ . Similarly, 

( ) [ ]xXVER == 111α , and ( ) [ ]xXVER == 212α , where 

[ ]RWIV ≤= 111  and ( ) [ ]RWIRWQV >−−= −
11

1
21 1 , so 

that CLT’s for ( )R1α̂  and ( )R2α̂  are easily obtained 
from the standard CLT, and the halfwidths 
corresponding to a ( )%1100 β−  ACI for ( )Riα , 2,1=i  
are given by 

 

( ) iR SmzH
i

2/1
ˆ

−= βα ,   (12) 

where ( ) ( )21
1

1
22/11 ∑∑ =

−
=

− −−= m
j ij

m
j iji VmVmS , 

[ ]RWIV jj ≤=1 , ( ) [ ]RWIRWQV jjj >−−= −1
2 1 , for 

2,1=i , mj ,,1K= , and the jW ’s are defined in Figure 
2. 

Finally, note that ( ) μμα /13 RR −= , where 
{ }[ ]xXRWER =−= 1,0maxμ , so that a CLT for 
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( )R3α̂  can be obtained by applying the Delta method 
(see, e.g., Lemma 1 of Muñoz and Glynn 1997), and the 
halfwidth corresponding to a ( )%1100 β−  ACI for 

( )R3α  is given by 
 

( ) 3
2/1

ˆ
3

SmzH R
−= βα ,  (13) 

where ( ) ( ) 22
33

2
3

1
3 ˆˆˆˆ2ˆ

3 WWV SSSS μμμμμ −+−−= − , 

∑ =
−= m

j jVm 1 3
1

3μ̂ , { }RWV jj −= ,0max3 , ,,,1 mj K=  

( ) ( ),ˆ1 2
31

2
3

12
3 μmVmS m

j j −−= ∑ =
−  and 

 ( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−−= ∑

=

−
3

1
3

1 ˆˆ1
3

μμmVWmS
m

j
jjWV . 

 
When W is discrete, the value of a reorder point 

can be investigated from the estimation of the 
corresponding service levels ( )Riα  for different values 
of R , and thus we assume that W is continuous when 
discussing how to compute a halfwidth for a reorder 
point. In particular, for the estimation of ( )α1r , we 
assume that F  is differentiable at ( )α1r  with 

( )( ) 01 >′ αrF , so that it follows from Bahadur’s 
representation for quantiles (Bahadur 1966) that ( )α1̂r  
satisfies a CLT, and a halfwidth corresponding to a 

( )%1100 β−  ACI for ( )α1r  is given by 
 

( ) ( ) 2/
12111̂ mmr ZZH +=α ,  (14) 

where ( )[ ]⎣ ⎦2/1
11 1 ααα β −−= mzmm , 

( )⎡ ⎤2/1
12 ]1[ ααα β −+= mzmm , and the iZ ’s are 

defined in Figure 2. The validity of the ACI 
corresponding to (14) relies on a CLT for ( )α1̂r  and is 
established in Section 2.6.3 of [29]. We remark that the 
asymptotic variance of the CLT for ( )α1̂r  depends on 
the density ( )( )α1rF ′ , and to avoid a density estimation 
we are using a halfwidth in the form of (14). 

In order to establish a CLT for ( )α2̂r  and ( )α3̂r , 
we need to introduce some notation. For 0≥R , set 

( ) ( ) ( ) ( ),121 ∫
∞ −−−= R ydFRyQR αλ

( ) ( ) ( ) ( ) ( )

( ) ( ),

121

2

22
22

∫

∫
∞

∞

−+

−−−−=

R

R

ydFRy

ydFRyQQR ααλ
  (15) 

and 
( ) ( ) ( ) ( ),131 ∫

∞ −−−= R ydFRyR μαλ

( ) ( ) ( ) ( ) ( ).1 2
0

22
32 ∫∫

∞ −+−= R
R ydFyRydFyR ααλ  (16) 

Proposition 1. Let us suppose that ( ) ∞<∫
∞
0

2 ydFy   and 

10 <<α . Then 

(i) If ( ) ( ) 22
0

2 1 QydFy α−>∫
∞ , ( )R21λ  is 

differentiable at ( )α2rR =  and ( )R22λ  is 
continuous at ( )α2rR = , we have 

( ) ( )[ ] ( )1,0ˆ 222
2/1 Nrrm σαα ⇒− , 

where ( )R21λ  and ( )R22λ  are defined in (15), and 

( )( ) ( )( ) ( )

( )( )( )22

222
22

2
1

1
2

α

αα
σ α

rF

QydFryr

−

−−−
=
∫
∞

. 

(ii) If 0>μ , ( )R31λ  is differentiable at ( )α3rR =  and 
( )R33λ  is continuous at ( )α3rR = , we have 

( ) ( )[ ] ( )1,0ˆ 333
2/1 Nrrm σαα ⇒− , 

where ( )R31λ  and ( )R32λ  are defined in (16), and 

( ) ( )( ) ( )( ) ( )( )
( )( )( )

.
1

1
2

3

2
30

22
2
3

3

3

α

ααα
σ α

α

rF

ydFyrydFy r
r

−

−+−
=

∫∫
∞

 

 
Figure 2: Estimation of Performance Measures Using 
SPD 

 
Using Proposition 1 we can establish the following 
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4. AN ILLUSTRATIVE EXAMPLE 
In order to illustrate our notation, we present a model 
that is inspired in the ideas of Silver (1965) and Croston 
(1972) to forecast intermittent demand. Suppose that the 
arrival of clients at a retailer occurs according to a 
Poisson process, however there is uncertainty on the 
arrival rate 0Θ , so that given [ ]00 θ=Θ , the time 
between customers arrivals are i.i.d. according to the 
exponential density function 

( )
⎩
⎨
⎧ >=

−

otherwise,,0
,0,00

0
yeyf

yθθθ  

where ( )∞=∈ ,0000 Sθ . In addition, every customer 
orders j  items (independently of each other) with 
probability j1Θ , qj ,,1K= , 2≥q .  

 Set ( )( )11111 ,, −ΘΘ=Θ qK  and ∑ Θ−=Θ −
=

1
1 11 1 q

j jq , 
then ( )10,ΘΘ=Θ  denotes the parameter vector, and 
the parameter space is 01000 SSS ⊗= , where 
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We are interested in the total demand (W ) during a 
lead time of length *L ,  
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where *T  is as in (3), 0* >L  is a constant, ( )sN  is the 
number of clients that arrived on [ ]s,0 , 0≥s , and 

K21,UU   are the individual demands (assumed 
conditionally independent relative to Θ ). Information 
on Θ  is available from (i.i.d.) observations of past 
clients ( )nvvv ,,1 K=  and ( )nuuu ,,1 K=  where iv  is 
the interarrival time of client i , and iu  is the number of 
items ordered by client i . Note that, according to (2), 
the likelihood functions for v  and u  take the form of 
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respectively, where ( )( )11111 ,, −= qθθθ K , and 

[ ]∏ == =
n
i ij juIc 1  is the number of past clients that 

ordered j  items.  
If we adopt an objective point of view, we may 

wish to consider a non-informative prior density for Θ , 
and using Jeffrey’s prior may be appropriate. As is well 
known, Jeffrey’s prior density for the exponential model 
is ( ) 1

00
−= θθp , 000 S∈θ , so that it follows from (1) that 
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which corresponds to the ( )∑ =
n
i ivn 1,Gamma  

distribution, where, for 0, 21 >ββ , ( )21,ββGamma  

denotes a Gamma distribution with expectation 1
21
−ββ . 

Similarly, Jeffrey’s prior density for the multinomial 
model (see, e.g., Berger and Bernardo 1992) is 
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which corresponds to a ( )2/1,,2/1Dirichlet 1 ++ qcc K   

distribution. Thus, if we set ( )iii uzx ,= , ni ,,1K= , 
( )nxxx ,,1 K= , and ( )10 ,θθθ = , under an appropriate 

independence assumption, the posterior density 
becomes ( ) ( ) ( )upzpxp 10 θθθ = , where ( )zp 0θ  and 
( )up 1θ  are defined in (19) and (20), respectively. 

Note that in this example we can obtain an 
analytical expression for the point forecast 

[ ]xXWE ==μ , since from (19) and (20) we have 
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which allows us to compute the point forecast μ  from 
the available data x . However in this case, analytic 
expressions for a service level or a reorder point may 
not be easy to obtain, and the SPD algorithm described 
in Section 3 may be useful to compute, via simulation, 
the other performance measures defined in Section 2. It 
is worth mentioning that Muñoz and Muñoz (2011) 
applied a simplified version of this model to the 
estimation of reorder points for a T1SL using data from 
a car dealer.  
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5. CONCLUSIONS 
 We discussed how performance measures for 
inventory management (service levels and reorder 
points) can be suitably defined under a Bayesian 
framework, and how these performance measures can 
be estimated from the output of simulation experiments.  
 In the case where the sample data has the form of 

( )nxxx ,,1 K=  and the likelihood has the form of (2), 
this approach is particularly relevant when the sample 
size n  is small, since in that case parameter uncertainty 
should be relatively large. It is worth mentioning that, 
as ∞→n , this approach is consistent with the classical 
approach of ignoring parameter uncertainty and fixing 
the value of the parameter at the maximum likelihood 
estimator, since under regularity conditions (see e.g., 
Theorem 5.14 of Bernardo 2000), ( )xp θ  has an 
asymptotically (as ∞→n ) normal distribution, with 
mean equal to the estimator nθ̂  that maximizes ( )xp θ . 

Finally, note that SPD can be applied when a valid 
algorithm to generate samples from ( )xp θ  is available. 
If this is not the case, methodologies based on Markov 
Chain Monte Carlo (see, e.g., Robert 2007) can be 
applied, and, under regularity conditions, a valid ACI 
for any of the performance measures defined in Section 
2 can still be obtained (see, e.g., Muñoz and Glynn 
1997 and Muñoz 2010 for regularity conditions of 
ACI’s based on the batch means method). 
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ABSTRACT
The  importance  of  multi-core  processors  increases 
every  day.  So  multi-threaded  programming  also 
becomes more important. Due to data consistency it is 
necessary  to  synchronize  specific  parts  of  the  code. 
These synchronizing methods cause an overhead during 
program execution. This paper analyses  this overhead 
based on time on different  operating systems.  On the 
one  hand,  the paper  gives  a  short  introduction  to  the 
most important synchronization methods, on the other 
hand a test  application is introduced  to determine the 
delay  time  of  each  of  these  methods. All  tests  are 
designed  to  give  real  world  examples  of  how  much 
overhead is produced. Following the given data of the 
test application, the delay times of different operating 
systems are compared to each other. The paper shows 
that  some methods perform better  on one system and 
others perform better on the other systems.

Keywords: synchronization methods, synchronization 
performance, multi-threaded performance, decision 
support

1. INTRODUCTION

1.1. Motivation
The  development  of  new  processors,  such  as  faster 
single-core  processors  and  multi-core  processors, 
resulted in new opportunities in software development. 
On multi-core processors it is now possible to achieve 
real parallelism of software by running various software 
components on different cores.

Alongside  these  new  opportunities  also  new 
difficulties  came.  One  primary  difficulty  is  the 
synchronization  of  software  components  which  run 
independently. Synchronization refers to controlling the 
application flow of paralleled software components.

There  are  certain  techniques  required  to  perform 
synchronization.  Because  of  the  various 
implementations of these techniques, different overhead 
is  produced  depending  on  the  way  of  the 
implementation.

This  paper  analyses  the  overhead  on  the popular 
operating  systems  Windows  XP,  Windows  7  and 
Ubuntu 10.04 LTS in each case 32-bit edition.

1.2. Objective
The primary objective is to accomplish a comparison of 
various  synchronization  techniques  on  different 
operating systems.  This is  achieved by measuring the 
delay  time  by  modelling  real-world  usage  of  the 
different  techniques  and  simulating  their  real-world 
behaviour in the test environment.

The paper is divided into two main sections. The 
first  section  gives  an  overview to  the  basics  of  each 
synchronization  method.  Especially  the  usage  of  the 
methods  using  Win32-API  and  using  POSIX  (IEEE 
1003.1-2008, 2008) is described.

The second section describes the test scenario, the 
implementation  and  the  analysis  of  the  results.  Both, 
modelling and simulation of the test  scenario is  done 
with industrial applications in mind.

1.3. Related work

A  similar  approach  of  analysing  synchronization 
techniques can be found in the paper “A new Look at 
the Roles of Spinning and Blocking” (Johnson, 2009). 
There  the  trade-off  between  spinning  and  blocking 
synchronization is analysed and observed that the trade-
off  can  be  simplified  by  isolating  the  load  control 
aspects of contention management.

Another  approach  can  be  found  in  the  article 
“Multi-threaded  Performance”  (Asche,  1996)  where 
strategies  for  rewriting single-threaded  applications to 
be multi-threaded applications are discussed. It analyses 
the  performance  of  multi-threaded  computations  over 
compatible single-threaded ones in terms of throughput 
and response.

2. THE BASICS

2.1. Multi-threaded programming
Multi-threaded  programming  allows  the  creation  of 
parallel  software.  Since  C++  does  not  provide 
mechanisms  for  multi-threaded  applications  until  C+
+11 (ISO, 2011), operating system functions have to be 
accessed. The problem with these functions is that they 
are  implemented  differently  on  various  operating 
systems and also provide different results in regard to 
performance.  C++11  already  provides  multi-threaded 
mechanisms on the basis of POSIX-threads,  but  there 
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are hardly any compilers or commercial software since 
it was released in August 2011.

Multi-threaded  code  is  program  code  which  is 
executed simultaneously by the operating system.

On Linux systems these functions are defined by 
the POSIX standard and implemented in the kernel. On 
Windows systems they are defined by the Win32-API 
and also implemented in the kernel.

Because  of  parallel  execution  of  software 
components,  which  also  share  resources  and 
communicate  with  each  other,  the  control  flow  is 
synchronized.  But  this  synchronized  execution  also 
causes  problems  in  the  form  of  deadlocks,  race 
conditions,  starvation  and  live-locks.  These  problems 
occur  when  synchronization  methods  are  used 
carelessly.

Further  discussions  on  multi-threaded 
programming  can  be  found  in (Akhter  &  Roberts, 
2006),  (Williams,  2012) and  (Johnson,  Athanassoulis, 
Stoica, & Ailamaki, 2009).
2.2. Why synchronization?
Due to the previously mentioned problems with multi-
threaded programming a synchronization of the control 
flow is needed.

Synchronization  is  always  needed  when  parallel 
reading  and  writing  on  memory  occurs  and  when  a 
specific  sequence  of  the  control  flow  has  to  be 
guaranteed. Also synchronization is needed when only 
writing parallel on memory but reading sequential. No 
synchronization is needed when the memory is written 
sequential.

In  general,  synchronization  is  always  necessary 
when several threads write to a specific memory area.

2.3. POSIX-standard
The  POSIX-standard  defines  a  consistent  standard 
system  interface  for  UNIX-systems  and  Windows-
systems.  POSIX  is  the  abbreviation  for  Portable  
Operating System Interface for UNIX. POSIX has been 
created  to  enable  portable  code  for  various  UNIX-
systems.  POSIX  includes  the  PThread-library  for 
programming  multi-threaded  applications  for  UNIX-
systems.

2.4. Synchronization mechanisms
There are various synchronization primitives, depending 
on the operating system and the underlying CPU. Each 
primitive has its special purpose:

• Critical Sections: atomic areas within a process 
for exclusive access.

• Events:  signal  that  a  certain  state  of  the 
application occurred.

• Wait-functions:  blocked waiting for  an event 
or other signal.

• Mutex: similar to critical sections which work 
outside process boundaries.

• Semaphore: similar to mutex with an internal 
counter for handling several threads.

• Spin-lock: similar to critical sections but with 
short active waiting before passive waiting.

• Interlocked  functions:  hardware  depended 
atomic operations which directly execute CPU-
instructions

Further  discussions  on  these  techniques  can  be 
found in (Hart, 2010) and (Jones, 2008).

3. TEST SCENARIO

3.1. Introduction
As basis for the tests the Microsoft operating systems 
Windows  XP and  Windows 7,  as  well  as  the  UNIX 
based  free  operating  system  Ubuntu  10.04  LTS  are 
used.  Windows XP and Windows 7 have  been  taken 
because  they are  the  most  commonly used  Microsoft 
operating  systems  in  industry.  Ubuntu  10.04  LTS  is 
used because it’s one of the most commonly used UNIX 
based operating systems. The test environment is built 
with C++ and uses its object oriented capabilities.

3.2. Time measurement
The  time  measurement  is  carried  out  by  operating 
system internal time measurement operations with high 
accuracy.  The measurement  uses an accuracy of  1 us 
which  is  accurate  enough  for  our  real  world 
measurement approach.

Not  the absolute time delay is  measured,  but  the 
delay  relative  to  the  current  CPU-tick  count.  This 
allows a better comparison by disregarding the blur of 
each operating system because their similar scheduling 
algorithms.

To  keep  the  source  code  compatible  between 
Windows  and  UNIX  the  Win32-API  functions 
QueryPerformanceCounter and 
QueryPerformanceFrequency were implemented using 
gettimeofday  (Linux  High-Resolution  Timer,  2009). 
The functions have the same interface like the Win32-
API  functions  and  are  implemented  using  compiler 
directives.

3.3. Test flow
Given  that  the  different  synchronization  techniques 
primarily  differ  in  their  field  of  application  and 
therefore similar in usage also the test flow is structured 
similar for each technique.

Basically a test consists of initialization, start of the 
components, time measurement and analysis.

1. Initialization:  The  synchronization 
mechanisms  and  program  components  are 
initialized according to their usage.

2. Execution:  The  execution  and  time 
measurement are carried out in parallel and are 
repeated to generate a more accurate median.

3. Analysis: The median is calculated and written 
into an Excel file for further processing.
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3.4. Constraints
Given that there are a lot of multi-core processors with 
various numbers of cores and clock frequencies and the 
different operating systems, it needs to be ensured that 
the average result is only exposed to low deviation.

It  has  to  be  ensured  that  the  whole  program 
inclusive  all  its  components  is  executed  on  only  one 
CPU core.  This  is  needed  because  the  switch  of  the 
execution to another CPU core also produces overhead 
and to avoid inter-core communication influence.

Also  it  has  to  be  ensured  that  the  overhead  of 
context switches between parallel executed components 
is  minimized.  This  is  done  by  setting  the  process 
priority to the highest priority available.

4. IMPLEMENTATION

4.1. Introduction
This  section  describes  the  architecture  and 
implementation  of  the  test  application  for  each 
synchronization technique.

4.1.1. Software architecture
The architecture is built up from two base classes, one 
for the test flow and one for threads. Derived from this 
base  classes  are  all  classes  needed  for  testing  each 
synchronization technique. Classes are named after the 
technique they are used for with the suffixes ‘Test’ and 
‘Thread’ to differentiate between the test flow and the 
threads.

Figure 1: Test Classes

Figure  1  shows  the  class  hierarchy  of  the  test 
classes.  Each  test  class  implements  methods  for 
controlling the test flow and interpreting the test results.

Figure 2: Thread Classes

Figure 2 shows the class hierarchy of the thread classes. 
The base class is used for controlling the typical thread 
flow  such  as  creating,  starting  or  suspending.  The 
derived classes implement the specific methods for each 
synchronization  technique  and  the  control  flow.  The 
threads  are  implemented  as  fire-and-forget  threads  so 

there is no need to stop and delete them. They are used 
for  calculating  the  overhead  of  the  various 
synchronization techniques.

Because  the  POSIX-standard  doesn’t  provide  an 
implementation for manual-reset-events,  they are self-
implemented using a conditional variable and a mutex. 
There  are  methods  and  a  structure  realized  which 
implement the functionality.

4.1.2. Test flow
Figure 3 shows the typical test flow with the help of the 
base  classes.  The  user  creates  a  new  test  class  and 
initializes  it.  The  test  class  then  creates  the 
corresponding thread  class  and  starts  the testing.  The 
testing is repeated as often the as MEASURES declares. 
After  the tests are completed the average  overhead  is 
calculated and written to a file for further processing.

Figure 3: Test flow

4.1.3. Choosing  processor  core  and 
process priority

As  described  in  section  3.4  the  overhead  of  context 
switches  and  switching  to  another  core  needs  to  be 
reduced so the results don’t get falsified.

To  reduce  the  number  of  context  switches  the 
process  priority  is  set  to  real-time.  To  block  core 
switching  the  process  affinity  mask  has  to  be  set.  It 
doesn’t matter on which core the program is executed as 
long as it is only one core.

Listing  1  and  Listing  2  show  the  Windows 
implementation  and  respectively  the  UNIX 
implementation of setting process priority and affinity 
mask.

Listing 1: Windows Process Priority and Affinity Mask 
(without error handling)
HANDLE h_process = GetCurrentProcess();
// set process priority to high
SetPriorityClass(h_process, REALTIME_PRIORITY_CLASS);
// set process affinity mask to only use core 0
SetProcessAffinityMask(h_process, AFFINITY_MASK);

Listing 2: UNIX Process Priority and Affinity Mask 
(without error handling)
cpu_set_t mask;
CPU_ZERO(&mask);
CPU_SET(0, &mask);
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// set process priority to high
setpriority(PRIO_PROCESS,0,-20);
//set process affinity mask to only use core 0
sched_setaffinity(0, sizeof(mask), &mask);

4.2. Synchronization techniques
All tests are designed to give real  world examples of 
how  much  overhead  is  produced  by  the  various 
techniques and not just laboratory values.

4.2.1. Critical sections
The  test  flow is  shown in  Figure  4.  The  delay  time 
measured  is  the  delay from entering  and  respectively 
leaving the critical section. This way of measurement is 
done because critical sections are used for short sections 
only so there is not much overhead.

Figure 4: Measuring Critical Sections

4.2.2. Events
The test flow is shown in Figure 5. After starting the 
test a thread is created which initially waits for an event 
to continue execution. In the test method this event is 
signalled and the thread continues its execution. After 
signalling the event the test method waits for an event 
signalled by the thread. After continuing execution the 
thread sets the event and finishes its work. The delay of 
events  is  calculated  by  measuring  the  time  from 
signalling the event to recognizing the signalled event. 
With  this  method  of  measurement  not  only  the 
execution time of the technique is measured but also the 
overhead produced by context switches which gives a 
real world example of the overhead.

Figure 5: Measuring Events

4.2.3. Wait-functions
Because there are no directly equivalent functions in the 
POSIX-standard  this  tests  measures  the  delay  of 
recognizing  the  exiting  of  a  thread.  And  also  wait-
functions from Win32-API which are used to wait for 
signals of mutex, semaphores and events are measures 
in the corresponding tests.

Figure 6 shows the test flow of measuring the wait-
functions. After the test is started a thread is created and 
started and the test method waits for it to complete. The 
time is measured after the thread was started and after 
the thread completed execution.

Figure 6: Measuring Wait-functions

4.2.4. Mutex
The  test  flow  of  testing  mutex  is  similar  to  that  of 
testing critical sections with the difference that there is a 
thread to communicate with.

Figure 7 shows the test flow. After starting the test 
a  mutex  is  created  in  blocked  mode  and  a  thread  is 
created  and  started.  The thread  opens  the  mutex  and 
waits for  it  to be released.  After  the thread  owns the 
mutex the test method waits for it to be released. The 
overhead  is  calculated  by  measuring  the  time  from 
releasing the mutex in the test method and respectively 
in the thread and getting to own the mutex in the thread 
and respectively the test method.

Figure 7: Measuring Mutex
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4.2.5. Semaphore
The test flow of the semaphore test, shown in Figure 8, 
works  corresponding  to  the  mutex  test  with  the 
difference that more threads are used.

4.2.6. Spin-locks
The test flow of the spin-locks test is corresponding to 
that of testing critical sections with the only difference 
being spin-locks in testing instead of critical  sections. 
Because of this nearly equivalent test flow there is now 
explicit figure given to illustrate it.

Figure 8: Measuring Semaphore

4.2.7. Interlocked functions
The test flow of measuring interlocked functions, shown 
in Figure 9, is very simple. Each function is executed 
and its execution time is measured.

Figure 9: Measuring Interlocked Functions

5. ANALYSIS

5.1. General Findings
Through the evaluation of the test results insights could 
be gained on how the performance of synchronization 
techniques differs on different operating systems. When 
viewing the test results it is important to differ between 
synchronization techniques, which are influenced by the 
operating system and those without. Influenced by the 
operating  system  are  mutex,  semaphore,  events  and 
wait-functions. Without influence are critical  sections, 
spin-locks and interlocked functions.

If  synchronization  does  not  depended  on  the 
operating  system,  less  overhead  can  clearly  be 

recognized.  In  general,  for  process-internal 
synchronization critical sections should be used and for 
calculations  interlocked  functions  if  available.  Spin-
locks are particularly well suited for synchronization of 
small areas which are divided among multiple processor 
cores,  but  produce  more  overhead  if  the  number  of 
critical areas exceeds the number of processor cores.

If  synchronization  depends  on  the  operating 
system, wait-functions cause the least overhead because 
they only wait for a certain signal, usually in a blocked 
manner.  Because  of  the  operating  system  influenced 
token system of mutexes they produce more overhead 
than  critical  sections.  Semaphores  produce  similar 
overhead to mutex but have even more impact due to 
the internal  counter.  The overhead of events exists of 
operating system influence and the expense to signal the 
wait-function to continue execution.

Table 1 shows the results of the tests on Windows 
7, Windows XP and Ubuntu 10.04 LTS. As it  can be 
seen  clearly,  synchronization  techniques  without  the 
influence of the operating system are by far, the fastest. 
Values of 1us indicate that the measurement is near or 
beyond its  precision,  which doesn’t  mind as  the high 
values  are  important  in  real-world  applications.  That 
confirms  the  knowledge  that  for  process  internal 
synchronization  critical  sections  and  for  calculations 
interlocked functions should be used. Also recognizable 
is that wait-functions produce nearly the same overhead 
regardless of whether they are waiting on one or more 
signals.  Mutex,  semaphore  and  events  produce  very 
different overhead on the several operating systems; this 
will be illustrated in the next section.

Looking  at  the  results  of  operating  system 
influenced  synchronization  techniques  it  can  be  said, 
that  semaphores  should  be avoided  when possible.  If 
synchronization is needed outside of process boundaries 
use events or mutex under Windows but try to avoid 
events under UNIX.

Table 1: Results Windows XP, Windows 7, 
Ubuntu 10.04 LTS (time in us)

Synchronization 
technique

Win 
7

Win 
XP Ubuntu

EnterCriticalSection 1 1 1
Interlocked Decrement 1 1 1
Interlocked Increment 1 1 1
LeaveCriticalSection 1 1 1
Lock Spinlock 1 1 1
ReleaseMutex 21 59 14
ReleaseSemaphore 39 27 11
SetEvent 32 20 51
Unlock Spinlock 1 1 1
WaitForMultipleObjects 18 20 19
WaitForSingleObject 18 19 15
Waiting for Mutex 24 26 42
Waiting for Semaphore 145 105 106
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5.2. Differences between Windows XP, 
Windows 7 and Ubuntu 10.04 LTS

In a direct comparison of windows and UNIX it can be 
seen that in general the mechanisms require less effort 
under UNIX than under Windows.

On  all  systems  critical  sections,  spin-locks  and 
interlocked  functions  only  produce  such  a  small 
overhead that no difference is recognizable. The same 
can be seen by looking at wait-functions, which produce 
nearly  the  same  overhead  on  the  several  operating 
systems. A big difference can be seen when looking at 
mutex, which produces more than twice the overhead 
when it is released on Windows XP than on Windows 7 
or Ubuntu. Acquiring a mutex produces more overhead 
on Ubuntu than on Windows XP or Windows 7 which 
produce similar overhead. Another big difference can be 
seen  at  semaphores.  Acquiring  a  semaphore  on 
Windows  XP  or  Ubuntu  produces  nearly  the  same 
overhead but produces a lot more overhead on Windows 
7.  This  could  be  explained  due  to  the  internal 
implementation of  the semaphore  counter.  In  general, 
acquiring a semaphore produces the most overhead of 
all synchronization techniques. Releasing a semaphore 
produces  very  different  overhead  on  all  operating 
systems.  On  Windows  XP  the  overhead  is  twice  as 
much as on Ubuntu and on Windows 7 three times as 
much overhead. Also events produce different overhead 
on  each  operating  system.  The  least  overhead  is 
produced  on  Windows XP,  a  little  more  overhead  is 
produced on Windows 7 but on Ubuntu the overhead is 
more  than twice  the  overhead  produced  on  Windows 
XP.  This  can  be  explained  by  looking  at  the 
implementation  of  the  manual-reset-event  on  Ubuntu 
which uses a mutex and a conditional variable, so the 
overhead of two mechanisms is included in this test.

In general, it can be seen beside a few exceptions 
that  Ubuntu  operating  system produces  less  overhead 
than  both  Windows  operating  systems.  With  the 
Windows  operating  systems  it  is  more  complicated, 
because  some mechanisms  produce  less  overhead  on 
Windows XP and some on Windows 7.

A visual representation of these differences can be 
seen in Figure 10.

Figure 10: Difference between Windows and Linux

CONCLUSION
The performed tests have shown what average overhead 
is expected on the various operating systems.  Also it 
was pointed out that  UNIX comparing all  mechanism 
produces  less  overhead  than  Windows  operating 
systems. It can be seen that each operating system has 
its strengths and weaknesses in the implementation of 
synchronization techniques.

Based on these measurements it can now be shown 
which operating systems are the better option for each 
synchronization technique, provided a free selection is 
an option. In the field of synchronization Linux would 
be  in  almost  every field the better  option,  except  for 
events which have less overhead under Windows than 
under Linux.

On  UNIX-systems  it  cannot  be  assumed,  despite 
the POSIX-standard that the overhead on average is the 
same,  since  different  UNIX-derivatives  also  have 
different kernel implementations. But in general it can 
be assumed that  different Linux-distributions with the 
same kernel produce the same overhead.

Due  to  the  different  performance  of 
synchronization techniques it is important to analyse in 
advance  which  mechanisms  will  be  needed  to  not 
slowing  down  a  multi-threaded  application 
unnecessarily.
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ABSTRACT 
The metal pressing process is widely used in industries, 
such as energy, civil, automotive and shipbuilding 
engineering. For the design of the process, blank design 
is firstly performed to determine the dimension of the 
flat blank. Traditionally, the trial and error approach is 
used. However, this approach wastes much time and 
raw materials, especially in manufacturing the blades of 
large Francis turbines. The rapid development of the 
computing technology makes it possible to get optimum 
blanks by numerical modeling and simulations. In this 
paper, the multi-step inverse finite element approach is 
investigated for the blank design and an elasto-plastic 
model has been built using the well-known software 
ANSYS. Unfolding tests with simple geometries have 
been carried out and the numerical results agree well 
with the results obtained by analytical analyses. Finally, 
a large and thick blade of Francis turbines for 
hydropower plants has been successfully unfolded. 

 
Keywords: finite element method, inverse approach, 
pressing forming, blade, blank design, Francis turbine 

 
1. INTRODUCTION 
A runner is one of the fundamental components of a 
Francis turbine for hydropower plants and the 
manufacturing of its blades using pressing process from 
a flat blank has many advantages (Casacci, Bosc, 
Moulin, and Sauron 1977; Casacci and Caillot 1983). 
This process is widely applied in other industries, such 
as automotive, shipbuilding and civil engineering. For 
the design of the process, firstly, blank design is 
performed to determine the dimension of the flat blank. 
Traditionally, the trial and error approach is used in 
blank design. However, this approach wastes much time 
and raw materials, especially in manufacturing the 
blades of large Francis turbines. Hydraulic conditions 
and cost of energy make design of Francis turbines very 
variable from site to site. Therefore the blade design is 
custom and not standard, the raw material trimmed 
away and the trimming time after the pressing process 
are very costly due to the over dimensioned blank to 

ensure the machining for the final shapes or the pressed 
blades. With the powerful development of the 
computing technology, numerical modeling and 
simulation are widely applied (Feng, Champliaud, and 
Dao 2009). Several methods were attempted to obtain 
the optimum blank, such as the slip line method 
(Kuwabara and Si 1997; Chen and Sowerby 1996), the 
roll-back method (Kim, Kim, and Huh 2000), the 
sensibility analysis method (Shim, Son, and Kim 2000), 
the initial velocity of boundary nodes methods (Son and 
Shim 2003) and the geometric mapping method (Blount 
and Stevens 1990; Ryu and Shin 2006). The most 
popular method is the inverse approach (IA) method. 
Some varieties of this method can be found in 
publication, such as the updated inverse approach 
(Zhang, Liu, and Du 2010);  the one-step inverse 
approach with energy-based algorithm (Tang, Zhao 
Hagenah, and Lu 2007; Zhang, Hu, Lang, Guo, and Hu 
2007), the multi-step inverse approach with membrane 
elements (Guo, Batoz, Detraux, and Duroux 1990; Lee 
and Huh 1998; Lan, Dong, and Li 2005; Nguyen and 
Bapanapalli 2009) and the multi-step inverse approach 
with shell elements to take consideration of bending 
effect (Guo, Batoz, Naceur, Bouabdallah, Mercier, and 
Barlet 2000; Lee and Cao 2001; Azaouzi, Belouettar, 
and Rauchs 2011).  

There are so many papers involving in inverse 
finite element approach; however the data is not easily 
accessible. In this paper, the multi-step inverse 
approach is investigated through the well-known and 
easily accessible software ANSYS. The approach is 
applied to the blank design of large and thick blades of 
Francis turbines for hydropower plants. The flat blank is 
obtained from the desired blade which is the finally 
deformed shape of the pressing process. 
 
2. FORMULATION 
In inverse finite element approach, the initial state of the 
model is the deformed shape obtained in the pressing 
process and the final state is the flat blank. The given 
variables are the constant thickness and the geometry of 
the deformed shape and the unknowns are the thickness 
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and the strain/stress of the flat blank, the coordinates of 
the flat blank in the working plane.  Figure 1 shows the 
principle of the inverse approach, where the 3D 
deformed shape C passes to the 2D flat blank Co. Each 
point P on C has an orthogonal projecting point P* on 
the working plane defined by the flat blank. The vertical 
displacement of point P is forced to be the distance 
between the two points P and P*. The process is 
characterized by geometry and material nonlinearities. 
The actions of the die and the punch are simplified by 
external forces. The principle of virtual work is 
established on the 3D deformed shape C as follows:  
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where the virtual internal work is given by 
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and the virtual external work is given by 
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where ε* and u* denote the virtual strain and the virtual 
displacement, respectively. σ and f denote the Cauchy 
stress and the external forces which represent the tool 
actions, respectively. e denotes the sum of the elements. 
Ve denotes element volume.  
 Nonlinear equation (1) is solved by the following 
Newton-Raphson method (Ansys 2010): 
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where [KT

i] denotes the Jacobian matrix or the tangent 
matrix. i denotes the current iteration. R(U) represents 
the residual vector. {Fext(Ui)} represents the vector for 
the external loads and {Fint(Ui)} represents the vector 
for the internal loads. The solution {Ui+1} contains the 
displacements of the projecting points of the nodes in 
the working plane which defines the flat blank. 
 
 

 
 
 
 
 
 
 

 
Figure 1: Schematic description of inverse approach 

3. MODELING AND SIMULATIONS 
The model represented by equation 1 is modeled with 
static analysis method under ANSYS environment. 
Inertial and damping effects, except of the static 
acceleration, are ignored.   
 
3.1. Unfolding tests of Cylindrical Sections 
Stainless steel was used in the models in this paper and 
the material properties (Table 1) were represented by a 
bilinear isotropic material model (Figure 2), where E 
denotes the elastic modulus, ET denotes the tangent 
modulus, Y denotes the yield stress. Elasto-plastic 
model with large displacement was established under 
ANSYS environment. 4-node shell elements were used 
to take account of the bending effect of thick blank. 
There was only one element with five integration points 
in the thickness direction. The nodes were located at the 
middle surface of the blank. Each node had six degrees 
of freedom (translations in the x, y, and z directions, and 
rotations about the x, y, and z axes).  

 
Table 1: Material properties of stainless steel 
 

Elastic modulus (GPa) 
Yield stress (MPa) 
Tangent modulus (GPa) 
Poisson’s ratio 
Density (kg/m3) 

200 
754 
2.0 
0.3 

7850 
 
 

 
Figure 2: Bilinear material model  

  
 A cylindrical section meshed with shell elements 
for the unfolding tests is shown in Figure 3. In the 
figure, r was 1.5 m which was the radius of the middle 
surface of the cylindrical section. The width of the 
cylindrical section was 2 m and the thickness was 13 
cm. In the tests, Angle  was selected as 15o, 30o, 45o, 
respectively. The models had the following boundary 
conditions: locked translation degrees of freedom in X, 
Y and Z directions for node 1, locked translation degrees 
of freedom Y and Z directions for node 2 and locked 
translation degree of freedom in Y direction for node 3, 
the other nodes had predefined displacements in Y 
direction. These predefined values were the distances of 
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each node to the working plane for unfolded geometry 
or the flat blank which defined by nodes 1, 2, and 3. 
The simulation gave the displacement of each node in X 
and Z directions in the working plane. As the motion of 
node 2 presented the motion of the free edge, the length 
of the cylindrical section L was determined by the 
following equation: 
 
ܮ ൌ ݎ2 sin

ߠ

2
 ݔݑ                                             (7)  

 
where ux denotes the displacement of node 2 in X 
direction;  r denotes the radius of the cylindrical section. 
 The theoretical length was calculated by the 
following equation: 
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In Table 2, the lengths obtained by the numerical 
simulations are compared with the values calculated by 
equation (8). The maximal error was 0.03% which 
indicated that the inverse approach gave satisfactory 
prediction of the flat blank. 
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Figure 3: Schematic description of inverse FE approach 
for a cylindrical section: (a) inverse FE model of a 
cylindrical section and its boundary conditions; (b) 
Geometrical setup for unfolding a cylindrical section 

 
 
 
 

Table 2: Lengths of unfolded cylindrical sections 
compared with theoretical lengths 

 
Angle 
 (deg) 

Theoretical 
length (m) 

Length obtained 
by simulation (m) Error (%) 

30 0.7854 0.7853 -0.02 
60 1.5708 1.5704 -0.02 
90 2.3562 2.3556 -0.03 

 
3.2. Unfolding of a Blade of Francis Turbine 
The blades of large Francis turbines have complex 
geometries with different thicknesses and curvatures at 
different locations. This complex geometry is obtained 
by machining a pressed shape from pressing process.  In 
such a process, a flat blank with constant thickness is 
firstly pressed to form a shape with little difference of 
thickness comparing to the flat blank. Then, the 
deformed shape is machined by a 5-axis CNC milling 
machine to obtain the desired curvature and thickness at 
each location of the blade (Sabourin, Paquet, Hazel, 
Cote, and Mongenot 2010). 
 During the unfolding of the blade with the inverse 
approach, it is supposed that the model for the 
unfolding of Francis turbine blades had also a constant 
thickness of 13 cm (Figure 4). At first, a working plane 
was defined by 3-point set: one point was located at the 
apex of the blade which coincided with the origin of the 
coordinate system, and two other points on the blade 
with reasonable distances from this apex (Figure 5). The 
material properties and element type were as the same 
as those used for the tests with simple geometries of the 
previous section. The unfolding procedure was also 
similar as the one used for the tests with simple 
geometries described in the same section. The boundary 
conditions were defined by the three points which 
defined a new coordinate system as follows: locked 
translation degrees of freedom in X, Y and Z directions 
for the point at the origin of the coordinate system 
(point 1), locked translation degrees of freedom in Y and 
Z directions for the second point (point 2), locked 
translation degree of freedom in Z direction for the third 
point (point 3). The displacements of the other nodes in 
Z direction were predefined. These predefined values 
were the distances of each node to the working plane. 
For ensuring the computational convergence, multi-step 
approach was applied to divide the total predefined 
displacement of each node by the number of steps and a 
loop was used to compute the predefined displacements 
of each node.  
 The elasto-plastic model had a structural mesh with 
1480 nodes and 1404 elements. A numerical simulation 
took about 96 seconds of CPU time. The middle surface 
of the flat blank obtained from the simulation had an 
area of 3.66 mm2. The flat blank and a blade of Francis 
turbines presented in dotted mesh are shown in Figure 
6. Figure 7 illustrates the Von Mise stress distribution 
of the flat blank. The maximal Von Mises stress was 
1003 MPa which was located at the highly deformed 
zone where the blade had the maximal curvature (Figure 
8). In this zone, the mechanical strain in the normal 
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direction of the flat blank had the maximal value 
(Figure 9) which indicated that the maximal thickness 
change occurred in the zone with maximal curvature. 
However, the thickness changes at any location were 
very small. Taking consideration of the element of the 
maximal value in Figure 9, the distribution of total 
mechanical strain in thickness direction of the element 
with maximal value is illustrated in Figure 10. Since the 
deformation beside the middle surface had nearly equal 
values and opposite signs, therefore, the thickness 
change during the unfolding was neglected. 

 
Figure 4: Geometry of Francis turbine blades 

 
 
 
 
 
 
 
 
 

 
 
 

Figure 5: Middle surface of a blade of Francis turbine 
 

 
(b) 

 
Figure 6: Comparison between the flat blank and the 
blade 

 
 

Figure 7: Von Mises stress distribution in the flat blank 
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Figure 8:  Distribution of residual stress of the flat blank 
compared with the curvature of the blade 
 
 

 
 

Figure 9: Von Mises total mechanical strain distribution 
in the flat blank 
 
 

 
Figure 10:  Distribution of total mechanical strain in 
thickness direction of the element with maximal value 
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CONCLUSIONS 
Unfolded blank for thick and large blades of Francis 
turbine is obtained using finite element method under 
the easily accessible and common used software 
ANSYS environment. Unfolding tests with simple 
geometry with multi-step inverse approach are carried 
out and results shown that the error compared with 
analytical ones are less than 0.03%. The results show 
that the maximal thickness change occurred in the zone 
with maximal curvature. Future works will concentrate 
on adding automatically a minimum extra contour for 
machining purpose at the edges, on running simulations 
of the pressing process with the obtained blank to 
produce the desired blade and on validating the 
procedure with upcoming experiments.  
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ABSTRACT 

Today there is a strong innovation competition; this is 

why the number of product models constantly increases 

and the reduction of product life cycles causes a more 

frequent occurrence of production ramp-ups. Therefore, 

it is inevitable that the existing resources, especially 

human resources should be used efficiently in order to 

ensure an ideal ramp-up. Hence, the planning of these 

resources has become an important challenge also in a 

ramp-up. This paper presents an approach developed at 

the Institute of Production Science (wbk) of the 

Karlsruhe Institute of Technology to optimize the 

forecast of personnel requirements during ramp-up. It 

describes a method providing support to the calculation 

of the necessary manpower for every single ramp-up 

phase in order to realize an economic optimum. 

Therefore, the paper focuses on the simulation of the 

ramp-up process within its dynamic planning variables, 

organizational basic conditions, its verification and 

results.  

 

Keywords: simulation, ramp-up management, personnel 

planning 

 

1. INTRODUCTION 

Companies have to accelerate the development, 

production and supply of their products in order to be 

internationally successful on a competitive basis in the 

current economic situation. The increasing number of 

models and versions of products can be ascribed to the 

enormous pressure of innovation, in order to ensure the 

companies’ market shares in the long run (Schuh, 

Riedel, Abels and Desoi 2002). This leads to shorter 

product life cycles, implicating an increasing number of 

production ramp-ups in a set time interval (Abel, 

Elzenheimer and Rüstig 2003). Especially resource 

management plays a decisive role for the earliest 

possible market entry timing, which can be traced back 

to the so-called lost sales. These are missed sales, which 

are caused by a delayed market entry. Due to shorter 

product life cycles it will hardly be possible to recover 

lost profits (Kuhn, Wiendahl, Eversheim and Schuh 

2002). Due to the fact that the capability of responding 

quickly is an important issue during ramp-ups, the 

correct planning of resources is essential. Moreover, the 

exact personnel requirement planning is an outstanding 

feature and regarding to the amount of unforeseen 

situations it is difficult to handle. Therefore, the 

Institute of Production Science (wbk) of the Karlsruhe 

Institute of Technology has developed a method to 

optimize the planning of personnel requirements during 

a production ramp-up by using a simulation.  

 

2. PRODUCTION RAMP-UP 

The production ramp-up can be described as the transfer 

phase from the stage of product development to a stable 

series production (Clark and Fujiomoto 1991). The 

primary ramp-up objective is represented by the 

achievement of production quantity objectives in due 

time, the so called "time to market". This primary 

objective is based on the performance goal and the 

efficiency goal of the ramp-up. Whereas the 

performance goal evaluates the achievement of the 

planned efficiency of the whole plant, the efficiency 

goal describes the best possible employment of 

resources or costs concerning the performance goal. 

Therefore, the reduction of the personnel costs is also 

important. The performance goal optimization to 

maximize the overall equipment effectiveness (OEE) 

includes an improvement of every single parameter, 

such as availability or quality rate (Nakajima 1988). 

The OEE is a key performance indicator, which 

quantifies how effectively a manufacturing plant is 

utilized. It is defined as the product of availability, 

performance and quality (Lanza 2005).  
 

3. STATE OF THE ART 

To justify the developed simulation’s approach some 

existing models are described in their characteristics: 

First there are forecast and simulation based methods. 

Winkler (2007) presents a ramp-up project management 

based on an operational network, which should realize 

control and mastery of the ramp-up processes (Winkler 

2007). Lanza (Lanza 2005), Rottinger (Rottinger 2005) 

and Coordes (Coordes and Spieckermann 2001) 

developed simulation based methods considering the 

quality of the production processes or the personal 

structure. These methods are not able to implement 

improvement processes which are very important during 

production ramp-up. Furthermore, they do not consider 

any time-variant effects and are only partially suitable 

for the ability to plan resources especially for highly 

complex problems. Second there are ramp-up 
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supporting controlling systems. The method developed 

by Laick (2003) is able to guide and design production 

process systems (Laick 2003), but still does not 

consider any time-variant effects and machine models 

as well as processes. Third there are learning curve 

models to map ramp-up curves, but they have in general 

the same deficits as the models described so far. As an 

example of a model in the department of knowledge 

management to support the ramp-up, the model 

developed by Zeugträger (Zeugträger 1998) may be 

mentioned based on aspects of the learning organization 

and on the provision of information. Additionally to the 

deficits depicted in the other departments the models in 

this sector are not suitable to map connected systems 

and interactions. Furthermore, there are models based 

on the ramp-up supporting in networks. Weinzierl for 

example focused on the support of the decision making 

process in the flied of strategy ramp-up management 

(Weinzierl 2006). Nevertheless, these model types have 

apart from other deficits no control loop character.  

 The general target of the developed method should 

be to shorten the ramp-up phase by using a simulation 

(Verein Deutscher Ingenieure 2000). During the ramp-

up phase the simulation can predict the order flow, to 

plan the work in process, to evaluate troubleshooting 

measures and to predict resource requirements. In 

contrast, former ramp-up simulation methods focused 

more on material flow and were not able to illustrate the 

personnel aspects adequately (Coordes and 

Spieckermann 2001). Therefore, it is necessary to 

develop a new approach meeting all of the following 

requirements: Regarding the production system it has to 

deal with different machine models and processes. The 

method should consider time-variant effects as well as 

interactions. Moreover, it should include exact 

improvement procedures. It is also necessary to prove if 

the method fulfils the character of a control loop. 

Therefore, it should be able to plan resources, to make 

some forecasts and to evaluate preventively.  

 

4. DESCRIPTION OF THE METHOD 

The developed method to support the personnel 

requirements planning during a production ramp-up is 

divided into four phases where the essential step is 

described by the simulation. First of all every phase will 

be introduced before the simulation itself will be 

explained in detail. The method is described by the 

exhibition of dependencies between resources and target 

figures during the production ramp-up.  

 Figure 1 shows the methods’ software architecture. 

The model can be divided into three levels. The lowest 

level, the data level, includes essential configuration 

data and functional data. Also the planning results will 

be saved at this level to make them available at any 

time. The second level, the logical level, is responsible 

for the execution of functions and methods during the 

planning run. It supports partial aspects of the model, 

for example the model configuration, the opening 

procedure, the improvement process and the preparation 

of decision for the optimization of human resources, 

which are part of the interactive level. 
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Figure 1: overview software architecture 

  

 The interactive level is responsible for the 

systematic documentation of the model parameters. 

First it contains the configuration of the planning 

method, including the OEE-values and the evaluation of 

existing personal regarding the ramp-up tasks. The 

second stage of the interactive level, the opening 

procedure, contains the setup of a linear program, 

providing an initial solution as a launch setting for the 

simulation. The complexity of the calculations and the 

number of variables related to this problem decide 

whether a linear program can be used or if an initial 

solution can only be reached with the help of heuristics 

(Sotskov 1991). Therefore, a heuristic is used to solve 

problems with a high complexity and a large number of 

variables. Two alternatives are possible as heuristics, 

which lead to different initial solutions for the planning 

of human resources, depending on the special 

circumstances. There are the FMS-heuristic (heuristic 

fixed-member set) and the BQM-heuristic (heuristic 

best qualified member of staff). These heuristics are 

aiming at the processing of all accumulating operations 

with a firmly defined number of staff members. 

Subsequently, the heuristic method’s results serve as 

initial variables for the improvement process, 

representing the third stage of the model. This process 

consists of a simulation and a feedback loop, reflecting 

a target-performance comparison. The improvement 

process, which is based on the ramp-up simulation, 

enables the identification, the evaluation and the 

removal of shortage of staff with the help of ramp-up 

control loops. The personnel planning scenarios will be 

measured by the target figures “personnel costs” and 

“negative deviation of the optimal OEE”. During every 

single phase of the ramp-up, ramp-up characteristic 

diagrams will visualize them to support the ramp-up 

manager. An evaluation of the logical level realizes the 

estimation of the impact of in the database integrated 

measures and the choice of personnel structures. 

 Furthermore, time-variant effects that are typical 

for ramp-ups influence the developed model and they 

are adapted in the simulation’s result. These effects 

represent the basic conditions for the production ramp-
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up like learning effects in human resources and thereby 

change process times. As one central aspect of this 

model, the human resources’ learning curves clearly 

emerge during the ramp-up phase and therefore 

represent a significant input variable for the ramp-up 

simulation.  

  

5. SIMULATION MODEL 

There are two simulation techniques predicting ramp-up 

target-figures, effectiveness or flow simulations and 

scenario techniques (Nyhuis, Heins, Großhenning, 

Fleischer, Lanza and Ender 2005). Specified 

effectiveness or flow simulations are primarily used. In 

particular the flow simulation is a valid method 

supporting the planning of complex systems (Kuhn, 

Reinhart and Wiendahl 1993). It can be used for the 

planning and also for the ramp-up and series production 

(Verein Deutscher Ingenieure 2000). In the VDI 

(German Engineer Association) guideline 3633 the use 

of flow simulation is described within the relation to the 

ramp-up and represents a basic principle regarding the 

standard for the analysis of ramp-up procedures, warm-

up periods and transitions among defined operating 

conditions (Verein Deutscher Ingenieure 2000). 

 The integrative ramp-up simulation will be 

implemented by using the simulation software 

PlantSimulation (version 10.1). It allows a structured 

and comprehensible transfer of complex production 

systems to computer models (Tecnomatix 2008).  

 Below the parameters of the simulation model are 

described in detail. All relevant objects and influences, 

given a statement about the influence of certain 

personnel structures on the ramp-up target figures, are 

integrated in the simulation model. Along with control 

factors and planning data, the input data consisting of 

the technology of the machine, the ramp-up curve, the 

learning curve and existing resources, are incorporated 

into the integrative simulation model and therefore 

constitute its data structure.  
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Figure 2: scheme of the ramp-up simulation 

 

 The integrative simulation model itself can be 

divided into three areas. Figure 2 shows the ramp-up 

simulation’s scheme. The first area of the integrative 

simulation model describes the simulation model, the 

second one depicts the process model and the third area 

consists of the resource model. Data about the predicted 

production system including the technical structures is 

stored in the simulation model and represents the 

improvement procedure’s real integrative component 

where the input variables, control factors and planning 

data are incorporated and transformed into target 

figures. The ensuing process model implements the 

considered business processes and their impact on the 

technical simulation model. The output of the respective 

business models mostly represents manipulations of 

OEE-performance parameters. There is a link between 

the process model and the underlying resource model 

that allows resources to be transfer.  

 The flow of the simulation algorithm can be 

divided into the preparation of the simulation, the 

initialization and the simulation run. After preparing the 

simulation, the simulation variables are set to zero, the 

heuristic planning results are loaded and the input data 

of the simulation will be made available to the model 

via an open database connectivity interface. The 

simulated algorithmic planning run starts as soon as the 

simulation application is initiated. 

 In the end, results of the simulation will be used for 

an evaluation process that is going to simplify the 

decision making related to the optimal use of resources. 

 

6. VERIFICATION 

In order to be able to compare the results and to support 

a decision, two target figures will be identified, 

describing the system. On the one hand it involves the 

average negative deviation from the OEE to the optimal 

OEE, if the OEE-curve does not achieve the optimal 

OEE (OEEneg.dev) and on the other hand it involves the 

personnel costs (PC). OEESim means the simulated OEE. 

Two normalized target achievement degrees (TAD) are 

developed allowing comparison between different 

ramp-ups and their targets (formular 1 and 2).  
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 In order to provide evidence of the model’s 

functionality and to optimize the forecast of the 

personnel requirements during ramp-up, the verification 

of the personnel requirement planning model is shown 

by an example in the engine production. This will be 

done to prove a realistic situation in the planning 

algorithms. 

 To verify the functionality of the ramp-up 

simulation, taking a look at the several ramp-up objects 

is necessary. Therefore, the quality of the learning curve 

function, the development of the employees’ efficiency, 

the development of the OEESim, the effects of some 

improvement processes, the correlation of the business 

process capacity utilization and the resource capacity 

utilization are especially regarded. 

 In order to verify the implementation of the 

learning behaviour and the increase of the efficiency, 
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which is thereby achieved, it is necessary to simulate a 

human resource with a repetitive task and to register the 

efficiency level of the resource as well as the operations 

durations. Formula 3 describes the calculation of the 

efficiency level of an employee j out of the functional 

area i. The formula shows that with an increasing 

number of operations done for example in the area of 

fault removal aij the efficiency Eij of the regarded 

employee increases up to a certain limit. This limit is 

determined by the irreducibility factor M and the 

degression factor b (De Jong 1957). If the processes are 

very labour-intensive a value of M=0,25 and a learning 

rate of 70% may be recommended. According to 

formula 4, this results in b=0,51. The learning rate is a 

constant percentage by which the number of factor 

inputs will be reduced by the doubling of the 

cumulative outputs (Laarmann 2003). 

b
ij

ij

a

M
M

E





1

1
100     (3)  

)(log2 ratelearningb     (4) 

 

 Formula 5 exploits the result of Eij to calculate the 

expected process time t(Eij). In this context t100 is the 

process time with efficiency Eij of 100. 

ij
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Figure 3: Eij and t(Eij) values of the ramp-up simulation 

 

 Figure 3 shows the simulated values of the 

operation duration and the efficiency levels of one 

employee. The results were calculated with M=0,25 

which causes an efficiency limit of 400%. With an 

increasing number of repetitions (aij) the limit of the 

operation duration converges to 300 seconds. This 

complies 25% of the initial time for the regarded 

operation. These results correspond to the learning 

curve theory of De Jong and prove a correct 

implementation of the method (Rendel de Jong 1956). 

 An additional functionality of the ramp-up 

simulation is the implementation of improvement 

measurements. These measurements change machines 

or their components in their performance attributes. In 

order to prove this functionality, a system composed of 

one machine and a set of measurements (100 single 

measurements) changing the quality rate is shown. First 

an improvement measurement with xQR=10% is planned 

for every five days which increases the quality rate 

gradually. XQR is the percentage improvement of the 

quality rate. Since day 55 there is every day a 

measurement like this planned to recognize the 

convergence against 99%.  Figure 4 shows the values 

for the quality rate’s development of one machine, 

calculated by the simulation application. 
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Figure 4: development of the quality rate during a 

simulation run 

 

 In order to verify the failure rate (λ), a failure rate 

of 30% and an operating time of 100 days are assumed 

for each machine. It is necessary to split the failure rate 

in a continuous and a discrete part. The irreducibility 

factor is fixed with M=0,95. For recognizing the 

influence of the discrete improvement measurements a 

measurement which should reach an improvement of 

x=25% is planned at time t=10 and t=20. Therefore, the 

failure rate gets reduced to a minimum of ɛLE, which 

represents the maximal level of efficiency and forms the 

lower bound of the failure rate. Figure 5 proves the 

effectiveness of the improvement measurements at time 

t=10 and t=20. Therefore, the functionality of the failure 

rate’s calculation is verified. 
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Figure 5: implementation of the failure rate 

 

 The average negative deviation of the OEESim is 

used as control parameter of the ramp-up simulation. 

The OEESim of the entire system is defined as the 
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product of the availability of the machines (ASim), the 

efficiency level (ELSim) and the quality rate (QRSim).  

 Figure 6 maps the aggregated single values of the 

OEESim(P) of the entire system. The aggregation is 

calculated with the stepwise aggregated single values in 

the line level, the machine level and the component 

level of the ramp-up simulation. Based on this, the 

algorithm for the personnel requirement can be used and 

bottleneck analysis can be executed. 
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Figure 6: prognosticated A_Sim(P), QR_Sim(P), 

EL_Sim(P) 

 

7. VALIDATION 

The result of the ramp-up simulation consists of various 

scenarios, emerging from individual simulation 

experiments. These are based on different control 

parameters and on the heuristic personnel output 

configuration.  

 In order to validate the simulation model and to 

give an overview, a practical example of the personnel 

requirement planning is given. The example focuses on 

maintenance activities of a crankcase line with an 

aspired OEE of 70%. The actual personnel requirement 

is depicted during a time period so that the possibility to 

achieve enhanced results by using the simulation model 

can be demonstrated. Some improvement processes in 

the maintenance activities are in progress in period three 

(Figure 7), therefore it is necessary to plan with a larger 

number of employees.  

 
 

0

10

20

30

40

1 3 5 7 9 11 13

p
er

so
n

n
el

 [
p

er
so

n
s]

period [1 period ~ 1 month]

personnel requirement in fact personnel requirement planning

simulated personnel requirement

forecast 

period

 

Figure 7: Comparison of the personnel requirements in 

fact and the simulated personnel requirements 

 

 Figure 7 visualizes the results of the personnel 

requirement planning calculated with conventional 

methods and calculated by using the simulation model. 

In addition, the de facto needed staff members are also 

marked in the same coordinate system. The figure 

indicates the possibility to achieve enhanced results by 

using the simulation model, which is presented in this 

paper. Nevertheless, it should be noted that the 

simulation model does not produce the personnel 

requirement as result being needed in fact. The reasons 

for that are some not provided processes creating the 

deviation between the actual personnel requirement and 

the personnel requirement planned by simulation. In 

this example a TAD
 OEE neg.dev of 0.87 is realized.  

 Actually the personnel requirement calculated by 

the simulation model is indeed more accurate than the 

conventional personnel requirement planning.  

 

8. CHARACTERISTIC DIAGRAMS 

Concluding, the simulation results disembogue in 

characteristic diagrams. These diagrams support the 

ramp-up manager in every ramp-up phase (Figure 8) by 

visualizing the most important ramp-up goals and the 

personal requirements. The lower evaluation of the 

diagram shows the personnel requirement, which is 

necessary in order to reach the efficiency target. Due to 

that, the output is simulated depending on the personnel 

requirement. The upper evaluation of the target 

achievement degrees gives the planner information on 

how the personnel requirement affects the target 

achievement degrees.  
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Figure 8: characteristic diagram 

 

9. SUMMARY   

The personnel requirement planning during production 

ramp-up plays a decisive role for the earliest possible 

market entry timing. Especially during the production 

ramp-up there is a great need regarding the research of 

the planning of personnel requirements. With the 

planning method presented in this paper and implying a 

simulation as main approach, it is possible to support 

the ramp-up manager in planning the personnel 

requirements economically at every stage of the 

production ramp-up. So it is guaranteed that the 

personnel requirement planning can always be 

displayed according to the current situation. Moreover, 

it can realize the economic optimum in order to reduce 

the costs of production. The simulation described in this 
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paper is specified. The use of simulation during the 

implementation phase allows a realization of virtual 

plant performance tests with a stepwise integration of 

order types and product versions while gradually 

increasing the utilization of available capacity. 

Furthermore, it allows the analysis of problems, their 

impacts and new requirements during the production 

ramp-up. In the end characteristic diagrams can 

visualize the scenarios. This approach’s distinguishing 

element consists of the integration of time-variant 

factors like learning curves into the simulation model. 

Therefore, it is possible to get close to an optimal 

personnel requirement planning at every stage of the 

production ramp-up. 

  Altogether, the ramp-up simulation in the form of 

an improvement procedure is an excellent planning tool 

for production ramp-ups, especially in terms of 

personnel resources. 
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ABSTRACT 

Manufacturing capability (MC) sharing is one of the 

most important innovations in cloud manufacturing 

(CMfg). In order to realize the on-demand usage of MC 

in the CMfg, the issue of how to describe MC need to 

be solved first. This paper proposes a new description 

method of MC based on description logics (DL) 

oriented to CMfg. Concepts and state of the art related 

to MC are summarized firstly, and then the 

characteristics and theoretical basis of current service 

description language are systematically analyzed. On 

this basis, the description model of MC is proposed. 

Finally, the static and dynamic information models 

based on DL of MC are mainly investigated combined 

with practical examples. 

 

Keywords: cloud manufacturing, manufacturing 
capability, description language, dynamic description 

logics 

 

1. INTRODUCTION 

Service, environment protection and knowledge 

innovation are the main factors in manufacturing 

competition and they are the main issued (issues) to be 

faced and solved for manufacturing enterprises. At the 

meantime, Cloud manufacturing (CMfg) as a possible 

solution and new manufacturing paradigm is proposed 

by Bohu Li and Lin Zhang(2010) , it can provide 

theoretical and technical supports for the transformation 

from production-oriented manufacturing to service-

oriented manufacturing. CMfg is a new service-oriented, 

knowledge-based, and intelligent networked 

manufacturing mode with high efficiency and lower 

consumption [Bohu Li and Lin Zhang et al. 2010]. In 

order to achieve the virtualization and servilization of 

manufacturing resources and manufacturing capability, 

CMfg is realized by combining with advanced 

manufacturing and information technologies organically,  

such as cloud computing, the internet of things, service-

oriented technologies, high performance computing, 

information system integration, etc. CMfg can provide 

users with on-demand, safe and reliable application 

services in the whole life-cycle of products through 

network. It aims to achieve the agile, service-oriented, 

green and intelligent manufacturing, is a new phase of 

networked manufacturing, as well as the materialization 

of service-oriented manufacturing. 

At presents, CMfg is in the early stage and many 

related key technologies are urgent to be solved, among 

which manufacturing capability (MC) sharing is one of 

the most important ones in CMfg. Because of its 

complexity and less relevant studies, there is no clear 

definition of MC currently. So far, although the concept 

and connotation of MC is proposed in voluminous 

literature, there are no conclusive answers yet. For 

example, Skinner proposed the concept of MC in 1969 

firstly. In his opinion, MC is a concept comprising 

many elements, such as cost, delivery time, quality, and 

the relationship between them. Richard (1973) 

considered that the capability includes knowledge, skills, 

and experience of enterprises. Khalid(2002) concluded 

that MC is an effective integration of related resources 
in the process of achieving expected target task. MC 

reflects the completion of manufacturing objective, and 

it is a performance level of the standard which is pre-sat 

by working organization [Andreas Grobler, 2006]. 

Keen(2000) commented that MC is the integration of 

intangible and tangible resources, where the tangible 

resources include labor, capital, facilities and equipment, 

and the intangible resources include information, 

procedures, equipment and the organizational system. 

The relationship between MC and enterprise 

performance is primarily discussed from the perspective 

of achieving low operating costs and high product 

quality [Siri Terjesen, 2011]. 

Combined with above definitions about MC, 

according to task demands and resource characteristics 

of CMfg, in this paper, MC is considered as a kind of 

capability which can be formally represented in the 

manufacturing activities. MC, as an important kind of 

resources in CMfg system, is a manufacturing process, 

which reflects the capability of completing a 

manufacturing task or experiment supported by related 

manufacturing resources and knowledge. According to 

the concept and characteristics of MC in CMfg, MC can 

be divided into design capability (DC), simulation 

capability (SC), product capability (PC), and many 

other capabilities related to life-cycles of complex 

products. MC is closely related to manufacturing 

activities and manufacturing resources, and can only be 
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reflected in concrete activity tasks and resource 

elements. 
In order to achieve on-demand use of MC in CMfg, 

the core technology about the formal description of MC 

needs to be solved firstly. Through the formal 

description of MC, it can realize not only the function 

sharing of resources, but also the sharing of the 

experience and knowledge in the manufacturing process, 

such as manufacturing flow, sensor data, experience of 

staff, and so on. The existing description languages of 

resources or services (such as OWL-S and WSMO) are 

difficult to meet the needs for the formal description of 

MC in CMfg because of the complexity and dynamic 

characteristics of MC. A new description language of  

MC (MCL) based on DL is presented here. The 

structure of the paper is structured as follows. The 

following section systematically analyzes and 

summarizes the characteristics and theoretical basis of 
current services description language. In section 4, 

description model of MCL is presented firstly, and then, 

the focus is shift to the static and dynamic information 

models based on DL of MC in combination with 

practical examples. 

 

2. RELATED WORK 

2.1. Description logics 

Description logic (DL)[Frank Wolter et al. 2000, 

Monika, 2004] is a formal languages for knowledge 

representation particularly suitable for ontology. It is 

more expressive than propositional logic but has more 

efficient decision problems than first-order predicate 

logic. DL is used in artificial intelligence for formal 

reasoning on the concepts of an application domain. 

Importantly, it provides a logical formalism for 

ontology and the semantic web. A description logic (DL) 

model includes the following elements: concepts, roles, 

individuals and their relationships, where concepts are 

the integration of individuals, roles reflect the binary 

relation between different individuals.  

Static field knowledge can be effectively 

represented and reasoned by DL, but it is difficult to 

satisfy the representation of the dynamic feature 

knowledge of service or action, while some elements 

such as “state” or ”possible” not exist in DL. According 

to the above issues, some scholars extend the 

description logic based on action theory, dynamic logic 

and other related theories, and propose the dynamic 

description logic (DLL). DLL can not only describe 

static domain knowledge based on DL, but also achieve 

the representation and reasoning of action behavior 

based on the above knowledge. Basic symbols of DDL 

are as follows[SHEN Guohua, 2008]: 

 Concept names: 1 2, ,C C ； 

 Roles name: 1 2, ,R R ； 

 Individual constant: a，b，c…； 

 Individual variable: x，y，z…； 

 Concept operation:   ，，  and quantifier: 

 ， ； 

 Formula operation:   ，，  and quantifier: 

； 

 Action name: 
1 2, ,A A ； 

 Action construction: such as ；(synthesis)，

（ synchronization ）， * （ repeat ），？

（switch）； 

 Action variable: , ,  ； 

 State variable: u, v, w,…。 

 State change: u v  

 

Definition 1 (Concept) [Frank Wolter et al. 2000]. In 

DDL, related concept are defined as follows： 

(1) Atomic concept as P, all concept as   and 

empty concept as ; 

(2) If C and D are concepts，then the following 

are concepts: , ,C C D C D   ; 

(3) If R is a role and C is a concept ，
then . , .R C R C  are concepts; 

(4) If C is a concept, is a action, then the[ ]C is 

also a concept. 

 

Definition 2 (Action) [Frank Wolter et al. 2000]. A 

description of action like the form of expression: 

1( ...... ) ( , )n A AA x x P E , where: 

(1) A is a action name, it indicates the symbolic of 

action; 

(2) nxx ......1  are individual variable, indicating 

the operation object of action. It is also called operation 

variable; 

(3) AP  is a set of pre-conditions, it indicates that 

conditions must be satisfied before the action execution, 

form as: 

  { | }AP con con condition  ； 

(4) AE  is a set of post-conditions, it indicates the 

result set after the action execution, it can be divided 

into two subsets: head and body, where head = 

{ | }con con condition , body are also conditions, if 

each condition of head can be satisfied in statement u, 

then each condition of body will be satisfied in 

statement v. 

 

Definition 3 (Action concept) [Frank Wolter et al. 

2000]. Action of DDL is defined as follows: 

(1) Atomic action 1 n( , , )A    is a action; 

(2) if   and   are action, then the following are 

concepts: *; , ,     ; 

(3) if   is assertion formula, then ？is also a action. 
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2.2. Service description language  

The mainstream description languages of service and 

resources in current are WSMO and OWL-S. 

2.2.1. WSMO  

WSMO [JIANG Zhixiong, 2008] is a conceptual model 

describing Semantic web services. Through its 

substance, it describes different aspects of web services, 

such as discovery, excitation, assemble and so on. 

Among the different aspects, WSMO focuses on 

solving the Web Services Interoperability problem. It 

mainly includes the following four elements:  
(1) Ontology Ontology supplies the standardized 

definitions and descriptions of the message used in 

other elements, it concludes the conception, relation, 

function, axiom, the illustration of conception and 

relation, and some non-function attributes; 
(2) Service Service describes the released Service 

semantic layer’s functional attributes, and describe the 
way semantic web service communication and 

combination. 
(3) Objective describes the services’ objective type, 

describe the related users’ request. 
(4) Mediator describes the mapping relations among 

WSMO components’ objective, and how to coordinate 

and interact among different WSMO elements. 

WSMO is based on framework logic (F-logic), 

with the emphasis on describing the interoperability 

among the elements in service. WSMO, however, lacks 

the characterization of service’s state and description of 

users’ interaction. Moreover, the description of complex 

relationship between the elements in service is not 

enough either. 

 

2.2.2. OWL-S 

OWL-S [JIANG Zhixiong, 2008] is based on web 

ontological language (owl), which is recommended by 

W3C. Owl-s characterizes web service mainly in 

serviceprofile, processmodel and servicegrounding. 

Serviceprofile, which is similar to the yellow pages of 

service, describes the service’s function and relative 

properties. Processmodel characters reflect service’s 

process model, describe how a service works, and 

servicegrounding combines the process model, 

communication protocol and message format, and 

describes how to visit a service. The owl-s is based on 

description logic theory. owl-s cannot characterize the 

expression and ratiocination of services’ dynamic 

natures’ knowledge because description logic can only 

deal with the knowledge and express of service’s static 

field, can not reflect the complex logic relationship of 

service and their dynamic characteristic. 

In summary, ontology-based semantic web service 
description has been widely recognized, but there still 

exist the following deficiencies: 

(1) It cannot describe service behavior’s state 

transition and functional constraint information. The 

functional constraint information reflects only 

function’s static information of service, ignores the 

description of service dynamic QoS attributes. Because 

of the above mentioned drawbacks, it is hard to 

guarantee the comprehensive description, accurate 

match as well as composition of service; 

(2) The description of services’ ongoing interaction 

is insufficient. The complex service cannot be 

completed only through once interaction since it may 

need a series of interactions with requester or other 

service. 

(3) It is lack of characterization of the relation 

among composition elements and services since DL 

could only describe the binary relation for which simply 

relation is expressed by tree structure. Manufacturing 

capability service is multi-level and multi-dimensional 

with the emphasis on effective integration of resources 

of all kinds, so how to describe inside and outside 

complex logical relationships of service is one of the 

main problems of current service describe language. 

In short, this paper uses the current research 
achievement related to resource and service description, 

combines the features and requirements of 

manufacturing capabilities in cloud manufacturing 

mode, uses dynamic description logical relevant theory, 

studies description method mainly according to MC’s 

static information and  dynamic behavior models. 

 

3. THE DESCRIPTION MODEL OF MCL 

According to the concept and classification of MC, the 

description model of MC is proposed as shown in fig 3. 

The top-level description model of MC as follows: 

MC= (State/RelationSet, ObjectiveSet, QoSSet) 
(1) State/relationSet It mainly describes various 

complex logic relationships among elements of MC in 

the task execution process, and different states of MC, 

such as available, busy idle state, etc. 
(2) ObjectiveSet It is the core part of MC 

description model, in which the task object of MC and 

involving such matters as resources, execution process, 

performance and so on are expressed. 
(3) QoSSet It is the integration of all level services 

quality of MC, such as business-level QoS, service-

level QoS, and so on. 

Where ObjectiveSet can be further subdivided and 

abstracted as follows: 

ObjectiveSet = (InternalRelation, StaticAttribute, 

DynamicBehavior, ServiceQoS) 

In the above description model, Internal Relation is the 

logical relationship among inside elements of MC, it is 

also the subset of State/relationSet refer to top-level 

description model of MC. StaticAttribute mainly 

describes static attribute of MC including basic function 

information, resources description information, 

historical cases information and so on. 
DynamicBehavior is mainly describes the dynamic 

information in the execution process of MC, such as 

operation process, completion situation, state 

transformation, timing interaction, etc. ServiceQoS is 

the service-level QoS description of MC; it is the subset 

of QoSSet in the above top-level description model of 

MC 
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Fig.3. The description model of MC 

In addition, ontology library and rule library are 

built in order to provide a support for the formal 

description and application reasoning of MC as shown 

in fig 3. In which ontology library includes filed 

ontology, state ontology, application ontology and basic 

terms of MC such as concepts, roles and relations, it is 

the precondition for achieving semantic match of MC. 

Rule library mainly includes various rules related to 

application process of MCS, such as transfer rule, 

reasoning rule, execution rule, assessment rule, 

evolution rule, etc. It provides a basis for realizing all 

kinds of intelligent reasoning. 

This paper mainly studies on static attributes and 

dynamic behavior of MC as follows. 
 

3.1. Static attribute modeling 

In this section, static attribute framework of MC based 

on DL is proposed by combining “from top to bottom” 

level description method. The top level is static attribute 

description model of MC, which is defined as follows: 

Definition 4 (MC static description model) the static 

attribute description model of MC (MC_SD) can be 

abstractly represented by a triple as follows:  

MC_SD= (Objective, Resources, MCase) 

Where Objective is the manufacturing task, it is the 

basic information description set of expected target of 

MC. Resources generally are the various resources 

related to perform some tasks or activities. MCase 

includes relevant information related to cases of MC. 

All the above expression are concept of ontology, and 

expressed based on DL as follows: 

MC_SD ::=( hasObjective. Objective)   

(  hasResources.Resources)   ( hasMcase. Mcase) 

Above concepts in definition 4 could be further defined 

by following defines:  

 

Definition 5 (Objective) Mission objective of MC 

could be expressed by a triple is defined as: 

Objective= (Basicinfo, Requirement, Goalfeature) 

Where Basicinfo mainly describes the basic 

information of one task, such as task name, function 

introduction, category, transaction mode, accounting 

policy, etc. Requirement reflects the basic conditions 

and relevant constraints involved in the process of one 

task. Goalfeature mainly describes the feature of the 

expected target oriented to a task, for example, in order 

to product a component by a manufacturing task, which 

Goalfeature means the various information about the 

component including quality, performance, cost, 

delivery time and so on. 

This model can be represented by DL such that: 

Objective ::=( hasBasicinfo.Basicinfo)   

(  hasRequirement.Requirement)   

(  hasGoalfeature.Goalfeature) 

Definition 6 (Resources) manufacturing resources 

could be defined by a binary, and then expressed by DL 

as follows: 

Resources= (MajorRs, AuxiliaryRs, HumanRs) 

Resources ::=(  hasMajorRs. MajorRs)   

(  hasAuxiliaryRs. AuxiliaryRs)   ( has HumanRs. 

HumanRs) 

MajorRs::=( MRsBasicinfo. Basicinfo)   

(  MRsFeature.Feature)   

(  MRsAwareinfo.Awareinfo) 

AuxiliaryRs::=( ARsBasicinfo. Basicinfo)  

HumanRs::=( HRsBasicinfo.Basicinfo)   

(  HRsSkill. K&Skill)   

(  HRsAchievement.Achievement) 

Where MajorRs is the major resources of MC, for 

example, the MajorRs of software MC is the 

manufacturing software, On the contrary, other 

resources relevant software’s MC called auxiliary 

resources (AuxiliaryRs) such as computing resources. 
This paper mainly studies on MajorRs. It consists of 

MRsBasicinfo, MRsFeature and MRsAwareinfo, in 

which MRsBasicinfo describes the basic information of 
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major resources, for instance, equipment model, 

production area, buying time, etc. MRsFeature 

describes the detail parameters of resources including 

equipment process, outline dimension and so on. 

MRsAwareinfo includes perceptive information of 

equipment in execution, such as idle state, running state 

and so on. In addition, human resources (HumanRs) is 

defined as a special resources as distinct from MajorRs 

and AuxiliaryRs in this model because of knowledge 

and experience sharing in CMfg. It describes the 

information of personal and organization related to the 

manufacturing process, including HRsBasicinfo (basic 

information of human), HRsSkill (personnel 

composition, personnel’s seniority, duty division, 

knowledge skill) and HRsAchievement(education, 

training, awarded, and relevant achievement). 

 

Definition 6 (MCase) Case of MC is represented by a 
triple such that: 

MCase=(Mcasebasicinfo, Accomplishment) 

Where Mcasebasicinfo is the basic information of case, 

it includes user requirement, completion time and others. 

Accomplishment includes more complete information of 

one task. It is formulated by DL as: 

MCase::=(  hasMcasebasicinfo. Mcasebasicinfo)   

(  has Accomplishment. Accomplishment)  

 

3.2. Dynamic behavior modeling 

Definition 7 (Constraints) In DDL various constraints 

like , ( ), ( . ),C C p R p q p q   and p q , where 

, ip q N  

 As , ip q N , each constraint has 

corresponding assertion formula, such that: 

p q  and p q denote respectively, 

individual p  equal q  and individual p  not 

equal q in knowledge base. 

 To integer, real number, constraints can be 

expressed as mathematical equations and 

inequalities. For example, p q n  , 

p q n  , where , ip q N  n is a constant. 

 
Definition 8 (Action behavior model of MCS) Action 

behavior description models of MCS based on DDL is 

defined as: 

1 2_ ( , , , ) ( , )n S SMCS AB P E     

Where 

 MCS_AB is the action name of MCS, it is the 

action’s unique identif ier; 

 1 2, , , n    are operation variable, are 

indicate the object of operation; 

 SP  is a set of requirement conditions, it 

indicates that equirement conditions must be 

satisfied before the action execution, form as: 

SP ={Res|Res∈Requirement } 

 SE is a set of result conditions, it indicates the 

result set is generation after the action 

execution, it is the set of constraint subset: 

head and body, where head={h|h ∈
Requirement }，body={b|b∈Requirement } 

 

Definition 9 (Execution process description model of 

MCS) If there are two processes A and B, includes four 

types : Sequence(；), Synchronization(  ), Iterate(*), 

Switch(?), iff the follow constraints are satisfied: 

 Sequence(A,B)|=A;B, satisfy 

]}[][,,,|,{ wvSvuSWwvuwu BA 

 

 Synchronization(A,B)|=AB, satisfy  

]}[][,,|,{ vuSvuSWvuvu BA 

 

 Iterate(A)|=A*, satisfy 

}][][,,|,{  vuSvuSWvuvu AA

 

 Switch(B)|=B?, satisfy  

}|,|,{ BuWuuu   

Definition 10 (State description model of MCS) State 

description of MCS is composition of all assertion such 

as individuals, attributes and relations of each state. Let 

w is the set of assertion formula, define 1{ , , }nw    , 

and 
( ) ( ) ( )( ) { , , , , , }I I w I w I w

i j kI w C A E    is the 

interpretation of w, is also called model of w, 

abbreviated as: ( )( ) { , }I I wI w    .Where I is the 

domain of interpretation, ( )I w is the function of 

interpretation. Atomic concept iC  maps a set I I

iC   , 

relation jA maps a set 
I I I

jA    , every individual 

maps a set 
I I

jE    

Definition 11 (State transformation model of MCS) 

Let two interpretation models of state u and state v in 

MCS: ( )( ) { , }I I uI u    , ( )( ) { , }I I vI v    ,then let MCS 

( , )S SS P E ,there exists a state transformation: 

u v ,and dynamic attribute i will be changed 

accordingly, iff it satisfy the following conditions: 

 1 2( ) | iI u         , where i SP  ; 

 Every ordered pair head/body in set SE , 

satisfy: 1 2( ) | iI u         

1 2( ) | iI v         , where 

i head  , i body  ; 

 There exists MCS attribute set: 

( , )Attribute Satt Datt of S, where Satt is 

the set of static attribute, Datt is the set of 

dynamic attribute, and i Datt  , when state 

of MSC is changed, the i will be changed 

accordingly. 

 So it expresses the state v generated from u in S, and 

defined as: [ | ]iS u v  . 
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4. CONCLUSIONS  

Manufacturing capability sharing is a core of CMfg 

philosophy. Meanwhile, formal description of MC is the 

key technologies to achieve on-demand use. This paper 

studies the description method of MC based on 

description logics by combining the concept and 

characteristics of MC, and then the static information 

and dynamic information models based on DL of MC 

are mainly investigated. In the future, a prototype of 

MC formal description will be developed according to 

above proposed methods and related technologies. 
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ABSTRACT 
In this study, an integrated binary-tabu search algorithm 
is proposed to solve the buffer allocation problem for a 
real manufacturing system producing heating exchanger 
in Turkey. The aim is to minimize the total buffer size 
in the system while improving the system performance. 
To achieve this objective first the production system is 
modeled by using simulation. After that the proposed 
algorithm is employed to find the optimal buffer levels 
for minimizing the total buffer size in the system. The 
experimental study shows that proposed algorithm 
improves the current average daily throughput rate 
about 31.68%. 
 
Keywords: buffer allocation problem, simulation, tabu 
search, combinatorial optimization  

 
1. INTRODUCTION 
The buffer allocation problem is an NP-hard 
combinatorial optimization problem which involves the 
distribution of buffer space among the intermediate 
buffers of a production line. This problem arises in a 
wide range of manufacturing systems. The primary 
effect of storage buffers is to allow machines to operate 
nearly independently of each other. Storage buffers help 
reducing idle time due to starving (no input available) 
and blocking (no space to dispose of output). Less idle 
time increases average production rate of the line. 
However, inclusion of buffers requires additional 
capital investment and floor space. Buffering also 
increases in-process inventory. If the buffers are too 
large, the capital cost incurred may outweigh the benefit 
of increased productivity. If the buffers are too small, 
the machines will be underutilized or demand will not 
be met. Because of the importance of finding optimal 
buffer configuration, the buffer allocation problem is 
still an important optimization problem faced by 
manufacturing system designers. 

The buffer allocation problem is solved by 
employing evaluative and generative methods in an 
iterative manner. Evaluative methods are used to 

calculate the performance measures of the system, such 
as throughput rate and work in process levels. The 
decomposition method (Gershwin and Schor 2000; 
Helber 2001; Shi and Men 2003; Tempelmeier 2003; 
Shi and Gershwin 2009; Demir, Tunali and 
Løkketangen 2011; Demir, Tunali and Eliiyi 2012), 
aggregation method (Diamantidis and Papadopoulos 
2004; Dolgui, Eremeev, Kolokolov and Sigaev 2002; 
Dolgui, Eremeev and Sigaev 2007; Qudeiri, Yamamoto, 
Ramli and Jamali 2008), generalized expansion method 
(Cruz, Duarte and Van Woensel 2008; Aksoy and 
Gupta 2010) and simulation (Lutz, Davis, and Sun 
1998; Jeong and Kim 2000; Gurkan 2000, Sabuncuoglu, 
Erel and Kok 2002; Sabuncuoglu, Erel and Gocgun 
2006; Bulgak 2006; Altiparmak, Dengiz and Bulgak 
2007; Battini, Persona and Regattieri 2009; Can and 
Heavey 2011; Can and Heavey 2012; Amiri and 
Mohtashami 2011) are the most widely used methods 
among them. The first three methods are approximate 
analytical methods which are applicable under certain 
assumptions. To overcome these restrictive assumptions 
so that we could model our real system realistically 
simulation is used in this study. Generative methods are 
used for optimizing decision variables, such as buffer 
levels and service rate. There are various techniques 
used as generative methods, such as dynamic 
programming (Yamashita and Altiok 1998; Diamantidis 
and Papadopoulos 2004), gradient search method 
(Seong, Chang and Hong 2000; Gershwin and Schor 
2000; Helber 2001), and meta-heuristics (Lutz, Davis, 
and Sun 1998; Spinellis and Papadopoulus 2000a; 
Spinellis and Papadopoulus 2000b; Spinellis, 
Papadopoulos and MacGregor Smith 2000; Dolgui, 
Eremeev, Kolokolov and Sigaev 2002; Dolgui, 
Eremeev and Sigaev 2007; Shi and Men 2003; 
Nourelfath, Nahas and Ait-Kadi 2005; Nahas, Ait-Kadi 
and Nourelfath 2009; Demir, Tunali and Løkketangen 
2011; Demir, Tunali and Eliiyi 2012; Amiri and 
Mohtashami 2011; Can and Heavey 2011; Can and 
Heavey 2012).  
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In this study, we propose a new generative method 
to solve the buffer allocation problem which integrates 
binary search and tabu search methods. In our solution 
methodology, while the binary search is used as an 
outer control loop algorithm to minimize the total buffer 
size in the system tabu search is used as an inner loop 
algorithm to optimize the buffer levels for a given total 
buffer size. The proposed solution approach is 
employed for optimizing the buffer levels in a heating 
exchanger production system. The ultimate aim is to 
improve the average daily throughput rate in this 
heating exchanger system by integrating the proposed 
solution methodology with simulation model of the 
system.  

The rest of this paper is organized as follows. In 
the next section the simulation model of the system is 
described in detail. The details of the proposed binary-
tabu search algorithm are given in Section 3. Section 4 
presents the results of computational study. Finally, 
concluding remarks and some future research directions 
are given in Section 5.  
 
2. SIMULATION MODEL 
The proposed approach is implemented to solve the 
buffer allocation problem in a local company operating 
in Izmir, Turkey. The company is produce-to-order type 
and produces seven types of heating exchangers. As it is 
seen in Figure 1, the production line is composed of 
pressing, forming, welding, testing, packaging and 
assembly stations with parallel machines. First, based 
on customer specifications, the steel rolls are smoothed 
and cut. Next, using different types of moulds, the steel 
rolls are processed in batches at the press station. After 
the press operation, each part is directed to subassembly 
stations where four machines operate in parallel. Then 
as shown in Figure 1, the parts visit the oven, welding, 
test and packaging stations.  

 

 
Figure 1: Production flow 

 
The detailed simulation model of this line is 

developed in Arena 10.0 under the following 
assumptions: 

• The plant operates three shifts per day 
including 50 and 15 minutes breaks for meal 
and cleaning, respectively in each shift. Each 
shift takes 8 hours, so the simulation model is 
run for 1245 minutes, corresponding to one 
working day. 

• Raw materials are always available and there is 
sufficient space to store the finished products. 

• The capacity to store work-in-process between 
the machines is limited.  

• Each machine is operated by one operator, 
except for the press (1) and welding machine 
(7) (see Figure 1), which require 2 operators. 

• Transporters are used for material handling 
between the machines in the system. 

• Six different types of parts (LM1 to LM6) are 
pressed and then combinations of these are 
assembled to form seven types of heating 
exchangers. For example, type 1 heating 
exchanger is formed by an assembly of LM4 
and LM5.  

• Removing one type of mould from a press 
machine and replacing with another type 
requires a setup operation. To fit an 
appropriate distribution, the setup time records 
kept in the company are analyzed using Input 
Analyzer of ARENA 10.0 and the resulting 
estimates of input distributions are given in 
Table 1.  

• Processing times are stochastic, except for the 
processing times on the automated press 
machine. Each machine is subject to random 
breakdown. The time-to-failure and the repair 
time for each machine are exponentially 
distributed. 

 
Table 1: The setup times at the press machine 

 
 
The model verification has been done by 

developing the model in a modular manner, using the 
interactive debuggers, and manually checking the 
results. The simulation model is validated by comparing 
the output of the simulation (i.e., daily throughput) with 
the output of the real system at 95% confidence level 
and the simulation model has been found to be truly 
representing the real system. Since the company 
operates on the basis of produce-to-order and starts 
production without any work-in-process, the warm-up 
period has not been considered during the experiments. 
Besides validating the simulation model with respect to 
daily throughput, we carried out further experimental 
studies to estimate average machine utilizations and 
average number in queue for each machine. As a result 
of these studies, it is noted that the machines 4, 5, 6 and 
7 have the highest utilizations and highest number of 
parts waiting to be processed.  

Solving this real-world buffer allocation problem 
involves twelve decision variables denoting the buffer 
sizes to allocate to each station. The objective is to 
determine the best buffer configuration so that the 
capacity of the production line can be improved with 
minimum total buffer size. The current average 
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production rate of this line is 95 heating exchangers per 
day and the company officials desire at least 30% 
improvement in the production rate. Therefore, the rate 
of 0.10, i.e. 125 heating exchangers per day, is defined 
as the desired throughput rate (f*) of the real production 
system.  
 
3. THE PROPOSED INTEGRATED BINARY-

TABU SEARCH ALGORITHM  
The proposed integrated binary-tabu search (B-TS) 
approach has two control loops, i.e., the inner loop and 
outer loop. While the inner loop control includes a tabu 
search (TS) algorithm, a binary search (BS) algorithm is 
employed as an outer loop. These nested loops aim at 
minimizing the total buffer size to achieve the desired 
throughput level. Figure 2 summarizes the execution 
mechanism of the proposed integrated B-TS approach. 
The outer loop, i.e. the BS algorithm, is started with a 
pre-specified N value, and then the maximum 
throughput rate that can be obtained with this N value is 
calculated using the TS algorithm. This throughput rate 
is then compared to the desired throughput rate, and 
new N values are suggested by the BS algorithm in an 
iterative manner. The procedure continues until the 
termination criterion of the BS algorithm is satisfied, 
i.e., until the desired throughput rate is achieved with 
the minimum total buffer size. The following sections 
present the details. 

 

 
Figure 2: The framework of the integrated B-TS 
algorithm 
 

3.1. Binary Search 
Table 2 represents the steps of our systematic binary 
search. The algorithm starts by setting the upper and 
lower limits of total buffer size to M (a large value) and 
zero, respectively. The search continues between H and 
L until the desired throughput rate is obtained. 

In this algorithm, f(BN) represents the throughput 
rate obtained with total buffer size N, f* represents 
desired throughput level, and BN represents buffer 
configuration obtained by total buffer size N. 

 
Table 2: Pseudo code of the BS algorithm 
0. (Initialization). Set ,  0H M L= = . 
1. Set  ( ) / 2N H L= + , minN N= . 
2. Run TS algorithm for N. 
3. If *( )Nf B f< , set L N=  and ( ) / 2N H L= + , 

If *( )Nf B f≥ , set H N= , minN N=  and 
( ) / 2N H L= + . 

4. Until H L=  go to Step 2, otherwise stop. 
 

3.2. Tabu Search 
Tabu Search is a meta-heuristic method for solving 
combinatorial optimization problems. TS explicitly uses 
the history of the search, both to escape from local 
optima and to implement an explorative search. For 
more details about TS the reader can refer to Glover and 
Laguna (1997). The following sections explain the 
features of the TS algorithm adopted in this study. It 
should be noted that this algorithms is similar to the one 
in Demir, Tunali and Løkketangen (2011), except that 
in this study TS is integrated with BS algorithm. 
 
3.2.1. Move representation and tabu moves 
In the proposed TS algorithm, the moves are 
represented by [i, j], where i shows the location that a 
given amount of buffer is added and j shows the 
location that the same amount of buffer is subtracted. 
The increment (decrement) value is set to 1. Once a 
move is realized, the reverse of this move is recorded as 
tabu. Namely, if the move [i, j] produces the best 
solution for the current step, then the reverse move [j, i] 
is considered as a tabu for a certain number of 
iterations. 

 
3.2.2. Search space and neighborhood structure 
The search space of TS is simply the space of all 
feasible solutions that can be visited during the search. 
To define the neighborhood of the current solution, 
there are several choices depending on the specific 
problem at hand. In the buffer allocation problem 
context, one choice could be to consider the full 
neighborhood of the current buffer configuration while 
another could be to consider only a subset of the 
neighborhood (Demir, Tunali and Løkketangen 2011). 
In this study, all feasible solutions are considered as the 
search space, and all neighbors of the current solution 
are created and evaluated. 
 
3.2.3. Tabu tenure 
The length of the tabu list, called tabu tenure (TT), is the 
number of iterations that tabu moves stay in the tabu 
list. As indicated by Glover, Taillard and Wera (1993) 
the size of the tabu list providing good results often 
grow with the size of the problem. However, no single 
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rule has been found to yield an effective tenure for all 
classes of problems. If the size of the tabu tenure is too 
small, preventing the cycling might not be achieved; 
conversely a long length may create too many 
restrictions. As indicated by Reeves (1996), a value of 7 
for tabu tenure (TT) has often found to be sufficient to 
prevent cycling. Considering the problem size and after 
pilot experiments, TT is set to 7 throughout the 
algorithm.  
 
3.2.4. Intensification 
The key idea behind the concept of intensification is to 
implement some strategies so that the areas of the 
search space that seem promising can be explored more 
thoroughly. In general, intensification is based on a 
recency memory, in which one records the number of 
consecutive iterations that various solution components 
have been presented in the current solution without 
interruption (Demir, Tunali and Eliiyi 2012). 
Intensification is used in many TS implementations, but 
it is not always necessary. In this study, since the 
increment (decrement) values of the moves is set to 1 
there is no need to spend time exploring in depth the 
portions of the search space that have already been 
visited, so an intensification strategy is not 
implemented.  
 
3.2.5. Diversification 
Diversification guides the search to unexplored regions 
to avoid local optimality, and it is usually based on a 
frequency memory where the total number of iterations 
of the performed moves or the visited solutions is 
recorded. There are two major diversification 
techniques known as restart diversification and 
continuous diversification. While the first is performed 
by several random restarts, the latter is integrated into 
the regular search process (Demir, Tunali and Eliiyi 
2012). To improve the search process, the random 
restart diversification method is employed in the 
proposed TS algorithm. For the restart diversification, if 
the value of objective function does not change for a 
certain number of iterations, a random restart is applied. 
This value is set to 50 throughout the experiments. 

 
3.2.6. Aspiration and termination criterion 
In our TS algorithm, the tabu move is allowed if it 
results in a solution with an objective value better than 
the incumbent solution. The algorithm is terminated 
after a fixed number of iterations. This value is set to 
1000 in our experiments. 

The next section explains the implementation of the 
proposed solution approach in detail. 

 
4. AN INDUSTRIAL CASE STUDY 
The proposed solution methodology is employed to 
solve the buffer allocation problem in a heating 
exchanger production system explained in Section 2. 
The problem is mathematically formulated as follows: 

 
 

Find 1 2 1( , ,..., )KB B B B −=  so as to  
1

1
min   i

K

i
BN

−

=
= ∑      (4) 

subject to 
*( )f B f≥       (5) 

1, 2, ..., 1nonnegative integers ( ) i i KB = −   (6) 

0 i iB u≤ ≤  1, 2, ..., 1i K= −    (7) 
where N is a fixed nonnegative integer denoting the 
total buffer space available in the system that has to be 
allocated among the K-1 buffer locations so as to 
improve the performance of the K-machine production 
line. In this formulation, B represents a buffer size 
vector, Bi is the buffer size for each location, f(B) 
represents the throughput rate of the production line as a 
function of the buffer size vector, f* is the desired 
throughput rate, and ui represents the upper bounds for 
each buffer capacity.  

Figure 3 shows the framework of the proposed 
solution approach explained in previous sections. In this 
configuration simulation model of the production 
system is used to obtain the average daily throughput, 
i.e. production rates. This throughput rate is then 
compared to the desired throughput rate, and a new 
buffer configuration is suggested by the proposed B-TS 
algorithm in an iterative manner. The procedure 
continues until the termination criterion of the algorithm 
is satisfied, i.e., until the desired throughput rate is 
achieved with minimum total buffer size. 

 

 
Figure 3: The framework of the proposed solution 
procedure for buffer allocation problem 

 
The integrated binary-tabu search algorithm is 

implemented in C language. The experiments are 
carried out on a PC with 2 Ghz Pentium (R) 4 CPU 
processor, 2 GB RAM.  

B-TS reaches the minimum total buffer size after 7 
iterations (totally 7000 iterations as each iteration of BS 
algorithm involves 1000 iterations of TS algorithm). 
The minimum total buffer size is achieved with the 
buffer configuration { }1,2,1,1,2,3,1,3,1,3,1,1B = . 
The corresponding average daily throughput rate and 
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the total buffer size for the proposed solution are 
0.10048/minutes, 20 units, respectively. This means B-
TS improves the current average daily throughput rate 
about 31.68 % for the system. So, it can be concluded 
that the proposed B-TS algorithm is very efficient to 
solve buffer allocation problem in a real manufacturing 
environment. 

 
5. CONCLUSION 
In this study, an integrated binary-tabu search algorithm 
is proposed to solve a real-world buffer allocation 
problem. This algorithm is integrated with a simulation 
model that captures the stochastic and dynamic nature 
of the production line. The simulation model is used to 
calculate the average daily throughput rate of the 
system. The experimental study shows that the 
proposed B-TS algorithm improves the system 
performance significantly.  

While we solve the problem only from buffer size 
minimization perspective, the problem can be solved 
also in a multi-objective manner involving other 
objectives such as maximization of throughput rate, 
minimization of average work-in-process, and 
minimization of average system time. Moreover, these 
production oriented criteria can be integrated with some 
monetary criteria for profit maximization or cost 
minimization.  
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ABSTRACT 
This paper presents a Functional Architecture and an 
Integration Protocol that support a comprehensive 
intelligent system. The structure is based on XML 
objects. Motivations drive all actions. The behavior 
processes use templates of stored information 
augmented with real-time sensor data to execute 
actions. Actions are controlled on independent 
“virtualized” segments of a processor. The brain forms 
predictive models of the behavior of objects it interacts 
with. It does this by creating simplified clones of its 
own behavior control structure. Secondary motivations 
and action preferences are linked to locations. Sensor 
processing and interaction with the environment is 
made more efficient through the creation and use of 
location models. A Frame of Reference defines the 
brain’s individuality. Training, rather than programming 
is the focus of development. 

 
Keywords: AI, artificial intelligence, brain modeling, 
behavior modeling, cognitive process, learning 

 
1. INTRODUCTION 
This paper defines the brain in terms of a complete 
functional architecture and captures its essential nature, 
defining an approach for Artificial Intelligence 
implementation.  There are details that help to 
understand complex human behavior.  The focus is on 
the “forest” rather than the trees. Instead of analyzing 
things like pattern recognition algorithms (trees) the 
discussion looks at how to break down the forest into 
functional components with well defined internal 
interfaces.  The components are described in 
fundamental, practical, terms with a level of detail that 
would support system development.  There are aspects 
that go outside the bounds of traditional AI theory but 
are necessary in order to provide a complete 
architecture.  
 There have been multiple projects that seek to 
define a Cognitive Architecture for handling AI. Most 
focus on behavior modeling with some success. One 
good example is Soar, developed by Newell and Laird. 
It includes refined logical algorithms for selecting 
actions, but it does have a drawback. Like others, it 
must be managed by an external entity – human or 
human-produced computer program in order to be 
effective. A true architecture must incorporate the 
totality of mental functions and be independent.- living 
or dying on its own. Note that I am not discounting such 
models such as the Cognitive Architectures created to 

date. Instead, I expect that this protocol could facilitate 
the integration of diversely developed AI elements. 

1.1. Virtualization 
There is an important software tool that is cited in this 
architecture, virtualization. (Adams and Ageson 2006) 
It has always been possible to set up sub-processor 
segments with specialized connections and functional 
programs.  In the past this was a time-consuming task 
not easily automated.   
 Virtualization allows us to create a variable portion 
of a processor to be set aside for a particular task. In this 
protocol we call this an “action template” by which a 
function is activated. The template defines the way in 
which a processor segment is established and linked to 
other memory objects and input/output interfaces.  
 Lower animals generally have templates that exist 
without training. In intelligent systems there are basic 
defined templates but, in addition, training drives the 
system to build new templates of the action concepts. 
The application of the virtualization process will be 
discussed further in section 2. 

1.2. Protocol Structure 
The core of the protocol consists of seven layers that 
define the complete set of memory objects in the brain. 
Around this there is a wrapper consisting of a pair of 
functions that manage the operation and the accounting 
needed to control the intelligent system. The first 
function, the Control Program (CP), runs the 
operational environment and the second function, the 
Cognitive Structure program (CS), runs the 
development and administrative environment. Any 
computer developer will tell you that operating systems 
and development environments must be segregated. 
These two management functions are separate for 
similar reasons. This is one of the features that set this 
protocol apart from most other approaches to AI. 
 
1.3. Protocol Definitions 
The general elements in this architecture are defined as 
follows: 
 Memory concepts are groups of links in the 
memory that have their own identity, with three types:  
Object Concepts are the fundamental memory concepts 
that can be associated with things the system can detect 
or purely abstract things or ideas. Functional Concepts 
(also called Action Concepts or action templates) define 
and manage the actions your brain can execute. The 
functional concept is, in essence, a template for a 
specific activity. It is “hosted” on a virtualized segment 
of the processor. Motivation Concepts are the triggers 
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that begin all action. It is only when a sensor input 
triggers a motivation that any action can occur.   
 Location Models are structures of concepts 
associated with locations that the system encounters. 
Sometimes a location model is purely imaginary, as one 
created while reading a book. 
 Behavior Models are created by the Cognitive 
Structure program and are attached to all object 
concepts.  
 The Cognitive Structure (CS) program manages the 
memory storage through creation of links and their 
values (prioritization.)  It establishes definitive object 
concepts, location models, and behavior models. 
 The Control Program (CP) controls the execution 
of actions based on link analysis. The CP makes things 
happen, not by commanding actions but by allowing a 
functional concept to operate as an independent action 
with temporary control of a portion of the brain.  

 
The following diagram shows the complete 

architecture/protocol that is the basis of this paper. Each 
element will be discussed in detail. 

SENSOR

BEHAVIOR MODELS

PATTERN RECOGNITION ALGORITHMS

MOTIVATIONS

OBJECT CONCEPTS

ACTION TEMPLATES

ACTION
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(CP)
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PROGRAM
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BULK SENSOR DATA
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LOCATION 
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Figure 1: AI Protocol Structure 

 
 

2. CONTROL PROGRAM (CP) 
The Control Program (CP), one of two separate 
management functions, is responsible for executing 
actions. In order to maximize efficiency the CP has the 
primary role of deciding which of the available 
functional concepts (action templates) deserve to use a 
portion of the limited processor resources. It ensures 
that each one uses only as much of the processor as 
necessary and only for as long as necessary.  
 In this architecture, the brain is represented by a 
central processor that can be partitioned into 
independent processing units of variable size and 
quantity, in essence, a divisible processor.  

The CP applies no logic or decision making 
beyond the evaluation of link prioritization – the 
relative strength of the link values associated with each 
motivation and action. These link values are managed 
by the CS 

The control of a portion of the processor is 
delegated to the individual functional concept. The 
“permission” to use the partition of the processor is 
managed by the CP based on motivations and link 

analysis. Any functional concept allowed to use a part 
of the processor will function independently until such 
time as its permission is withdrawn and it is 
disconnected. 

The activation process begins when a motivation is 
triggered by a sensor input. The CP then reviews all 
active motivations to assess the priority of responding 
to the motivation. The nuances of this process will be 
enumerated as we describe the complete protocol. For 
now simply note that stored motivations, both positive 
and negative, along with the priorities assigned to their 
links will drive the selection of action by the CP.  

If the AI structure is hosted on a reasonably 
powerful computing platform, one purpose of the 
biological CP, optimizing efficiency, is not as 
important. It does, however, remain as a vital element in 
replicating intelligence with a machine through its 
control of the operating environment and implementing 
motivations. 

 
3. MOTIVATIONS 
Some motivations are obviously inherent in the brain. 
Some attempts to introduce motivations focus on 
emotion (Minsky 2006). Such approaches have been 
more philosophical than practical. Biological 
motivations have a strong emphasis on survival, 
reproduction, and factors that are often not the primary 
interests of the AI system. We must define specific 
motivations for the AI and integrate them in a 
measurable way.  

Following that, secondary motivations are one of 
the keys to intelligent behavior. They are generated 
based on experience and/or instruction and are linked to 
actions that result from the learned behavior. These 
links are given preference by link value based on 
instruction or experience, reinforced by training. 

In addition, motivations are linked to location 
models, which are described later. They allow us to 
organize behavior patterns and link motivations and 
actions within specific locations.  

When you go beyond the basic motivations, the 
use of an instructor becomes critical. Furthermore, the 
ability of an instructor to guide the learning process 
exists only to the extent that the student has an 
associated motivation framework. In instructional 
settings this takes the form of a motivation by the 
student to satisfy or please someone else. For an AI this 
motivation should focus on an educational team, to the 
exclusion of other individuals. Human students will 
have additional internal self-motivations, in varying 
degrees, to support the learning process. The AI should, 
at some stage, transition to an internal self-motivated 
driver to partly, or even completely, assume an 
independent pursuit of learning. 

Secondary (learned) motivations are critical and 
without them it is quite possible you will not have an 
intelligent system. These will be discussed in more 
detail in the following sections.  

Negative motivations (inhibitors) are needed to 
identify actions that produce incorrect results, waste 
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time, consume too much energy, or are otherwise 
undesirable. To achieve this we will allow the AI to 
contain only positive motivations with both positive and 
negative link values. While this probably does not 
mimic the biological system, which contains separate 
positive and negative motivations, it simplifies the 
design and makes the analysis task of the CP much 
more straightforward and less prone to errors. 

It should also be noted that in some animals, but 
especially in humans, there are many strong motivations 
that appear in stages as the brain matures. The most 
active time for new motivations is probably the 
adolescent puberty stage. Also with age some 
motivations are reduced or disappear entirely. 

This strongly suggests that for complete 
development of the AI we should introduce motivations 
in steps, indexed to achievement of learning. This 
would support a more passive, instructor-based system 
in the beginning and a transition to a more active 
system with added interaction with the environment, 
humans, and other AI systems. Maintaining control of 
the motivations means that we add and subtract some of 
them, or change priorities, throughout the life cycle of 
the AI.   

 
3.1. Frame of Reference 
Motivations are linked to a Frame of Reference. The AI 
system must have a “frame of reference”. In its most 
basic form this defines the biological individual but 
there are variations that allow the individual to identify 
itself with some group beyond its physical self. This 
may be a social group, a family, a religion, a culture, or 
any of a variety of groups that the individual identifies 
with.  

The importance of the frame of reference is both 
subtle and powerful. It is closely tied to motivations and 
helps to define consciousness. In developing an AI 
system, the frame of reference chosen can allow the AI 
to evolve a distinct consciousness of its own. The 
consciousness can be human-like or intentionally 
modified to an even more complex form not yet seen in 
the biological realm.  

The AI should have a “displaced” frame of 
reference, where the focus of its motivation is outside 
its own structure. This will allow it to better represent a 
particular object or entity. More importantly, however, 
this can be used to prevent the AI from developing an 
egocentric behavior pattern.  

The key point to remember at this stage is that 
memory data is recorded based on the connections to, 
and the impact on, the Frame of Reference. The strength 
of a link will be directly proportional to that level of 
impact. 

 
4. COGNITIVE INTEGRATION 
One thing that makes it difficult to explain this model in 
one straight narrative is that there is considerable 
interaction between the processes. I will now describe 
the interrelated functions of location modeling, sensor 
dynamics, learning (including the memory management 

of learning) and, most importantly, predictive behavior 
modeling. Each is dependent on the others and it is 
difficult to begin with any one of them because each 
description will not seem clear until all are integrated. 
 
4.1. Location Modeling 
Location models support a significant part of intelligent 
behavior and the organization the brain. Though models 
may contain a large number of objects the location 
models themselves are simple, with links to a collection 
of specific object concepts in memory.  
 One aspect of learning is building the location 
models of our environment. This is supported by a 
fundamental motivation to identify one’s location and 
identify objects associated with that location. With 
maturity we develop the location models for all the 
places we encounter.  We can also compose models for 
places that are described to us.  

Many children’s books focus on location 
modeling. They establish generic models of such places 
as farms, deserts, jungles, oceans, and so forth then link 
other object and activities to them. This activity both 
entertains and educates the kids, 

Three specific concepts are linked with location 
models. First, there are secondary motivations, 
developed by training. These can be triggered by 
entering a location or, by object concepts found there. 
Second, and very important, are action templates 
tailored specifically to the location. These lead to 
preferred behavior patterns in specific locations. This 
means the CP will automatically activate the action 
templates for the preferred behavior functions in a given 
location (absent other negative motivations, of course). 
This will be expanded upon later. Third, there are links 
to behavior models of objects found in a location. This, 
in turn, impacts other actions we take.  

It is important to note that the vast majority of the 
data in a location model is simply linked into it from 
other memory objects. 

A location model can be purely abstract, or 
imaginary. When you read a novel you create location 
models of places described in the book. A good author 
builds these models of places and the reader can 
experience them through links to their own mental 
concepts.  

The Cognitive Structure (CS) program is not only 
the tool that constructs the location models; it serves 
another function as well. It registers a “flag” to indicate 
all models that you are currently part of. When you 
change locations it changes the status flag. You will be 
part of several locations at one time, starting with your 
immediate vicinity and moving up to community, state, 
and so forth. 

It may seem obvious to some but I should point out 
that any but the lowest forms of animal life will create 
and remember location models. A rabbit, for example, 
will have a complete model of its home, feeding areas, 
trails, water sources, and other features of its local 
environment. The lab rat that learns to negotiate a maze 
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is doing nothing more than creating a specific location 
model. 

 
4.1.1. Controlling Action with Location Models 
Once we have a location model in memory it serves as a 
linking point for action concepts.  

The models affect preferred actions, or default 
behavior, through the attached action templates. For 
example, when you enter a neighbor’s home your 
behavior will not be the same as in your own home. 
While the two locations are essentially similar in 
characteristics, the actions are driven by a largely 
separate set of default behaviors – all driven by learning 
and secondary motivations. 

These memory links for action templates are 
structured in such a way that the CP sees a high link 
value when a motivation is triggered in association with 
a specific location model. Secondary (learned) 
motivations that are created in association with specific 
locations will produce actions in those situations and 
may not even be options in other locations. This occurs 
partly through directed training and partly through 
simple experience. For example, the hunger motivation 
produces different actions in different locations simply 
based on experience. Just entering a movie theater 
(along with specific smells) may compel many 
individuals to buy a large tub of popcorn, an action that 
they would never execute anywhere else. 

This arrangement defines what could be called the 
“default” set of functional templates that are active in 
the processor at a given time. Each location model 
essentially guides the CP to maintain a processor 
segment for specific actions during normal activity in 
that location. Note, of course, that the location does not 
actually dictate action. The CP still has ultimate control 
and any overriding motivation and higher link values 
can change the priorities. 

We act and react differently in different settings. 
This is not news to anyone but now, at least, you know 
how it happens. 

I should also note that, in addition to location flags, 
the CS maintains another sort of flag for each location. 
It appears to identify the most recent and/or the most 
important action templates associated with a given 
location – sort of a “save game” function that allows 
you to pick up where you left off when you re-enter a 
location. 

 
4.1.2. The Shopping Algorithm Problem 
Some who study intelligent behavior point out the 
difficulty of creating an automation of the process of 
shopping in, for example, a grocery store. Perhaps the 
model offered here gives a methodology to address this 
issue. 

One curious thing about location models is that 
you can create temporary motivations within them, 
either consciously or not. I would almost call them 
bookmarks and they can motivate an action when the 
location is encountered.  

As for shopping, let’s say that during the course of 
a day you note that some of your kitchen supplies are 
low but you are not able to go to the market until 
tomorrow. You create a temporary motivation to replace 
the ketchup.  Some organized people make a list. Others 
make bookmark motivations in either the kitchen model 
or the store model. Thus, when you arrive at the store 
the sight of the ketchup bottles triggers the bookmark 
motivation to get more ketchup. This can be 
accomplished by either linking the motivation to the 
store model or by linking the kitchen model to the store 
model and I would expect that some individuals may do 
it either way.  

In fact we can explain why men and women might 
seem to approach the task of shopping differently.  
Some people seem to move through a store, looking at 
everything, waiting for something to trigger a 
motivation.  Others seem to have the motivation set to 
drive action by moving straight to the objects of interest 
– that is, the motivation triggers an action, as a result of 
entering the location, and takes the individual to a 
specific part of the location. 

It becomes clear that the difficulty in creating a 
“shopping” algorithm is that the shopper needs the 
context provided by the location models and attached 
secondary motivations. In this AI structure we can 
implement a straightforward solution.  

 
4.1.3. Other Links Within Locations 
Other links exist that are not directly relevant to 
artificial intelligence but are noteworthy nonetheless. 
An “emotional” link is a behavior model that is attached 
to an object within the location that has an output (input 
to our system) that strongly satisfies one of our own 
motivations or, conversely, is a threat to our system. 

Some sensor inputs will activate the imagination to 
visualize and experience a specific location and its 
links. In some people this can be very vivid. The input 
may be very simple. The sight of an object, the sound of 
the ocean, or a gunshot, as examples, can trigger strong 
images and reactions, almost as if one was in the 
specific location.  

 
4.2. Sensor Processing 
One of the more difficult problems associated with 
designing an AI is the handling of sensor inputs. Most 
of the discussion for this topic will center on visual 
data, but the ideas will apply to any type of sensor input 
for the AI system. Any AI must be compatible with the 
use of a variety of sensors, however not all AI systems 
will require the same kinds of complex sensing systems. 

The processing of visual data is a highly 
specialized field. What I will describe here is a system 
for managing the data rather than the actual processing. 
I will only describe the framework in which the sensor 
data will be used and the general approach for 
processing. I will not attempt to duplicate or improve 
upon the various processing pattern recognition 
algorithms and analysis techniques that exist. 
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One of the keys to this process is the object 
concept we store in memory. At the core of each object 
is a pattern recognition algorithm that allows us to 
correlate the object in memory with an object in the 
visual field. Each pattern recognition algorithm is 
attached to the associated object concept. We should 
note at this point, though it will be discussed in more 
detail later, that some pattern recognition relies on 
simple high-level characteristics and associated location 
models. 

You do actual pattern recognition on the small, 
central part of your visual field. The rest of the visual 
space is processed only for basic details. This includes 
color, intensity, texture, distance, motion, and perhaps a 
few others.  I will refer to this broad group of processed 
data generally as “field data”. This data is then 
presented in the brain as a simple flat array with the 
characteristics of the pixel fields measured and shown. 
The objects outside the fovea are identified primarily by 
the determination of a specific location model (i.e. 
where you are) and the “field data”. This does not rise 
to the complexity of actual pattern recognition.  

In this regard, location models are very important. 
The field data combined with the objects expected for 
that location give a presumptive identification of those 
objects outside the central viewing field, outside the 
region of pattern recognition. Pattern recognition, on the 
other hand, is applied to the objects you focus your 
attention on. 

If, for example, trees are part of your location 
model then any objects outside the fovea that have the 
correct basic “field data” (color, movement, size, etc.) 
are identified as trees without you needing to focus on 
them or do any special pattern recognition.  When you 
walk through a forest you do not need to focus your 
attention on an object to classify it as a tree or a bush. 
Note, particularly, that if there is something in that 
location that is similar to a bush you are not likely to 
notice the difference even if it is not really a bush. That 
is the purpose of camouflage.  

What are the implications? The point is that in 
real-life situations, when you finally get around to doing 
pattern recognition you have already (1) identified your 
location, and (2) know the typical objects you will find 
there. You then apply the pattern recognition algorithms 
for the candidate objects that you decide to focus your 
interest on. This does not mean that you will not 
identify other “unusual” objects. It just means that you 
first match objects with a particular location. If there are 
no matches for something unusual, only then do you do 
a full analysis of that object.  

You can even direct yourself to ignore objects that 
are not expected—meaning you do not apply extraneous 
algorithms outside a specific group of your choosing. 
There is a popular video on the internet that asks the 
viewer to watch a group of individuals wearing different 
colors pass large balls around. You are asked to count 
the number of times individuals of a specific color pass 
a ball. In the middle of the video a guy in a gorilla 
costume walks through the scene. If you are good at 

focusing your attention you never even “see” the 
gorilla. You have specifically directed your mind to 
focus on specific types of pattern-recognition 
algorithms and process data for them only. In essence 
you have created, by direction, a temporary location 
model with a limited number of objects—and it does 
not include any gorillas. You can then focus all of your 
attention on that location model to perform an assigned 
task. Extraneous objects may not be “seen”. 

Why did I mention this example? You must be 
prepared for your AI system to overlook a gorilla if you 
have specifically asked it to focus on other specific 
objects. Only then will you know you have created a 
truly human-like AI. 

This all makes it possible to store longer-term 
information about visual inputs very efficiently, but it 
must be noted that we are storing processed data, not 
the complete sensor input. This makes us susceptible to 
inaccurate memories, based upon external suggestions 
or misperceptions of what we see. If we design a 
comparable AI we must be prepared to accept the 
reality that memories (not the real-time input) will 
contain inaccuracies, though it may be possible to 
minimize this by careful attention to the design of the 
sensor processing algorithms.  

 
4.3. Linking Sensor Data 
The XML linking structure must have two basic types 
of links in the memory. The first is long-term memory. 
These links decay over time as a normal process, but the 
time constant for this decay is quite long. The second is 
short-term links with a rapid decay time. This type of 
linkage is principally used with real-time sensor data. 
The sensor programs analyze inputs and the short-term 
links are created to connect the input information with 
the stored memory concepts.  
 This allows action concepts to act on the 
information, through their specific interaction with that 
long-term object concept. The need to establish other 
more persistent long-term links for any input data is 
determined by the template defined for that activity.  
 Perhaps more importantly, we can execute actions 
on objects simply because they are part of a location 
model. We do not actually need to focus our attention 
on, and do pattern recognition for, specific familiar 
objects that appear in a location. 

Another consequence of this aspect of the model is 
that it enables us to better understand and define the 
differences between higher and lower animals. The 
higher animals, with greater mental capacity, will store 
correspondingly more details with their memory 
objects. The lower animals store only a few details of 
any given concept, using a simple set of object types. In 
interacting with those objects they rely on the short-
term links to provide the details they need to execute 
functional actions. Experiments have shown that a frog, 
for example, responds in the same way to any small 
object that moves like an insect. The frogs stored 
memory concept appears to be based exclusively on the 
size and motion characteristics. 
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5. ABSTRACT TOOLS 
We need a tool set that supports the CS and, to some 
extent, the CP. There is nothing particularly new or 
noteworthy about this set included here but it is 
necessary to describe it for completeness.  

The four basic management tools are: Identity, 
Linking, Matching and Difference. This selection is 
supportable as a logical set of functions but its makeup 
may be arbitrary in some respects. There could be other 
breakdowns, but these four are used here both for 
constructing logical thought and performing other 
system management action of the CS. 

Identity: This is a tool that creates a fundamental 
object concept of something you perceive. The concept 
is then further defined by links to characteristics.  

Linking: This tool would link concepts with one 
another for object concepts, location models or 
templates.  

Matching: This tool would evaluate two or more 
objects for similarity.  

Difference: This tool would evaluate the 
differences found between two or more concepts by 
comparing them and linking them into appropriate sets.  

For this AI model, these tools form the 
fundamental building blocks used by the CS Program. 
In part, this assertion is justified because any general 
abstract mental task can be broken down into some 
combination of these basic functional actions. It is also 
possible to see very distinct parallels between these 
basic functions and the corresponding first abstract 
abilities that appear in developing children. It is 
probably no coincidence that these functions (identity, 
linking, matching, and difference) play a fundamental 
role in most standardized intelligence tests.  

 
6. DEVELOPING COMPLEX CAPABILITIES 
While the CP manages actions, it is not the reasoning 
function. The CS manages the linking structure of the 
brain and provides the framework in which the actions 
can occur. It builds the action templates, the behavior 
models and the location models.  These arise from 
sensor inputs and, more importantly, from instructive 
input.  

The CS also has the capability to establish a 
temporary representative linking structure for the object 
concepts based on the input data itself and comparisons 
between concepts. Read a novel and your CS creates 
location models based on what the author describes. It 
can even proceed with analysis based upon a presumed, 
or temporary, set of links. This would occur, for 
example, when directed by a teacher to perform a new 
specific action. 

The CS is always running in the background to 
create links.  Beyond that, however, I must emphasize 
that the CS is not exactly a free-wheeling process. Like 
all other mental activity it must be triggered by a 
motivation.  In that regard it is subordinate to the CP. 
Whether the motivation is an instructor’s command or 
an internally-driven motivation such as boredom, it is 

only by consent of the CP that the CS can perform 
analytic functions or “test” action templates. 

 
6.1. Difference between CS and CP 
In this model the CP controls action by activating 
established templates.  The CS controls reasoning by a 
tentative or limited activation (often without connection 
to outputs) of a template that is in the developmental 
stage.  The prototype templates consist of temporary 
action templates and location models, complete with the 
object and behavior model connections.  The CS 
undertakes control of a portion of the processor for the 
limited execution of the template.  Action can be either 
executed or shunted to a register of projected action as 
controlled by the CS.  The CS then reviews actual or 
projected results for effect on the AI system. 

In some regards we may be tempted to design a 
system where the CP and the CS are one and the same. 
You can use almost the same software to run both. 
However, in software terms, the CP must control the 
“operating environment” while the CS controls the 
memory structure and the “development environment”. 
Attempts to design an AI system that combines the two 
functions of the CS and the CP in a single process are 
almost certain to fail. It is mandatory that while the 
actual software could overlap, the functionality must be 
separated in a carefully conceived architecture. 

Reasoning skills of the CS depend upon access to 
an adequate database of information, either memory 
links or input data. That is, after all, the only way it can 
actually build a prototype template. Perhaps the 
preferred method would be to use an existing template 
and make some modifications. The acquisition of data 
and the training can be achieved by either external 
instruction or by internally controlled responses to 
external inputs.  

In the instructional case the input and direction, 
especially link associations, will be explicitly provided 
by someone or something else, to be assimilated by 
your brain. Internally controlled development is driven 
by the whims of nature and the motivations of the 
individual.  

I would suggest that as the biological system 
passes from its developing stages into a state of more 
routine operations, the use of this CS would be reduced 
to identifying familiar locations and habitual behavior 
patterns associated with them. The biological system 
will have established preferred linking structures for 
many input-motivation-result-action sequences and 
would not require the services of the CS to evaluate 
alternate linkages. It will have a set of location models 
and actions that satisfy its needs.  

This will lead to a decline in the reasoning skill.  
The links will diminish without use and the system will 
function primarily in established behavior patterns. The 
obvious alternative is that a system motivated, either 
internally or externally, to continue using the CS 
program to develop new action concept templates will 
remain more capable. Thus we can understand the 
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importance, at least in humans, of providing new mental 
challenges following maturity. 

 
6.2. Training 
We can make a minor departure from the biological 
process that simplifies the AI learning in a structured 
environment where the trainer can specify exactly what 
the system must learn. As a programmer we can take a 
short cut by directing the “link values” for a concept. 
This would emulate a lengthy training period that 
produces strong links in order to reduce training time. 
There would still be training sessions but repetitions to 
produce high link values would be unnecessary 
(Hibbard 2004).  

It may seem logical to expand this approach to the 
point of making “modular” action concept templates 
that could be separately developed and integrated into 
an AI as single units. I would not categorically reject 
this thought. However, many links in a template 
specifically depend on the Frame of Reference. If these 
are incorrectly or incompletely produced then the 
results could be less effective or, worse, could be 
destructive.  

If we have a “simplified learning” mode it must be 
controlled by an instructor to mimic the result of 
repeated exercises by establishing high link values at 
the outset. 

 
7. INTELLIGENCE IS PREDICTIVE – NOT 

REACTIVE 
Now we have come to one the core principles of 
intelligence. This is one of the most important features 
of the brain’s architecture.  

The intelligent brain creates a behavior model of 
every object in its memory data base. This model is 
attached to each object and provides a prediction 
function for that object. This is not just a passive 
prediction. The behavior model includes, quite 
importantly, the object’s responses to your actions. For 
every object concept there will be an associated model 
that predicts behavior for that object, either as an 
individual or general class. 

You may expect this to be a complicated process 
and very difficult to explain; however, it is actually 
rather straightforward and a relatively simple process if 
you accept the functional model defined for the brain up 
to this point in this paper.  

The key element is what I would call the backbone 
of your mental structure. That would be the motivation-
action process managed by the CP. The sensor detection 
of an object activates a motivation and the CP assigns a 
responsive action.  

To create each behavior model, the brain uses this 
self-contained function to simulate the behavior it 
expects from other entities.  

 
7.1. Behavior Models 
The predictive model for each object is merely a brief, 
simplified version of this larger AI model—in essence it 
is a modified copy of your own mental process. It is 

created for every object and tailored to the perceived 
actions of that object. 

The CS creates and executes a model for each 
object and its predicted behavior in a simple and 
straightforward way. It establishes a set of input, 
motivation, action linkages that represent the way it 
perceives that object to respond to its environment. 
Each model functions identically to your own biological 
mental process. The examples below will help explain 
that idea.  

I would suggest that, for simplicity, there are three 
general types for the predictive model, based on specific 
characteristics. The processes for all three are much the 
same and these three model types differ only in the way 
we might perceive them. 

 
7.1.1. Human-Equivalent Behavior Model 
The first, and most involved, would be the Human 
Equivalent Model. This model is a copy of your own 
motivation-action concept structure. It can be applied 
just as it exists in your own mind but usually it is 
modified based upon learned data you have for the 
object involved. You may add a motivation, add an 
action, or change a priority link. Obviously we can 
apply it to other humans. In addition, we often extend 
this model to animals. In this case it is tailored to 
remove a portion of motivations and actions. However, 
children are particularly prone to use the complete 
model to define animal behavior.  
 
7.1.2. Instruction Manual Behavior Model 
The second type is the Instruction Manual Model. This 
simplified model replaces the sensor inputs with basic 
physical inputs, such as pushing a button, turning a 
knob, or manipulating some mechanical aspect of an 
object. This model provides defined results from the 
specific mechanical interactions, either by you or some 
other object. The obvious application of this type of 
model is for mechanized objects but you can apply it to 
a wider range of items. 
 
7.1.3. Physics Model 
The third is the Physics Model. This model generally 
provides action-reaction links and may be somewhat 
complex depending upon the types of objects being 
addressed. For physical objects in your environment the 
model will include responses to natural forces as well as 
your interaction with them (responses to pushing, 
kicking, sliding, etc.). In the physics model, motivation 
concepts are replaced by physical laws (e.g., an object is 
“motivated” to fall toward the earth because it “detects” 
the force of gravity); otherwise the predictive model is 
the same as your own mental process.  

Remember, the behavior characteristics are based 
upon the way you interact with them as well as external 
forces. For example, if you push on the object, does it 
move? This is tied to a perception of relative mass. The 
Physics Model incorporates the physical characteristics 
of each object. That is to say, once you identify the 
relative mass of an object (whether by touching or by 
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visual clues) you can project, using a physics model, 
responses to physical interaction. This is one reason 
children are always messing with things. They are 
constructing their models of all of those objects around 
them. 

As a simple example, you see someone holding an 
object in their hand. You can predict what will happen 
when they release it simply based on the model you 
have attached to that object. You do not need to analyze 
the situation; you simply run an existing model. You 
identify that object by sight and you have a predictive 
model linked to that object concept in your memory.  

Let’s say you perceive the object to be a rock. 
Your predictive model says that the object, when 
released will fall to the ground under the influence of 
gravity. Alternatively, you perceive the object to be a 
paper airplane. Your predictive model says that it will 
glide away when released. If you perceive the object to 
be a live bird, then it should fly away. And, finally, you 
may perceive the object to be a balloon with yet another 
prediction of what happens to it when released. 

 
7.2. Building Models 
The learning process allows you to build this predictive 
model of any object you encounter. For example, 
children learn that dogs are motivated to chase and 
retrieve a thrown object, a very simple template of 
motivation and action to create in a child’s mind. That 
and other functions are incorporated in the concept of a 
dog. As the learning base is expanded the child learns 
that observable characteristics of the dog can be used to 
distinguish different behavior models for different dogs. 
Then, whenever you see a dog you predict its behavior 
based on the model. You will have sub-groups of the 
model based on individual types of dogs or physical 
appearance. The model will tell you that if you 
approach the dog and try to interact with it there will be 
an expected response. For example, growling equals 
aggression (triggering a danger motivation); tail 
wagging equals friendliness, and so forth. 

Now, moving to the highest level of complexity, 
you will have a model of behavior for other humans. 
You will likely have a generic model that would be 
applied to any new acquaintance. This could closely 
match your own behavior algorithms. Then, for each 
individual, the model will be tailored based upon what 
you have observed from that individual.  

You will also develop secondary models for 
individuals based on secondary characteristics. These 
you likely know as stereotypes. You meet someone in a 
business suit and you link them to a generic 
“businessman” model. You meet someone with dirty, 
shabby clothes and you link them to the “bum” model. 
When someone says: “I can’t believe he just did that;” it 
means that some behavior did not correspond to a 
model. As you witness a person’s behavior your own 
CS function will refine the model.  

One important offshoot of the predictive model is 
that we take the output of each model—the action that is 
expected of the object—and link that back to our own 

structure of inputs and corresponding motivations. Thus 
when you interact with someone or something that can 
affect you through their action, you are then motivated 
to create an input to that object that produces a desired 
action—something that would satisfy a motivation 
within your own structure. This produces the results 
seen in many social and business interactions.  

 
7.3. Relation to Intelligent Agents 
There are many efforts to develop Intelligent Agents. 
These are, by definition, autonomous and self-contained 
intelligent units that can take action on their own and/or 
provide information to a higher level entity.  
 One of the most complete descriptions of intelligent 
agents is provided in Artificial Intelligence, a Modern 
Approach (Russell and Norvig 1995). There are a 
variety of types of agents described but they share some 
general features for using sensor data and behavior 
models to produce intelligent behavior. 
 I would suggest that, within the protocol structure 
offered here, the intelligent agent represents a sub-set of 
sensor links, behavior models, and actions. All objects 
are created and maintained in a single action structure 
(rather than linked from a reference base.) The decision 
rules are created for limited scenarios and updated with 
observed inputs. Perhaps the biggest differential, 
however, is that there is as single management function 
that executes direct control and decision authority. 
 That said, it should still be possible to reconcile the 
differences in order to incorporate intelligent agents into 
this type of architecture. 
 
8. VISUAL PROCESSING AND PREDICTION 
At this point the discussion concludes by returning to 
something that was partly covered before. Re-consider 
the dynamic nature of your visual input. How do you 
handle the constantly changing tableau of images that 
your system must process? This is perhaps the most 
difficult part of the brain function to understand. 
Though it is sometimes presumed, there is not a 
recurring analysis of a scene. A basic tenet here is that 
the brain works from stored memory concepts with 
augmented short-term data from sensors. Any object we 
sense around us is identified based on an array of 
knowledge. Furthermore, this is always a presumptive 
identification, though sometimes this is a near certainty.  

This is where the location models and the behavior 
models come together for mutual support. They are 
linked together through the object concepts contained in 
a location. 

Once we identify a location and associated objects, 
the subsequent visual processing is determined by any 
motivations and the predictive model we have for the 
associated objects. An object could be of great interest, 
meaning it is one whose outputs can benefit (or harm) 
our system. In that case the brain will perform continual 
updates of the predictive behavior analysis, evaluating 
the impact to our system. Note that this is a behavior 
analysis not a visual analysis. On the other hand 
miscellaneous objects of no direct interest are 
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summarily identified and receive a prediction, e.g., that 
picture on the wall will stay right there.  

The background of the location is defined based on 
the location model and it is that stored memory concept 
we use until something changes. Until routine objects 
depart from the predicted behavior there is little visual 
processing to be done. Background objects, such as 
trees, are identified primarily by “field data.” That is to 
say we do not use explicit visual processing algorithms 
if they fit the background structure of our location 
model. Motivations can, of course, change all that. After 
all we could be looking for a specific kind of tree. 

The impact of this analysis structure is to 
drastically reduce the demand for processing power 
because it is no longer necessary to perform the 
extensive scene-by-scene visual processing. Those cars 
passing by you on the highway are one of the best 
examples. You identify them summarily and use a 
standard memory object. You only care about them if 
they divert from the predicted pattern in such a way as 
to be a threat to you. A beginning driver, who is still in 
the process of completing the predictive models for all 
these new objects, is flooded with information. That 
new driver must learn to focus attention and that does 
not happen until a reliable set of predictive models are 
formed. 

 
9. OTHER USES OF LOCATION MODELS 
There is an adjunct to the use of location models that 
shows a possibility for understanding how we construct 
and use sentences to communicate with each other. If 
true, this would have a significant impact on other 
aspects of AI and communication dynamics. 
 Within the framework of this architecture we could 
reasonably believe that sentences, whether spoken or 
written, could communicate their thought by the 
creation of a temporary location model in the receiver, 
especially when you consider the additive nature of a 
conversation or string of sentences.   
 This process would also allow one to identify and 
resolve conflicts in a sentence. If, following a statement, 
your location model is not incomplete or has 
ambiguities. You would seek to resolve the ambiguity 
by asking for more exact information, but only if you 
are motivated to do so. If you have no interest in the 
subject then you might have no reason to seek 
resolution. 
 This use of location models also leads to an 
understanding of some forms of humor. When someone 
is telling a joke you are building a location model to 
match their narrative. At the conclusion of the joke, you 
discover that your model was not the same as the one 
the narrator finally revealed. At that point the intention 
is that you find it funny, though that is not guaranteed. 
 This use of location models for understanding 
sentence structure deserves further consideration. The 
concept does appear to be compatible with the 
architecture and supports the other aspects of 
interactions involving this AI protocol.  
 

10. SUMMARY 
What is shown in this paper is both a Functional 
Architecture and an Integration Protocol. We have 
defined the modular components of the system, their 
functions, and interfaces. This protocol will enable 
coordinated individual development of the fundamental 
components of a system that can be integrated in a 
dynamic environment. As long as a strict motivational 
structure and frame of reference are maintained the 
components can be remotely connected to form a single 
intelligence. 
 The greatest strength of this architecture, beyond its 
internal consistency, is that individual development 
teams could be assigned to produce defined 
components. As long as functional interfaces are 
controlled the pieces could be integrated to work as a 
single entity. Conversely, if one attempts to cut out 
portions of this architecture and splice them into other 
kinds of systems, the results are likely to be 
disappointing. 
 For a potential application, imagine if you will a 
system that would integrate large numbers of different 
types of sensors in such a way that many objects can be 
controlled or addressed by a single entity, without the 
need for external coordination among separate systems. 
This can be applied to a range of operations from 
business to battlefield. 
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ABSTRACT 

A new practical approach to Asset Liability 

Management (ALM) is proposed, which combines 

Monte Carlo Simulation, Optimisation and Six Sigma 

Define, Measure, Analyse, Improve, Control (DMAIC) 

methodology. This new method determines an 

optimally diversified minimal variance investment 

portfolio, which gains a desired range of return with 

minimal financial risk. Simulation and optimisation are 

conventionally applied to find the optimal portfolio to 

provide the required return. In addition, the Six Sigma 

DMAIC methodology is used to measure and improve 

the portfolio management process in order to establish 

the optimally diversified portfolio. Applying Six Sigma 

DMAIC to the portfolio management process is an 

improvement in comparison with conventional 

stochastic ALM risk models. It offers financial 

institutions internal model options for Basel III and 

Solvency II, which can help them to reduce their capital 

requirements and Value-at-Risk (VaR) providing for 

higher business capabilities and increasing their 

competitive position, which is their ultimate objective. 

 

Keywords: Asset Liability Management; Portfolio 

Optimisation – Minimal Variance; Monte Carlo 

Simulation; Six Sigma DMAIC; Basel III; Solvency II. 

 

1. INTRODUCTION 

Basel III is a comprehensive set of reform measures, 

developed by the Basel Committee on Banking 

Supervision, to strengthen the regulation, supervision 

and risk management of the banking sector. These 

measures aim to: i) improve the banking sector's ability 

to absorb shocks arising from financial and economic 

stress, whatever the source; ii) improve risk 

management and governance; and iii) strengthen banks' 

transparency and disclosures (Atkinson and Blundell-

Wignall 2010; BCBS 2010a; BCBS 2010b; BCBS 

2011; BIS 2011; Cosimano and Hakura 2011).  

Solvency II is designed to introduce a harmonised 

insurance regulatory regime across European Union 

(EU) that will protect policyholders and minimise 

market disruption. The regulation sets stronger 

requirements for capital adequacy, risk management 

and disclosure. Primarily this concerns the amount of 

capital that EU insurance companies must hold to 

reduce the risk of insolvency. Solvency II is an EU 

Directive, which needs to be approved by the European 

Parliament, and will be scheduled to come into effect on 

1 January 2014 once it is approved (Cruz 2009; 

Bourdeau 2009; GDV 2005; SST 2004). 

 The economic capital of financial institutions is one 

major aspect of Basel III and Solvency II. According to 

a research by Mercer Oliver Wyman, the impact of the 

Asset Liability Management (ALM) risk, i.e. Market 

Risk, on the economic capital of banking and insurance 

companies is 64%. This is by far the largest impact 

compared to other quantifiable risk factors, e.g. 27% 

Operational Risk, 5% Credit Risk, and 4% Insurance 

Risk. Consequently, this paper will focus on ALM.  

 ALM has originated from the duration analysis 

proposed by Macaulay and Redington (Macaulay 1938; 

Redington 1952). Subsequently, ALM has evolved in a 

powerful and integrated tool for analysis of assets and 

liabilities in order to value not only the interest rate risk 

but the liquidity risk, solvency risk, firm strategies and 

asset allocation as well (Bloomsbury 2012).  

 The new regulation requirements introduced by 

Basel III and Solvency II focus on the solvency risk in 

order to impose a required amount of equity value on 

the base of the risk associated to the investments of 

asset portfolio. The banking and insurance industry are 

responding to these requirements by developing internal 

models based essentially on the Value-at-Risk (VaR), 

parametric (GARCH, EGARCH) and simulation 

(Monte Carlo) models, extended to Conditional Value-

at-Risk (CVaR) and Copulas.  

 Some financial institutions extended the analysis to 

the cash flows by using a stress testing to generate 

different scenarios. In this case it is possible to analyse 

how the cash flows can evolve to study a strategy to 

hedge the risk exposure.  

 The financial institutions with greater equity value 

have the possibility to invest in riskier assets focussed 

on the portfolio insurance. The basic idea is to construct 

a Put option on the value of asset portfolio by taking a 

long position on the risky assets and on the default-free 

bonds such that their weight will be rebalanced 
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dynamically, which will replicate the value of a 

portfolio of risky assets with a protective Put option.  

 The frontier of Asset and Liability Management is 

based on stochastic optimisation and simulation models 

that involve an asset allocation approach by considering 

the liabilities side as well. 

 Another major aspect of Basel III and Solvency II 

is Financial Risk Management. Jorion, in his book for 

financial risk management, presented the utilisation of 

Monte Carlo Simulation for options’ valuation and VaR 

calculation. He also generally elaborated on Optimal 

Hedging applying Optimal Hedge Ratio, i.e. the 

minimal variance hedge ratio. In addition, he 

specifically described the application of Optimal 

Hedging in two important cases such as Duration 

Hedging and Beta Hedging (Jorion2011).  

 Advanced Financial Risk models involve 

optimisation of investment portfolios. The problem of 

asset allocation for portfolio optimisation was solved by 

Markowitz in the 1950’s. Markowitz applied his mean-

variance method in order to determine the minimum 

variance portfolio that yields a desired expected return 

(Markowitz 1952; Markowitz 1987).  

 Also, advanced Financial Risk models are 

stochastic and use Monte Carlo Simulation. A 

comprehensive elaboration on general applications of 

Monte Carlo Simulation in Finance was published by 

Glasserman (2004). Specifically, an internal Monte 

Carlo Simulation model for Solvency II (i.e. an ALM – 

Market Risk simulation model) was presented by 

Bourdeau (Bourdeau 2009). 

Today, Six Sigma is recognized across industries 

as a standard means to accomplish process and quality 

improvements in order to meet customer requirements 

and achieve higher customer satisfaction. One of the 

principal Six Sigma methodologies is Define, Measure, 

Analyse, Improve, Control (DMAIC). Six Sigma 

applications in finace at introductory level were 

published by Stamatis (Stamatis 2003). 

 This paper presents a new practical approach to the 

ALM risk models for Basel III and Solvency II, i.e. the 

Optimisation-Simulation-DMAIC method. The new 

method combines Optimisation, Monte Carlo 

Simulation, and Six Sigma DMAIC methodology. It 

determines an optimally diversified minimal variance 

investment portfolio, which gains a desired range of 

return with minimal financial risk. Optimisation and 

Simulation are conventionally applied to find the 

minimal variance portfolio to provide the required 

return. In addition, the Six Sigma DMAIC methodology 

is used to measure and improve the portfolio 

management process in order to establish the optimally 

diversified portfolio. 

 Applying Six Sigma DMAIC to the portfolio 

management process is an improvement in comparison 

with the conventional stochastic optimisation and 

simulation ALM risk models. It offers financial 

institutions internal model options for Basel III and 

Solvency II, which can help them to reduce their capital 

requirements and VaR providing for higher business 

capabilities and increasing their competitive position, 

which is their ultimate objective. 

In order to facilitate this presentation, a very 

simple ALM risk model is used to demonstrate the 

method. Only the practical aspects of the ALM risk 

modelling are discussed. Microsoft™ Excel® and 

Palisade™ @RISK® and RISKOptimizer® were used 

in the demonstration experiments.  

 

1.1. Related Work 

 

1.1.1. ALM 

Mitra and Schwaiger edited a book which brings 

together state-of-the-art quantitative decision models for 

asset and liability management in respect of pension 

funds, insurance companies and banks. It takes into 

account new regulations and industry risks, covering 

new accounting standards for pension funds, Solvency 

II implementation for insurance companies and Basel II 

accord for banks (Mitra and Schwaiger 2011). 

In addition, Adam published a comprehensive 

guide to Asset and Liability Management from a 

quantitative perspective with economic explanations. 

He presented advanced ALM stochastic models for 

Solvency II and Basel II & III using optimisation and 

simulation methodologies (Adam 2007). 

 

1.1.2. Six Sigma  

 Hayler and Nichols showed how financial giants 

such as American Express, Bank of America, and 

Wachovia have applied Six Sigma, Lean, and Process 

Management to their service-based operations by 

providing specific, real-world examples and offering 

step-by-step solutions (Hayler and Nichols 2006). 

 Also, Tarantino and Cernauskas provided an 

operational risk framework by using proven quality-

control methods such as Six Sigma and Total Quality 

Management (TQM) in financial risk management to 

forestall major risk management failures (Tarantino and 

Cernauskas 2009).  

 

2. ALM BY USING THE OPTIMISATION-

SIMULATION-DMAIC METHOD  

The following sections demonstrate the new method’s 

procedure step-by-step for ALM Risk modelling. Actual 

financial market data are used in the presentation. 

  

2.1. Problem Statement 

The following is a simplified problem statement for the 

demonstrated ALM risk model.  

Determine the optimally diversified minimum 

variance investment portfolio that yields a desired 

expected annual return to cover the liabilities. The 

model should allow the financial institution to reduce 

their capital requirements and VaR providing for higher 

business capabilities and increasing their competitive 

position. The model should help the company to 

achieve their ultimate objective. 
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2.2. Calculating Compounded Monthly Return 

The monthly returns of four stocks are available for a 

period of seven years, i.e. 1990-1996 (Table 1). Note 

that the data for the period July/1990- June/1996 are not 

shown. 

 

Table 1: Monthly Return (MR) 

Month Stock1 Stock2 Stock3 Stock4 

Jan/1990 0.048 -0.01 -0.06 -0.01 

Feb/1990 0.066 0.096 0.037 0.038 

Mar/1990 0.022 0.022 0.12 0.015 

Apr/1990 0.027 -0.04 -0.02 -0.04 

May/1990 0.112 0.116 0.123 0.075 

Jun/1990 -0.02 -0.02 -0.04 -0.01 

Jul/1996 0.086 -0.07 -0.12 -0.02 

Aug/1996 0.067 0.026 0.146 0.018 

Sep/1996 0.089 -0.03 -0.04 0.092 

Oct/1996 0.036 0.117 0.049 0.039 

 

The Compounded Monthly Return (CMR) is calculated 

for each month and each stock from the given stock 

Monthly Return (MR) using the following formula 

(Table 2):  

 

CMR = ln (1 + MR) 

 

Table 2: Compounded Monthly Return (CMR) 

Month CMR1 CMR2 CMR3 CMR4 

Jan/1990 0.047 -0.01 -0.06 -0.01 

Feb/1990 0.063 0.092 0.036 0.038 

Mar/1990 0.021 0.022 0.113 0.015 

Apr/1990 0.027 -0.04 -0.02 -0.04 

May/1990 0.106 0.11 0.116 0.073 

Jun/1990 -0.02 -0.02 -0.04 -0.01 

Jul/1996 0.082 -0.07 -0.13 -0.02 

Aug/1996 0.065 0.026 0.136 0.018 

Sep/1996 0.085 -0.03 -0.04 0.088 

Oct/1996 0.036 0.111 0.048 0.038 

 

2.3. Fitting Distributions to Compounded Monthly 

Return 

For the Monte Carlo method, we need the distribution 

of the compounded monthly return for each stock.  

Thus, for each stock, we determine the best fit 

distribution based on the Chi-Square measure. For 

example, the best fit distribution for the compounded 

monthly return of Stock 4 (i.e. CMR4) is the normal 

distribution, with Mean Return of 0.6% and Standard 

Deviation of 4.7%, presented in Figure 1. 
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Figure 1: Stock 4 Best Fit Distribution 

 

2.4. Finding Compounded Monthly Return 

Correlations 

The compounded monthly returns of the stocks are 

correlated. We need to find the correlation to allow the 

Monte Carlo method to generate correlated random 

values for the compounded monthly returns. The 

correlation matrix is presented in Table 3. 

 

Table 3: Correlation Matrix 

 CMR1 CMR2 CMR3 CMR4 

CRM 1 1 0.263 0.038 0.0868 

CRM2 0.263 1 0.244 0.0895 

CRM3 0.038 0.244 1 0.095 

CRM4 0.087 0.089 0.095 1 

 

2.5. Generating Compounded Monthly Return  

The Compounded Monthly Return (CMR) is randomly 

generated for each stock from the best fit distribution 

considering the correlations. The following distribution 

functions of the Palisade™ @RISK® are used:  

 

CMR1=RiskLogistic(0.0091429,0.044596)) 

 

  CMR2=RiskLognorm(1.1261,0.077433,Shift(-1.1203)) 

 

CMR3= RiskWeibull(6.9531,0.46395, Shift(-0.42581)) 

 

CMR4= RiskNormal(0.0060531,0.047225) 

 

The correlation is applied by using the 

“RiskCorrmat” function of the Palisade™ @RISK®. 

  

2.6. Calculating Compounded Annual Return by 

Stock  

The Compounded Annual Return (CAR) is calculated 

for each stock from the respective Compounded 

Monthly Return (CMR), using the following formula:  

 

CAR = 12*CMR 
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2.7. Calculating Expected Annual Mean Return on 

the Portfolio 

The expected annual mean return on the portfolio 

(EAPR-Mean) is calculated from the asset allocation 

weights vector (Weights-V) and the vector of 

compounded annual returns of stocks (CAR-V) by using 

the following Excel® formula:  

 

EAR-Mean = SumProduct(Weights-V, CAR-V)  

 

2.8. Calculating Variance, Standard Deviation and 

VaR of the Portfolio  

The variance, standard deviation and VaR (VaR is 

calculated at Confidence Level of 99.95%)  of the 

portfolio are calculated from the distribution of the 

expected annual mean return of the portfolio (EAR- 

Mean) by using the following Palisade™ @RISK® 

functions:  

 

Variance = RiskVariance(EAR-Mean) 

 

Standard-Deviation = RiskStdDev(EAR-Mean) 

 

VaR = RiskPercentile(EAR-Mean,0.005)   

 

2.8.1. Portfolio Simulation and Optimisation  

Palisade™ RISKOptimizer® is used to solve the 

portfolio simulation and optimisation problem. That is 

to find the minimal variance portfolio of investments, 

which yields sufficient return to cover the liabilities. 

Thus, the aim of the simulation and optimisation model 

is to minimise the variance of the portfolio subject to 

the following specific constraints: 

• The expected portfolio return is at least 9%, 

which is sufficient to cover the liabilities; 

• All the money is invested, i.e. 100% of the 

available funds is invested; and  

• No short selling is allowed so all the fractions 

of the capital placed in each stock should be 

non-negative. 

 

 The model should also calculate the Standard 

Deviation and VaR of the portfolio.  

 

2.8.2. Measuring Performance of the Portfolio  

Palisade™ @RISK® has Six Sigma capabilities, thus it 

is used to simulate the optimal portfolio found above 

and calculate the Six Sigma metrics from the simulation 

distribution in order to measure the performance of the 

optimal portfolio.  For this purpose the following Six 

Sigma parameters are specified: 

• Lower Specified Limit (LSL) of the expected 

portfolio return is 5%; 

• Target Value (TV) of the expected portfolio 

return is 9%; 

• Upper Specified Limit (USL) of the expected 

portfolio return is 15%;  

 

 The simulation model calculates the following Six 

Sigma process capability metrics to measure the 

performance of the investment process: i) Process 

Capability (Cp); Probability of Non-Compliance (PNC); 

and Sigma Level (σL). The following Palisade™ 

@RISK® functions are used:  

  

Cp = RiskCp (EAR-Mean) 

 

PNC = RiskPNC(EAR-Mean) 

 

σL = RiskSigmaLevel(EAR-Mean)   

  

2.8.3. Sensitivity Analysis of the Portfolio  

The next step is to calculate (quantify) the impact of the 

investment in every stock to the portfolio mean return, 

by using the sensitivity analysis features of Palisade™ 

@RISK®.  This calculation is stochastic and it is based 

on the statistics of the simulation distribution.   

 From the calculated correlation coefficients, the 

stock on which the portfolio return is most dependent 

can be determined. In addition, the calculated regression 

mapped values show how the portfolio mean return is 

changed in terms of Standard Deviation, if the return of 

a particular stock is changed by one Standard Deviation. 

 The sensitivity analysis is used in order to 

determine how to improve the performance of the 

investment process, i.e. which stocks should be hedged 

to reduce the financial risk of the portfolio. 

 

2.8.4. Simulating the Hedged Portfolio  

Six Sigma Simulation is used again to simulate and 

measure the performance of the hedged portfolio. The 

Six Sigma parameters specified for this simulation are 

the same as in Sec. 2.8.2. Also, the model calculates the 

Six Sigma process capability metrics to measure the 

performance of the investment process as presented in 

Sec. 2.8.2. 

 

2.8.5. Comparing Results and Quantifying 

Improvements  

The final step is to compare the simulation results 

of the initial optimal portfolio with the hedged portfolio 

and quantify the improvements from three aspects, 

portfolio return, financial risk and investment process 

capability.  

 To quantify the improvements, the following 

results are compared: i) Expected Annual Return – 

Mean (EAR- Mean) for portfolio return; ii) Variance, 

Standard Deviation and Value-at-Risk (VaR) for 

financial risk; and iii) Process Capability (Cp), 

Probability of Non-Compliance (PNC), and Sigma 

Level (σL) for investment process capability.   

 

3. RESULTS AND DISCUSSION 

 

3.1. Portfolio Simulation and Optimisation  

The optimal portfolio found by the simulation and 

optimisation model has the following investment 

fractions: 28.6% in Stock 1; 0.7% in Stock 2; 28.5% in 

Stock 3; and 42.2% in Stock 4. The Portfolio Return 
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was 9% with Variance of 22.9%, Standard Deviation of 

47.8% and VaR of -19.7%. 

 The probability distribution of this optimal 

portfolio is given in Figure 2.  
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Figure 2: Portfolio Probability Distribution  

  

 The confidence levels were the following. The 

probability that the portfolio return will be below zero 

(0%), i.e. negative, is 41.7%. There is a 38.5% 

probability that the return will be in the range of 0%-

50%, and 19.8% probability that the return will be 

greater than 50%. 

 

3.2. Measuring the Portfolio Performance  

The performance of the optimal portfolio found above 

was measured with a Six Sigma simulation model. It 

should be noted that the optimal portfolio found above 

is simulated; thus, the investment fractions for this 

simulation model are the same, i.e.: 28.6% in Stock 1; 

0.7% in Stock 2; 28.5% in Stock 3; and 42.2% in Stock 

4.  The following Six Sigma parameters were 

specified: i) LSL = 5%; ii) TV = 9%; iii) USL = 15%. 

 

 The Portfolio Return was 9%, Variance 22.9%, 

Standard Deviation 47.8% and VaR -23%. These 

figures suggest that the financial risk for the optimal 

portfolio is significant.  

 The probability distribution of the optimal portfolio 

Six Sigma simulation is shown in Figure 3.  
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Figure 3: Portfolio Performance Distribution 

  

The confidence levels were as follows. The 

probability that the portfolio return will be below 5% 

(i.e. below LSL) is 46%. There is an 8.9% probability 

that the return will be in the range of 5%-15% (i.e. 

within the desired target range), and 45.1% probability 

that the return will be greater than 15% (i.e. above 

USL). 

The Six Sigma metrics (i.e. the investment process 

capability metrics) of the optimal portfolio is shown in 

Table 4.  

It is easy to draw the conclusion by using the Six 

Sigma Probability of Non-Compliance (PNC) metric of 

the process. The PNC metric determines the total 

probability that the portfolio return distribution will 

deviate from the desired specified limits. The PNC 

equals 0.9112, which is an extremely high probability. 

Also, Cp and Sigma Level are very low, i.e. 0.0348 

and 0.1115, which indicates a poor performance. 

 

Table 4: Investment Process Six Sigma Metrics 

Process 

 

Cp 

 

PNC  

 

Sigma  

Level 

Optimal 

Portfolio 0.0348 0.9112 0.1115 

 

The significant financial risk and the poor 

performance of the optimal portfolio presented above 

strongly suggest that this portfolio is not acceptable. 

Therefore, the portfolio should be improved by hedging 

for example.  

  

3.3. Sensitivity Analysis  

The sensitivity analysis was used in order to 

determine how to improve the performance of the 

investment process, i.e. how to hedge the portfolio. 

The correlation sensitivity graph is given in Figure 

4. The graph shows that the portfolio return is most 

dependent on the return of Stock 4 with a correlation 

coefficient of 0.77. The other three stocks, i.e. Stock 3, 

Stock 2 and Stock 1, are less influential with correlation 

coefficients of 0.49, 0.46 and 0.43 respectively. 
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Figure 4: Correlation Sensitivity 

 

The regression sensitivity graph is given in Figure 

5. This graph shows how the portfolio mean return is 

changed in terms of Standard Deviation, if the return of 

a particular stock is changed by one Standard Deviation. 

 Therefore, this graph shows that if Stock 4 return is 

changed by one Standard Deviation, the portfolio return 

will be changed by 0.313 Standard Deviations (i.e. the 

regression mapped value is 0.313 for Stock 4). Again, 
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the other three stocks, i.e. Stock 3, Stock 1 and Stock 2, 

are less influential as their regression mapped values are 

0.163, 0.141 and 0.108 respectively. 
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Figure 5: Regression Mapped Values Sensitivity 

 

The conclusions of this sensitivity analysis 

suggested that the portfolio can be hedged for example 

if Stock 4 is replaced with an option of Stock 4. 

 

3.4. Option 4 Return Data and Distribution   

A part of the market data for Option 4 (i.e. an option of 

Stock 4) are shown in Table 5, i.e. the Monthly Return 

(MR) and the calculated Compounded Monthly Return 

(CMR) of the option. The Average CMR is 0.61% and 

the yearly return is 7.28%. 

 

Table 5: Option 4 MR and CMR 

Month MR CMR 

Jan/1990 0 0 

Feb/1990 0.038 0.038 

Mar/1990 0.015 0.015 

Apr/1990 0 0 

Jul/1996 0 -0 

Aug/1996 0.018 0.018 

Sep/1996 0.092 0.088 

Oct/1996 0.039 0.038 

 

The best fit distribution to Option 4 CMR is shown 

on Figure 6.  
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Figure 6: Option 4 Best Fit Distribution 

 

 

3.5. The Hedged Portfolio Simulation  

The performance of the hedged portfolio was measured 

with a Six Sigma simulation model. It should be noted 

that the Stock 4 was replaced with Option 4 (i.e. an 

option on Stock 4); thus, the investment fractions for 

this simulation model are: 28.6% in Stock 1; 0.7% in 

Stock 2; 28.5% in Stock 3; and 42.2% in Option 4. 

 The same Six Sigma parameters were specified: i) 

LSL = 5%; ii) TV = 9%; iii) USL = 15%. 

 The Portfolio Return was 9%, Variance 14.6%, 

Standard Deviation 38.3% and VaR -0.45%. These 

figures suggest that the financial risk was considerably 

reduced.  

 The probability distribution of the hedged portfolio 

Six Sigma simulation is shown in Figure 7. The 

confidence levels were as follows. The probability that 

the portfolio return will be below 5% (i.e. below LSL) 

is 44.4%. There is an 10.9% probability that the return 

will be in the range of 5%-15% (i.e. within the desired 

target range), and 44.7% probability that the return will 

be greater than 15% (i.e. above USL). 
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Figure 7: Hedged Portfolio Performance 

  

The Six Sigma metrics (i.e. the investment process 

capability metrics) of the hedged portfolio is shown in 

Table 6.  

 

Table 6: Hedged Portfolio Six Sigma Metrics 

Process 

 

Cp 

 

PNC  

 

Sigma  

Level 

Hedged 

Portfolio 0.2176 0.5294 0.6289 

 

Compared with the initial optimal portfolio 

performance, PNC was reduced from 0.9112 to 0.5294, 

Cp was increased from 0.0348 to 0.2176 and Sigma 

Level was increased from 0.1115 to 0.6289. Therefore, 

an important improvement was achieved with the 

hedged portfolio.  

  

3.6. Sensitivity Analysis  

This sensitivity analysis can be used in order to 

determine how to further improve the performance of 

the investment process, i.e. how to further hedge the 

portfolio. The correlation graph (Figure 8), shows that 

the portfolio return is most dependent on the return of 
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Stock 1 with a correlation coefficient of 0.72. The other 

two stocks and Option 4, i.e. Stock 3, Stock 2 and 

Option 4, are less influential with correlation 

coefficients of 0.67, 0.35 and 0.0 9 respectively. 
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Figure 8: Hedged Portfolio Correlation Sensitivity  

 

 The regression sensitivity graph is given in Figure 

9. This graph shows that if Stock 1 return is changed by 

one Standard Deviation, the portfolio return will be 

changed by 0.277 Standard Deviations (the regression 

mapped value is 0.277 for Stock 1). Again, the other 

two stocks and Option 4, i.e. Stock 3, Stock 2 and 

Option 4, are less influential as their regression mapped 

values are 0.251, 0.0065 and 0.0308 respectively. 
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Figure 9: Hedged Portfolio Regression Mapped 

Values Sensitivity 

 

The conclusions of this sensitivity analysis 

suggested that the hedged portfolio can be further 

improved (hedged) if Stock 1 is replaced with an option 

of Stock 1 for example. 

It should be noted that this method is iterative and 

can be iteratively applied until an optimally diversified 

portfolio is established. Only the first iteration is 

presented in the paper. 

 

3.7. The Method’s First Iteration Results 

The results of the first iteration of the method are 

presented and compared in this section. Table 7 shows 

the Mean Return, Variance, Standard Deviation and 

VaR of the initial optimal portfolio and the hedged 

optimal portfolio.  

 The hedged optimal portfolio was significantly 

better than the initial optimal portfolio. The mean return 

is 9% for initial and hedged portfolio but the financial 

risk was considerably reduced by the hedged portfolio, 

i.e. i) Variance was reduced from 22.88% to 14.67%; ii) 

Standard Deviation was reduced from 47.84% to 

38.30%; and iii) Value-at-Risk was reduced from 

23.04% to only 0.45%.  

 

Table 7: The Method’s First Iteration Results  

Portfolio  Mean 

Return 

Variance Standard 

Deviation 

VaR 

Initial 0.0900 0.2288 0.4784 -0.2304 

Hedged 0.0900 0.1467 0.3830 -0.0045 

  

The Six Sigma metrics of the first iteration is given 

in Table 8. The Six Sigma metrics for the hedged 

portfolio was also significantly improved. PNC was 

reduced from 0.9112 to 0.5294, Cp was increased from 

0.0348 to 0.2176 and Sigma Level was increased from 

0.1115 to 0.6289.  

 

Table 8:  The First Iteration Six Sigma Metrics 

Process 

 

Cp 

 

PNC  

 

Sigma  

Level 

Initial 

Portfolio 0.0348 0.9112 0.1115 

Hedged 

Portfolio 0.2176 0.5294 0.6289 

  

 

3.8. The Optimisation-Simulation-DMAIC Method 

versus the Related Work 

A simple comparison of the Optimisation-Simulation-

DMAIC method, i.e. the new practical approach to 

ALM proposed in this paper, with the related work 

summarized in Sec. 1.1 is as follows.  

 

3.8.1. ALM  

The ALM models presented by Mitra and 

Schwaiger (Mitra and Schwaiger 2011) are advanced 

stochastic optimisation and simulation models. The 

ALM models published by Adam are also advanced 

stochastic models using optimisation and simulation 

(Adam 2007). 

The presented Optimisation-Simulation-DMAIC 

model is by nature an advanced stochastic model 

applying optimisation and simulation, which is like the 

models presented in the related work. In contrast, the 

Optimisation-Simulation-DMAIC model uses Six 

Sigma DMAIC to measure and improve the portfolio 

management process in order to establish an optimally 

diversified (hedged) portfolio, which is an advantage. 

 

3.8.2. Six Sigma  

 Hayler and Nichols presented applications of Six 

Sigma tools, e.g. Lean Six Sigma, to the financial 

service-based operations, which is related to the 

operational risk (Hayler and Nichols 2006). The work 

of Tarantino and Cernauskas is also related to the 

operational risk as they created an operational risk 

framework by applying Six Sigma to improve the 

financial risk management process from operational 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 65



point of view in general (Tarantino and Cernauskas 

2009).  

On the contrary, the Optimisation-Simulation-

DMAIC model uses Six Sigma DMAIC in order to 

establish an optimally diversified (hedged) portfolio. 

This is a new concept as DMAIC is dynamically 

applied to specifically reduce the ALM Market Risk in 

an on-going investment portfolio management process. 

 

4. CONCLUSION 

This paper proposed a new practical and stochastic 

method, i.e. the Optimisation-Simulation-DMAIC 

method, for ALM risk modelling under Solvency II and 

Basel III. The method combines Optimisation, Monte 

Carlo Simulation and Six Sigma DMAIC 

methodologies in order to dynamically manage the 

financial ALM risk (i.e. the market risk) in an on-going 

investment portfolio management process.   The new 

method applies the Markowitz’s Mean-Variance and 

Monte Carlo Simulation methodologies in order to 

determine, by using stochastic calculation, the 

minimum variance portfolio that yields a desired 

expected return. In addition, the new method uses Six 

Sigma DMAIC to measure and improve the portfolio 

management process in order to establish an optimally 

diversified (hedged) portfolio. 

 Consequently, the synergy of the Optimisation, 

Monte Carlo Simulation and Six Sigma DMAIC 

methodologies, which are used by the method, provides 

for a significant advantage compared to the 

conventional ALM models. 

This new Optimisation-Simulation-DMAIC 

method can help the financial institutions to develop or 

improve their Basel III and Solvency II internal risk 

models in order to reduce their capital requirements and 

VaR. Reducing the capital requirements and VaR will 

ultimately provide the insurance companies and banks 

with higher business capabilities, which will increase 

their competitive position on the market. Moreover, the 

proposed method can significantly assist the financial 

institutions to achieve their business objectives. 
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ABSTRACT 
In this paper we consider  flow networks, which is an  
important class of networks, and which includes, for 
example, communication  networks, transportation and 
supply networks, oil and power supply systems, etc. In 
our model, the edges are subject to failure, which may 
be caused by "enemy attack", earthquakes, disruption of 
communication channels etc. Each edge is characterized 
by its failure probability and  flow capacity. The 
network reliability is defined as the probability that the 
flow between the source node and sink node is not less 
than some given threshold. Our approach to flow 
network reliability evaluation is based on  estimating by 
means of an efficient Monte Carlo simulation,  the 
network topological invariant called network 
destruction spectrum (D-spectrum).  We consider also   
a design problem on flow network, namely its edge  
reinforcement in order to increase in an "optimal" way 
the network reliability.   

 
Keywords: flow network, Monte Carlo simulation,  
D-spectra, network reliability design  

 
1. INTRODUCTION 
The maximum flow problem is a standard problem in 
operations research first solved by Ford and Fulkerson 
(Ford and Fulkerson 1962). They assumed that edges 
(and nodes) have some given nonrandom flow 
capacities. In stochastic flow network, it is assumed that 
edge (and/or node) capacities are random, which greatly 
complicates the problem and its solution.  

There is a vast literature on stochastic flow 
networks, see (Lin 2004, 2001, Ramirez-Marquez and 
Coit 2005, Younes and Hassan 2011) and references 
there. Typically, the reliability of a stochastic flow 
network is measured by the probability ( )P M   that 
the maximal flow M which can be delivered from 
source s to sink t will be no less than some critical value 

.  
When network edges may be in two states 

(up/down), and 0,   the reliability of the network 
reduces to so-called s-t connectivity which, contrary to 

the classical maximum flow problem, is already NP-
complete since its solution is based on enumeration of 
all s-t paths. Quite sophisticated methods have been 
developed to solve this problem by applying Monte 
Carlo methodology, see e.g. (Elperin, Gertsbakh and 
Lomonosov 1991). 

Further development in network reliability studies 
has been made by assuming that edges capacity is an 
integer-valued random variable (Lin 2001). The 
proposed solution method is based on finding all 
boundary points (i.e. all such path sets) which allow to 
deliver the minimal demand flow ,  and on applying 
the inclusion-exclusion techniques to compute the 
desired reliability. The applicability of this method is 
limited to rather small networks. The work (Ramirez-
Marquez  and Coit 2005) deals with a similar multistate 
model and introduces Monte Carlo (MC) approach. The 
MC is based on comparing already identified elements 
of the set of all multistate minimal cut vectors with 
randomly generated system state vectors.  

Also genetic algorithms have been applied for 
reliability evaluation of stochastic flow networks, see 
e.g. (Younes and Hassan 2011). 

The purpose of this paper is to demonstrate how a 
new methodology based on so-called D-spectra and 
BIM-spectra can be used for analysis and design of flow 
network reliability. 
 
2. BASIC NOTIONS AND DEFINITIONS 
 

2.1. Flow Network 
We define flow network N as a pair (V, E), where V is a 
node-set and  E  is a set of directed edges. In our model, 
nodes can never fail, while edges can. If an edge fails, 
we say it is down; otherwise it is up. For each edge e, 
the probabilities ( )p e  of being up and 

( ) 1 ( )q e p e  of being down are defined. Edges are 
assumed to be stochastically independent. In addition, 
for each edge e=(a,b)  directed from the node a to the 
node b, we define the maximal flow  ( )c e  which can be 
delivered from a to b along this edge. 
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Also let | | , | | .V n E m   By state of a network we 

call a binary vector 1 2( , , ..., ),mx x x  where 1,ix   if an 

edge is up and 0,ix   otherwise. We say that the 
network state is UP  if the maximal flow from source to 
sink is not less than some given value , and the state 
is DOWN, otherwise. 

Example 1.  Figure 1 below represents very simple 
flow network with 4 nodes and 4 edges. 

 

 
Figure 1: Flow Network with 4 Nodes and 4 Edges 

 
It is easy to check that the maximal flow from 

source s=1  to sink t= 3 equals 5. For example, it may 
be obtained by the following flows ( , )w i j  ( (i, j) is an 
edge defined by the nodes i and j):  

(1, 2) 2, (1, 4) 3, (2, 3) 2, (4, 3) 3.w w w w     
Suppose that we define the UP state for this 

network as a state with maximal flow no less than 3. 
Then, if for example the edge (1,4) is down, the 
maximal flow equals 2, and the network is in the 
DOWN state. 

 
2.2. D-Spectrum 
Let us now introduce the so-called destruction spectrum 
(D-spectrum), which will play a central role in our 
further network flow analysis. 

It is important to stress that the D-spectrum is a 
purely topological characteristic of the network which 
depends only on its structure and network DOWN  state 
definition. D-spectrum is completely separated from 
any information regarding the real stochastic 
mechanism which governs system failure appearance. 

Definition 1. (Gertsbakh and Shpungin 2009) 
Let  

1
( , ..., )

mi ie e   be a permutation of network 
edges. Suppose that initially all edges are up. Start 
turning them from up to down by moving along from 
left to right. Fix the first element 

ri
e when the network 

state becomes DOWN. The ordinal number of this edge 
in the permutation is called the anchor of  and 
denoted ( ).r    

Consider now the set of all !m  permutations and 
assign to each permutation probability 1 / !.m  Define 
the probability of the event ( ) { ( ) }A i r i   as 

 
# of permutations with ( )  

( ( ))
!i

r i
f P A i

m
 

 
  

        (1) 

Definition 2. (Gertsbakh and Shpungin 2009) 
The discrete density function { }, 1, 2,..., ,f i mi  is called 
the system  destruction spectrum (D-spectrum). 

1
,( ) 1, ...,

x

i
i

F x f x m


 
 

 is called the cumulative D-

spectrum.  
Example 1 (continued).  Let us demonstrate the 

notion of D-spectrum on a network given in Figure 1. 
Suppose that 3.  The total number of permutations 
of 4 edges in the network is 24. Let 

((1, 2), (2, 3), (4, 3), (1, 4)).   We see that the first 
index such that the network state becomes DOWN (that 
is the maximal flow is less than 3) is 3. Therefore 

( ) 3r   is the anchor of this permutation. After going 
over all permutations we arrive at the following D-
spectrum of the given network: 

1 2 3
1 1 1

, , .
2 3 6

f f f   The cumulative D-spectrum is 

therefore: 
1 5

(1) , (2) , (3) (4) 1.
2 6

F F F F     

Theorem 1. (Gertsbakh and Shpungin 2009) 
Suppose that all network edges have equal down 
probabilities, i.e. .iq q Then the probability that 
network is in the DOWN state is given by the following 
formula: 

  

1

!
( ) ( )

!( )!

m i m i

i

m
P DOWN F i q p

i m i



 


                      (2) 

 
Rather surprising relationship (2) established in 

this theorem follows from the fact that  the number of 
network failure sets ( )C x  of size , 1, ...,x x m  can be 
expressed via the D-spectrum ( )F x by means of the 
following simple combinatorial relationship:  

 
( )

( )
!/ ( !( ) !)

C x
F x

m x m x



                                             (3) 

 
Formula (3) says that ( )F x  is the ratio of the 

number of failure sets of size x among all possible sets 
of size x constructed from m different  elements.  This 
fact, in turn, follows from the definition of the 
cumulative D-spectrum ( )F x .  

It follows from (3) and independence of network 
edges that the probability  associated with failure sets of 
size x  equals ( ) (1 ) .x m xC x q q     Now (2) follows 
from the fact that the network is DOWN if and only if it 
is in one of its failure states. 

Example 1 (continued). Returning to our example 
1, we calculate from (3) that there are C(1)=2 failure 
sets of size  1,   C(2)=5 failure sets of size 2, C(3)=4 
failure sets of size 3 and one failure set of size 4.  For 
example, the failure sets of size 2 are all pairs of edges 

1 

2 

3 

c=2 c=2 

c=3 c=3 

4 
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except of the pair ((1,2), (2,3)). We have by the 
theorem:  3 2 2 3 4( ) 2 5 4 .P DOWN qp q p q p q     

Now we will introduce so-called Birnbaum 
Importance Measure (BIM) (Barlow and Proschan 
1975) for system components. In simple words, BIM of 
edge j (denoted BIM j ) is the gain of network reliability 
obtained by replacing down edge j by an absolutely 
reliable one. Formally, BIM j   is defined as follows. 

Definition 3.  

1 1BIM ( , ...0 , ..., ) ( , ...,1 , ..., ),j j m j mG p p G p p  where

1( , ...0 , ..., )j mG p p is the probability that the network is 

DOWN when edge j is down, and 1( , ...,1 , ..., )j mG p p is 
the probability that the network is DOWN when the 
edge j is up.  

The important role played by  jBIM  follows from 

the fact that jBIM  equals the partial derivative of 
system reliability function 

1 1( , ..., ) 1 ( , ..., )m mR p p G p p   with respect to ,jp  see 
(Barlow and Proschan 1975).  

The knowledge of edge BIMs is the key element in 
finding the optimal network reinforcement strategy. The 
use of BIM in reliability practice was very limited since 
typically the system reliability function 1( , ..., )mR p p  is 
not available in explicit form. 

It turns out that in the case of equal component 
reliability there is a surprising connection between the 
BIMs and the network D-spectrum and its modification 
called BIM-spectrum which allows estimating and 
ranking the component BIMs without knowing the 
analytic form of system reliability function. 

Definition 4. (Gertsbakh and Shpungin 2009) 
Let ( ;0 )jN x  be the number of permutations satisfying 
the following two conditions: 

 
(i) If the first x edges in the permutation are 

down, then the network is DOWN; 
(ii)  Edge j is among  the first x elements of the 

permutation. 
 
The collection  

{ ( , ) ( ; 0 ) !( )!/ !}jz x j N x x m x m  
 

for a fixed j and 1, 2, ...,x m is called the 
BIM j  spectrum of edge j. 

The collection of all { ( ; ), 1, 2, ..., }z x j x m for 
1, ...,j m  is called the network BIM-spectrum. 
Let ( )N x be the number of permutations satisfying 

(i) only. Denote by ( ;1 ) ( ) ( ; 0 ).j jN x N x N x   
Theorem 2. (Gertsbakh and Shpungin 2009)  Let 

, 1 .ip p q p    Then 
 

1

1

1
(

!( )!
( ; 0 ) (1 )

m x m x
j j

x x m x
BIM N x q q 





    

1 )( ;1 ) (1 )x m x
jN x q q                                                 (4)                      

 
The hint to the  proof of this theorem is the 

following : the first sum in (4) equals the first term 

1( , ...0 , ..., )j mG p p in the expression of jBIM   
(Definition 3), and the second sum in (4) – to the 
second term in jBIM   in the same Definition 3. 

Theorem 3. (Gertsbakh and Shpungin 2009)  
If for all  1 x m   the inequality ( , ) ( , )z x i z x j  

holds  then ,i jBIM BIM  no  matter what the values 
of q are. 

Suppose that the previous condition does not take 
place. Than let the k be the maximal index  such that 

( , ) ( , ).z x i z x j  Suppose that ( , ) ( , ).z k i z k j  

Then there exists some value 0p  such that for all 

0p p  the inequality i jBIM BIM  holds. 
Example 1 (continued). Let us take the edge (1,2) 

from the network in Figure 1 and compute 2,(1,2)z . It is 
easy to see that there are 8 permutations  such that the 
network is DOWN when the two first edges of   are 
down, and the edge (1,2) is one of them. So 

2,(1,2)z =8/24. We have for this edge the following BIM-
spectrum:  

1,(1,2) 2,(1,2) 3,(1,2) 4,(1,2)
8 18

0, , , 1.
24 24

z z z z     

For  edge (2,3) we have the same BIM-spectrum, and 
for  edges (1,4) and (4,3) the BIM-spectrum is the 
following  (x stands for the edge (1,4) or the edge (4,3)). 

1, 2, 3, 4,
6 12 18

, , , 1.
24 24 24x x x xz z z z     

We see from this example that by Theorem 3, the BIMs 
of the edges (1,4) and (4,3) are greater than those of the 
edges (1,2) and (2,3) for all values of q. 
 
3. MONTE CARLO FOR D-SPECTRA AND 

BIM-SPECTRA 
Exact computation of  D-spectra and BIM-spectra is an 
NP-hard problem.   The  practical way to calculate the 
spectra is approximating them using Monte Carlo (MC) 
methodology.   The books (Gertsbakh and Shpungin 
2009, 2011a)  contain a series of efficient MC 
algorithms and examples of spectra calculation. 

We give here a non-formal explanation of MC 
algorithms adopted to our purpose.   

To estimate F(x), simulate M random permutations 

1 2( , ,..., )mi i i  of edge numbers and imitate a 
sequential destruction of edges by moving along a 
permutation from left to right and by remembering the 
number iN  of such permutations that the system went 
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DOWN on the i-th step of the destruction process. 
Afterwards, as an MC estimate of F(x) take the ratio 

1
ˆ ( ) ( ... ) / .xF x N N M    

Note  that in order to check  the state of the 
network  on certain  step of the destruction process, we 
use the Ford-Fulkerson algorithm (Cormen, Rivest, 
Leicerson, and Stein 2009) for calculating the maximal 
flow. If it turns out that  the maximal flow is less than 

,  we say that the network is DOWN.  
An important fact is that there is no need to check 

the network state on each step of the destruction 
process. The position of the  anchor in a given 
permutation 

1
( ),...,

mi ie e    can be efficiently found 
by applying bisection search algorithm,  which works as 

follows. Erase the first 
2

m 
  

edges of the permutation. 

Check the state of the network using  Ford-Fulkerson 
algorithm. If the network is already DOWN, the anchor 

should be among the first
2

m 
  

positions. If  the network 

is UP, the anchor is among the remaining part of the 
permutation. Proceed in a similar way by bisecting the 
relevant part of the permutation until the position of the 
anchor is located. On the average, the number of flow 
checks is of magnitude 2(log ( )).O m  

To approximate BIM-spectra, modify the above 
procedure and count the number of 
permutations ( ; 0 )jM x equal to the number of 
permutations such that the system went DOWN during 
the first x failures and edge  j was among these x 
components. 

Example 1 (continued). Let us illustrate the  D-
spectrum calculation on the network in Figure 1. Take 
the number of permutations M=5. Denote the network 
edges: (1,2)=1, (1,4)=2, (2,3)=3, (4,3)=4. Suppose that 
the generated permutations are: 1 (1, 2,3, 4),   

2 3 4(4, 3, 2,1), (1, 3, 2, 4), (2,1, 3, 4),      

5 (3,1, 2, 4).   We see that in these five permutations 
the network went DOWN twice on the first step,  once 
on the second step, and twice on the third step. So the 
estimators for ( )F x  are the following: 

2 3
5 5

(1) , (2) , (3) (4) 1.F F F F   
   

 Naturally, these 

values are far from the exact values (calculated above), 
because the number M of replications is too small. 

Remark. Suppose that edge up probability p is not 
known exactly (as it usually takes place in practice) and 
lies in the interval  min max[ , ].p p p  Since network 
reliability is a monotone function of its component 
reliability, we have the following bounds on 

( ) :R p min max( ) ( ) ( ).R p R p R p   These bounds may 
be quite valuable in case of "fuzzy" information about 
the q values.     

4. NUMERICAL EXAMPLES 
 

4.1. Network Reliability as a Function of p 
Let us consider the network from Figure 2. This 
network has 15 nodes (two of which are terminals, 1   
and 2) and 35 edges.  

 

 
   Figure 2: Flow Network with 15 Nodes and 35 Edges 

 
The edge capacities ( , )c a b  are given by the Table 

1.  In the case two nodes, say x and y are connected by 
some parallel edges, we denote them by (x,y)1, (x,y)2  

and so on.  We consider also edges  ( , )a b  with flow  
going from a to b and in opposite direction. For 
example, we see in the table the edges (4,8) and (8,4). 

 The initial maximal flow for the given capacities 
equals 22.  

            Table 1:  Edge Capacities 
a,b c(a,b) a,b c(a,b
1,3 8 (8,9)3 3 
1,8 9 8,11 4 

1,10 8 9,5 6 
3,4 6 9,6 4 
3,7 6 9,2 5 
4,5 6 9,11 4 
4,8 6 9,12 5 

(4,13)1 5 10,11 5 
(4,13)2 2 11,9 4 

5,6 6 (11,12)1 4 
5,14 5 (11,12)2 2 
6,2 6 12,2 6 
6,9 3 12,15 5 
7,4 5 13,14 5 
7,8 4 13,5 5 
8,4 4 14,2 5 

(8,9)1 5 15,2 5 
(8,9)2 4   

5 

3 4 13 14 

6 7 

8 

9 

10 
11 12 15 

1 2 
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The most important  characteristic of the network 
is its  reliability ( ) 1 ( ; )R p P DOWN q  as a function of 

, 1p p q  . Let us demonstrate how this characteristic 
is computed using D-spectrum, for two values of the 
threshold:  =10 and  =12. Table 2 presents the edge 
cumulative spectra obtained by means of Monte Carlo 
simulation of 45 10  edge permutations. For example, 
the row for x=6 gives the probabilities 0.12924 and 
0.20202 that the anchor for  =10 and  =12, 
respectively, is on one of the first six positions in 
random edge permutations. 

 
       Table 2:  Edge Cumulative Spectrum 
x ( )F x  

  =10  
( )F x  

 =12 
x ( )F x  

 =10 
( )F x  

 =12 
1 0 0 14 .81732 .93196 
2 .00874 .01144 15 .88206 .96366 
3 .02532 .0363 16 .92814 .98202 
4 .05094 .0759 17 .96014 .992 
5 .0851 .13134 18 .9795 .99692 
6 .12924 .20202 19 .9903 .99916 
7 .18566 .28702 20 .99608 .99968 
8 .25376 .387 21 .9984 .99998 
9 .33694 .49746 22 .99938 1 
10 .43354 .61082 23 .99976 1 
11 .53428 .7172 24 .9999 1 
12 .63944 .81052 25 1 1 
13 .735 .88198 26 1 1 
       
With probability ≈ 0.92 the anchor is greater than 

5, for 10.   So, with probability close to 0.92 
network failure takes place after 5 edges have failed. 
For 12,   with probability close to 0.92 network 
failure occurs after 4 edges have failed. 

Table 3 presents network UP state probabilities for 
various values of p. The calculations were performed 
using formula (2). 

 
                          Table 3: R(p) 

p R(p) 
 =10 

R(p) 
 =12 

0.1 0 0 
0.2 .000032 .000002 
0.3 .001121 .000159 
0.4 .0129 .0034 
0.5 .0725 .0286 
0.6 .2375 .1309 
0.7 .5095 .3669 
0.8 .7819 .6826 

0.85 .8809 .8206 
0.9 .9485 .9223 

0.95 .9872 .9816 
0.975 .9968 .9956 

 
We see from the table that if, for example,  we 

want to guarantee that the network is UP with 

probability greater than 0.95, it is enough to demand 
that  edges be up with p>0.9, for  =10.  

 
4.2. Edge Reinforcement Problem 
By reinforcing an edge we mean  replacing it by a more 
reliable one. This operation can be applied to a given 
number k of edges. The problem is  to achieve the 
maximal network reliability by "the best possible" 
choice of the candidates for this replacement. In the 
case of equal edge probabilities we suggest the 
following method (Gertsbakh and Shpungin 2009, 
2011a). 

 
1. Estimate the BIM-spectra for all edges. 
2. Range the edges by their BIM's spectra. 
3. Take the first k edges with the highest BIM 

values and replace them by more reliable ones. 
 
Note that this method is based on Theorem 3 from 

the Section 2.  
Let us consider the network  from Figure 2 and let 
10.    Suppose  that we can reinforce 3 edges. We 

skip here the intermediate results of the calculations. 
The final results are the following. The edges (1,3), 
(1,8), and (10,11) must be reinforced (they are marked  
bold in Figure 2). This conclusion may seem to be 
intuitively obvious, but for larger and more complicated 
networks similar conclusions are not so clear.  

For illustration, the following Table 4 gives 
estimated values ( ; ( , ))z x a b of BIM-spectrum for one of 
the most important edges - (10,11), and  a less 
important edge  (13,14), for even  x  values.  

 
Table 4: The BIM's Spectra 

x ( ; (10,11))z x  ( ; (13,14))z x  
2 .0037 0 
4 .0207 .0034 
6 .0524 .0157 
8 .1008 .0474 
10 .1700 .1106 
12 .2592 .2056 
14 .3534 .3183 
16 .4386 .4217 
18 .5104 .5036 
20 .5702 .5695 
22 .6294 .6278 
24 .6838 .6830 
26 .7423 .7419 
28 .8008 .7997 
30 .8568 .8564 
32 .9152 .9140 
34 .9720 .9708 

 
We see that the values of BIM-spectrum for edge 

(10,11) are consistently greater than  those  of edge 
(13,14). Remind that this means that  (10,11) is more 
important than (13,14), no matter what the values of q 
are. 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 72



Remark. As it was noted, the BIM spectrum is a 
topological invariant for most reliability criteria, but in 
the case of flow networks the edge capacities may affect 
the spectrum.  Nevertheless also in this case the 
topological features of the edge prevail on its capacity 
value influence. 

To illustrate the remark, let us take from the 
network on Figure 2 two edges: (1,10) with capacity 
c(1,10)=8, and (10,11) with c(10,11)=5. In spite of the  
difference in capacities, all values of BIM-spectrum of 
edge (10,11) are consistently greater of those of edge 
(1,10).      

For the second example take three  parallel edges 
connecting  nodes 8 and 9. We see from  table 1 that  

1 2 3((8,9) ) ((8,9) ) ((8,9) ).c c c   Clearly that these 
three edges have the same topological features, but here 
the edge capacities affect the BIM-spectra, and we have 

1 2 3( , (8, 9) ) ( , (8, 9) ) ( , (8, 9) ).z x z x z x    
Note that introducing parallel edges is a way of 

having edges with more than two states. For example, 
two independent edges connecting nodes 4 and 13 may 
be viewed as one edge with four possible capacities 0, 
2, 5 and 7 with probabilities 2 , (1 ),  (1 ),q q q q q  and 

2
,(1 )q  respectively. 

 
5. POSSIBLE EXTENSIONS 
To the best of our knowledge, there are no publications    
devoted to using network D-spectra technique to the 
study of network flow behavior in networks with  
unreliable edges.  The model considered  in this paper  
can be extended  in several directions.  

First, our method may be easily extended to the 
case of unreliable nodes. 

Second, we  can  introduce several  flow sources 
and  several  sinks.  

Finally, introducing   cost for edge reinforcement 
(for the purpose  of increasing their reliability and/or 
flow capacity)  will bring us to  the search for  the 
"best" predisaster design, similar to  the study made  by 
(Gertsbakh and Shpungin 2009, 2011b, Levitin, 
Gertsbakh, and Shpungin 2010, Peeta, Salman, Gunnec, 
and Kannan 2010).  
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ABSTRACT 

Nowadays, a chip multiprocessor following the x86-

architecture combines at least four dedicated cores. To 

take benefit of this computing power, the application 

has to use multiple threads. To provide the parallel 

behavior for all processes and threads, the allocation has 

to change frequently. Depending on the situation, this 

allocation can differ and is worth to be analyzed. 

The application runs a configurable amount of hard-

working threads. By interfering with the core-thread-

allocation several different scenarios have been tested. 

By recording this thread-core-allocation and the 

execution time, it is possible to compare the different 

scenarios. 

The paper shows that Microsoft Windows 7 handles the 

thread-core-allocation in a lot of situations quite well. 

But the exclusion of core zero provides a performance 

increase. This is only useful if the number of threads is 

lower than the number of available processor cores. 

This situation also shows an additional interesting 

incident. Windows tries to balance the load over all 

processor cores very frequently.  

 
1. INTRODUCTION 

1.1. Operating System 

The most actual devices use an abstraction layer 

between hardware and applications. This layer is called 

operating system (Tanenbaum, Moderne 

Betriebssysteme, 2003). It provides a runtime 

environment for the applications and handles the 

hardware resources like the main processor and the 

memory (Tanenbaum, Computerarchitektur, 2006). An 

operating system runs many different applications at the 

same time. This means that the operating system has to 

share the processor time between the applications. To 

provide a decent allocation the operating system has to 

switch between running application in small time slices.  

An application is a process. And a process can contain 

one or more threads. Threads and processes are 

basically in one of three different states. These three 

states are “Running”, ”Blocked” and “Ready”. When a 

process or a thread gets created, it starts in the Ready 

state. The scheduler selects one of all available Ready 

states by using a special algorithm. When the thread 

gets selected by the scheduler it gets switched into the 

Running state. At this state the thread executes his code. 

There are many situations, where the thread has to wait 

for other resources. A resource can for example be a 

File IO or Events. The thread gets switched to the 

Blocked state and has to wait until the resource is 

available. When the resource gets available, the thread 

gest switched to the Ready State. The scheduler can 

select this thread and continue its execution. All threads 

are scheduled by the operating systems scheduler. 

Simple applications only run their single main thread. 

This means if the program has to wait for a resource the 

whole application has to block and wait for this. The 

operating system runs the scheduler and switches to 

another application. This happens if the application runs 

only one thread like in Figure 1 at (a). This behavior can 

slow down the application. To continue the execution of 

the applications, the applications process has to contain 

multiple threads. These threads can continue the 

execution while another thread is blocking. This 

multiple threads are shown in Figure 1 at (b).  

But multiple threads have also another advantage. If the 

machine has more the one processor core, the operating 

system is able to schedule multiple threads of a process 

to different cores. This can provide a performance 

increase, by executing different code on different 

processor cores at the same time. But this also means 

that the application has to hold the data of the threads 

consistent. In a multithreaded application many threads 

work together to finish faster, but depending on the 

application the threads are not allowed to modify the 

same data as another thread. This can be avoided by 

making the access exclusive for a single thread. This 

can be achieved by different synchronization 

mechanisms like critical sections, mutexes, semaphores, 

events and similar techniques. This functionality is 

provided by the operating systems API (application 

programming interface). The difference between these 

mechanisms is that some of them are working across the 

borders of a process and others work only in a single 

process. Depending on the operating systems, there are 

huge performance differences.  
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Figure 1: Threads and Process (Tanenbaum, Moderne 

Betriebssysteme, 2003) 

 

1.2. Multicore processors 

Before the rise of the on chip multicore processors a 

machine had to use multiple single core processors on a 

single motherboard to gain real advantage of 

multithreaded applications. These systems had to share 

the data by using special bus. It was not possible to use 

the on chip cache for data sharing.  

Current multicore processors (David Harris, 2007) 

combine multiple cores in one single chip. Figure 2 

shows the architecture (David A. Patterson, 2007) of an 

Intel Core i7 processor (Intel, 2011). The figure shows 

that the processor combines four dedicated processor 

cores on a single chip (Becchi, 2006) (Sondag, 2009). 

The chip uses the shared L3 cache for data sharing 

between the cores. The most actual multicore processors 

are comparable, like the AMD Phenom (AMD, 2009) 

and the Phenom II (AMD, 2011). Only the Intel Core 2 

Quad (Intel, 2011) uses a different design, because it 

combines two dual core chips in one processor case. For 

data exchange between the two dual cores the processor 

has to use the main memory. Using the main memory 

for data exchange on a Core 2 Quad processor causes 

another performance loss, because the memory 

controller of this processor was place on a second chip 

on the Motherboard. This chip is called the 

Northbridge. For data sharing the data has to be sent 

form one core to the memory controller by using a bus 

and the same way back. This is slower than using the 

cache on actual quad core processors.  

These multicore designs provide that the operating 

system is now able to run applications in parallel. It is 

also possible to share the data by using cache and the 

main memory. This data exchange is very quick. But 

the number of cores is not as high as the number of 

runnable applications. To get an increase in 

performance the application has to use multiple threads 

(Akhter S., 2006). The operating system can assign 

these threads to different processor cores and gain an 

increase in performance. Multithreaded programming 

does not gain performance automatically. This 

technique has to be used intelligent. If one thread marks 

the cached data of one core invalid by writing on them, 

this thread has to load the data from the main memory. 

This synchronization causes a decrease in performance. 

Creating threads and switching the cores decreases the 

performance. The threads should use the cores of a 

multicore processor, but should also minimize the 

needed overhead for synchronizations.  

Depending on how these threads and processes are 

scheduled the performance can rise or fall. The 

scheduling can be restricted by setting the thread 

affinity. This is used to determine weak spots at 

Windows 7. 

 

 Figure 2: Intel Core i7 architecture 

 

2. TEST 

2.1. Main idea 

The information that is used to find weak spots is the 

runtime and the thread-to-core allocation applied over 

the time. To get the information a test application is 

needed. This application is able to produce a heavy 

work load for every available processor core by using 

multiple threads. This application has to collect the 

thread core allocation and the runtime of each thread. 

The threads execute simple integer operations. After 

some operations the thread checks the allocation and 

stores the information.  

Figure 3 shows the testing application. It uses the Nokia 

QT 4.7 Framework (Nokia, 2008-2011). On the top of 

the application it is possible to define the number of 

threads and the thread priority for the next test run. 

After a run has finished the logged data can be exported 

into a file in the well-known comma separated values 

(csv) format.  

It also supports a simple live view of the thread-to-core 

allocation. But its accuracy is far away from the 

standalone test with the csv export, because it only 

samples the threads at a defined times slice. The sample 

rate is in the range of milliseconds. This means if the 

cores are faster switched, the live view will not show all 

cores switches. 
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Figure 3: Screenshot of the test application 

 

2.2. Test algorithm 

To produce heavy workload a filter kernel calculates 

over a picture. The picture is represented by a simple 

two dimensional array. The array gets divided into 

stripes. Every thread has to calculate a single stripe of 

the picture. Figure 4 is showing this procedure. The 

integer calculation produces the work load. The size of 

the image is adjustable. Because of that this is not fair 

dividable, a small adjustment is made. Every thread has 

to run a fixed number of steps and calculate the filter 

kernel from the top left to the bottom right of their 

image part. If the thread reaches the end it restarts from 

the beginning until the number of calculate steps are 

reached. This provides the same workload for every 

thread. 

To retrieve usable information at runtime it is needed to 

collect the thread-to-core affinity and the time. Figure 5 

shows how this is done. The number of threads and the 

thread affinity is adjustable before the test run. To 

retrieve the thread-to-core affinity every thread has to 

retrieve the number of the core that is actually executing 

code. This is done by calling the Win32 API function 

GetCurrentProcessorNumber. This function returns the 

number of the processor core, from which core the 

function is called. Then the actual time is retrieved 

(GetActualTime). Therefore the Query performance 

counter of Windows is used (Microsoft, 2011). This 

counter makes it possible to retrieve the system ticks. 

These ticks can be converted into the time by using the 

Query Performance Frequency factor. This factor 

depends on the clock frequency of the processor. Before 

starting the threads a base time is stored. This time is 

the same for every thread. After retrieving the core 

number and the time, the core number is compared with 

the core number from the previous check 

(CheckCoreChange). If the core number is different, the 

core number and the time get stored. Then the 

calculation continues. This procedure starts from the 

beginning until the needed number of calculation steps 

is reached. At the end all the information of all threads 

are collected and exported into the csv file. By using 

this timestamps it is possible to calculate the number of 

all core changes that happened while the thread was 

running. It is also possible to calculate the average time 

between the core changes. 

 

 
Figure 4: Picture of filterkernel 

 

 
Figure 5: Algorithm of data determination 

 

 sd Algorithm

THREAD OPERATINGSYSTEM

loop 

[Counter < Target]

GetCurrentProcessorNumber()

GetActualTime()

CheckCoreChange()

Calculate()

Counter++()
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As a summary a thread retrieves the information this 

way: 

1. Calculate the filter kernel for its position 

2. Retrieve the actual core number  

3. Get the actual time 

4. Compare the retrieved core number (step 2) 

with the core number from the last check 

(stored in step 5) 

5. Store the core number if the core number has 

changed 

6. Continue with the calculation 

 

 
Figure 6: Thread affinity mask 

 

Figure 6 shows the thread affinity mask. It is a 

DWORD which is 32 bit wide. This mask is used to set 

the affinity for every worker thread. This is the first 

thing that is done when the thread gets started. 

Therefore this mask is passed to the WIN32 API 

function SetThreadAffinityMask. As shown in the 

picture, every bit represents a processor core. Bit zero is 

for core zero and so on. If the bit for the core is true the 

thread can run on the core. If the bit is false, the core is 

denied. On a quad core processor only the lower four 

bits are important. If the mask is not set, all cores are 

allowed. 

2.3. Test System 

The main specification of the test system: 

 Intel Core i7 860 quad core 

o Turbo Boost Technology disabled  

o Hyper threading disabled 

 Asus P7P55D Evo mainboard 

 12 GB DDR3 Ram 

 Windows 7 Professional 64 bit 

 Microsoft Visual Studio 2010 

o C++ 

o 32 bit Compiler 

 

Due to better comparison between the scenarios with 

different number of threads the Intel Turbo Boost 

Technology is disabled. Otherwise a single thread test 

will run with higher clock rates than a test with four 

threads due to dynamic frequency scaling. Hyper 

threading is disabled, because it provides for every core 

one additional core. But it is wanted to compere only 

real quad core processors. So to disable this feature of 

an Intel Core i7, this is the main difference between a 

Core i7 and a Core i5 quad core processor, was the 

better choice. 

 

2.4. Test cases 

The test cases vary by the number of running threads 

from one up to four threads. For every different thread 

number the thread affinity is changed. The default 

thread affinity is that the operating system can execute 

every thread on every processor core. The second case 

is that every thread can only be executed on one single 

core. Thread zero can only run on core zero, thread one 

can only run on core one and so on. This will avoid that 

the operating system moves the threads from one core 

to a different core. The third main case is that every 

thread can be executed on every core, except core zero. 

This should demonstrate that core zero is preferred by 

the operating system. To start four threads in this 

situation was skipped, because there are only three 

runnable cores. 

Furthermore there are some special cases tested. These 

cases are that the application starts more threads than 

the number of available processor cores, known as 

oversubscription. Other special cases are that only one 

or two threads are used. These threads are tested with 

different thread affinity. This means the thread gets 

bound to core zero or core three. This test should show 

the interference with the preferred core of the operating 

system. 

 
3. RESULTS 

Table 1 shows an example of the result of a single test 

run. It represents the average core change time for one 

to four threads, by using the systems default thread 

affinity and the exclusion of core zero. The average core 

change time describes the time between a thread gets 

pushed from one core to a different core.  

 

Table 1: Average core change time (time in ms) 

Threads OS default Core zero 

excluded 

1 70.1 87.2 

2 8.8 9.4 

3 7.9 29.8 

4 51.0 - 
 

If the number of threads on a quad core processor is less 

than four and higher than one, the average core change 

time is below 10 ms. If the number of threads is one or 

equal the number of cores the average core change time 

is above 50 ms. This means the number of core switches 

with two or three threads is about 5 times higher than 

the number of core switches with one or four threads. If 

core zero is excluded, the averages core change rate of 

two threads is at least 3 times higher than the average 

core change rate of one or three threads. This behavior 

is shown in Figure 7. The upper screenshot of the 

taskmanager shows two hard working threads, where 

the threadaffinity is left at the default settings (all cores 

are allowed). The load overall load stays at 50 percent, 

but it is shared between all four available cores. To 

produced this behaviour Windows 7 has to move the 

threads from one core to an other core in small time 
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slices as shown in Table 1 at two threads. When the two 

threads are fixed to two cores, both cores are loaded by 

100 percent and the other two cores are idle. This is 

shown in Figure 7 at the bottom screenshot. This 

scenario is comparable with a scenario where four hard 

working threads are executed on a quad core processor, 

because from the view of the process the number of 

threads is the same as the number of available processor 

cores. 

 

 
Figure 7: Comparison between default assignment and 

fixed assignment to core zero and core one, two threads 

 

 
Figure 8: Core change comparison between 2 and 4 

threads 

 

Figure 8 shows a snapshot of the traced data. The time 

slice with 10 seconds until 10.2 seconds was randomly 

chosen. The vertical axis stands for the core number 

where the thread was assigned. The top diagram shows 

the two thread situation. And the bottom diagram shows 

the four thread situation. It is obvious that the two 

threads get pushed from one core to another core much 

more often, than four threads. This diagram confirms 

the results from Table 1. 

 

Table 2: Runtime in seconds 

Threads OS 

default 

Core zero 

excluded 

thread fixed 

to core  

1 41.8 41.70 43.7 

2 48.73 47.40 48.03 

3 46.63 47.20 49.23 

4 51.57 - 53.40 
 

Table 2 shows the runtime in the different situations. 

The time is the maximum runtime of all running 

threads, this means this time describe the timespan 

between the start of all threads and the stop of all 

threads. The runtime of the threads don’t decrease by 

the number of threads, because by increasing the 

number of threads the workload gets increased by the 

same factor as describe in 2.2. In every situation, except 

one and two threads with core zero excluded, the default 

affinity mask is the fastest.  

The Table also shows that it is not possible to gain any 

performance by binding every thread to a single core. 

Nearly every situation provided a significantly decrease 

in performance. 

 

Table 3: special cases with two threads 

assignment Runtime [s] Difference [%] 

default 48.73 0 

fixed to core 

0 and 1 

48.03 -1.44 

Core zero 

excluded 

47.40 -2.74 

Core 2 and 3 47.33 -2.87 

Fixed to core 

2 and 3 

46.80 -3.97 

 

Table 3 shows a special case. Therefore in every 

situation only two threads are started. The thread 

affinity mask is the only difference between the test 

cases. The runtime is the time when both threads have 

finished their work. At default the operating system is 

allowed to use every processor core. This time is the 

base for the difference compared to the other situations. 

At fixed to core the thread zero was bound to core zero 

and thread one was bound to core one. This 

modification provides a slight increase in performance 

by 1.44%.  The exclusion of core zero is 2.74 percent 

faster than the default setting. The last two situations 

are, that only core two and core three are used. If the 

operating system is only possible to choose between 

core two and three the performance gain is about 2.87 
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% compared to the default setting. If one thread gets 

bound to core two and the other thread gets bound to 

core three, the increase in performance is about 3.97 

percent. It is obvious that Windows 7 prefers core zero 

and that it is better to bind the threads to other cores if 

the number of threads is smaller than the number of 

available cores. 

 

Table 4: Average and maximum runtime in seconds at 

oversubscription and default thread affinity 

Threads Average 

runtime 

Maximum 

runtime 

3 46.62 46.63 

4 50.57 51.57 

6 69 76.77 

8 97 97.93 
 

Table 4 shows the scenario of oversubscription. In 

comparison to three and four threads the 

oversubscription situations with six and eight threads 

shows interesting results. The average runtime is the 

average time of all threads that is needed to finish the 

work, while the maximum runtime is the time that is 

needed to finish all threads. If we take the average time 

it is obvious that six and eight threads are slightly faster 

than four threads, by including the factor that the work 

increases by the same factor as the number of threads. 

This looks like it would be really good to use 

oversubscription, but depending on the application it is 

important to take a look at the maximum runtime. When 

using three, four or eight threads on a quad core 

processor the difference between the average and the 

maximum runtime is very low, but with six threads the 

difference is much bigger. For this scenario the whole 

work is done after the maximum runtime. With six 

threads some threads would finish earlier than the 

others.  

 

4. CONCLUSION 

Windows 7 handles most of the situations of standard 

applications really well. But there are also special cases 

where it is possible to increase the performance by 

modifying the thread affinity to gain even more 

performance. If the processor should run only one or 

two threads on a quad core processor, it is possible to 

increase the performance by excluding core zero. For 

three or more threads no modification is needed. 

If the number of threads is lower than the number of 

available processor cores Windows 7 tries to balance 

the work load over all processor cores. The balancing 

operation causes heavy core switches and challenges the 

cache coherence protocol of the CPU. In comparison to 

the situation with four threads on a quad core, the core 

change rate is about 5 to 10 times higher. It is possible 

to decrease this rate by modifying the thread affinity. 

Oversubscription is slightly faster than using the same 

number of threads than available processor cores. But if 

the number of threads is no multiple of the number of 

cores, the runtime between the threads differs very 

much. Depending on the used scenario is recommended 

to use a number of threads that is a multiple of the 

number of cores. 
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ABSTRACT 
A deteriorating production system consisting of two 
parallel machines with the production dependent failure 
rates of the machine is investigated in this paper. The 
machines produce one type of final products. The 
demand rate for the final commodity is constant and 
unmet demand is backlogged. The goal of the control 
problem is to find the production rates of both machines 
so as to minimize a long term average expected cost 
which penalizes both the presence of waiting customers 
and the inventory. In the proposed model, the production 
rate of the first machine is higher than the production rate 
of the second machine. The failure rate of the first 
machine which is the main machine depends on its 
production rate. The failure rate of the second machine is 
constant. The proposed model is based on a Markov 
decision process, and the stochastic dynamic 
programming method is used to obtain the optimality 
conditions. Control policy parameters are obtained by 
combining analytical modelling, simulation experiments 
and response surface methodology. Sensitivity analyses 
of the optimal results with respect to the system 
parameters are also examined to illustrate the importance 
and effectiveness of the proposed methodology. The 
usefulness of the proposed approach is outlined for more 
complex situations where the system must deal with non-
exponential failure and multiple machines.  

 
Keywords: production planning, stochastic dynamic 
programming, numerical methods, simulation 

 
1. INTRODUCTION 
Due to the constant search for increased productivity, a 
better service to clients, the number of scientific 
publications in the field of failure prone manufacturing 
systems has been steadily growing.  

This paper investigates a stochastic deteriorating 
production system consisting of two parallel machines 
with the production rate-dependent failure rates of the 
machine. The stochastic nature of the system is due to 
machines that are subject to random breakdowns and 

repairs. The machines produce one part type; whenever a 
breakdown occurs, a corrective maintenance is performed 
to restore the machines to its operational mode. Our 
objective is to find the production rates of the different 
machines so as to minimize a long term average expected 
cost including inventory and backlog costs. To solve the 
optimization problem of this paper, we propose a 
stochastic programming formulation of the problem and 
derive the optimal production policies numerically. 
Control policy parameters are obtained combining 
analytical modelling, simulation experiments and 
response surface methodology.  

An overview of relevant literature reveals that 
significant contributions have been proposed based on: 
two parallel machines manufacturing systems (Sajadi et 
al. 2011), one machine with the failure rate depends on 
the production rate (Martinelli 2010) and a combination 
of the control theory and the simulation-based 
experimental design (Gharbi et al. 2011). This paper’s 
main contribution lies in the study of a stochastic 
manufacturing system consisting of two parallel 
machines with the production dependent failure rates of 
the main machine.  

A common feature of this paper is that the policies 
are of the hedging point type and depend on multiple 
thresholds. The methodology presented in this paper can 
be applied in the machining mechanical parts industry 
where there are many different parallel machines. Some 
of them are classical machines (constant failure rates) and 
the others are degraded (if they work at faster rates, they 
are more likely to fail). 
 
2. STATEMENT OF THE PROBLEM 
As illustrated in Figure 1, the manufacturing system 
studied consists of two parallel machines producing one 
part type denoted M1 and M2. The machines are subject 
to random breakdowns and repairs. The repair rate is 
constant. The maximum production rates of machines are 
known and the demand for finished products is 
deterministic. The failure rate of M1 which is the main 
machine (machine whose production rate is the highest) 
depends on its production rate. Then, when this machine 
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works at a faster rate, it is more likely to fail. In contrast, 
the failure rate of the second machine is constant. We 
assumed that M2 can’t meet the customer demand alone. 
The stochastic nature of the system is related to 
breakdowns and repairs of machines. 
The state of the machines can be classified as: 
 state 1 (mode 1): 1M and 2M are operational 
 state 2: 1M is operational and 2M is under repair 
 state 3: 1M is under repair and 2M is operational 
 state 4: 1M and 2M are under repair. 

We use  t to denote the state of the machines with 

value in  1, 2,3, 4B  .
 
The dynamic of the system is 

described by a discrete element  t and a continuous 

element  x t . The discrete element represents the status 
of the machines and the continuous one, the stock level. 
It can be positive for an inventory or negative for a 
backlog. 

The discrete part of the system is a continuous time 
Markov process, with a transition rate from state  to 

state  denoted by q with , B   . For the 

considered system, the corresponding 4 4  transition 

matrix Q q
    is one of an ergodic process as 

defined in Ross (2003).  
We assume that the failure rate of the 1st machine 

depends on its production rate and is defined by: 
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Figure 1: System under study 

 
The transition rates verify the following conditions:
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The transition probabilities are given by: 
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Let 1( )u t  and 2( )u t denote the production rates 

of 1M  and 2M  respectively, in mode   and at time t . 

The set of the feasible control policies   , including 

1( )u   and 2 ( )u   depends on the stochastic process  t  
and is given by:  
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where 1( )u  and 2 ( )u  are known as control variables, and 
constitute the control policies of the problem under study. 

The continuous part of the system dynamics is 
described by the following differential equation: 

1 2

( )
( ) ( ) ,  (0)

dx t
u t u t d x x

dt
      (6) 

Let  g   be the cost rate defined as follows:  

( , , )g x c x c x           (7) 

The constants c  and c  ($ per parts per unit of time) 
are used to penalize inventory and backlog respectively, 

   max 0, , max , 0x x x x     
The problem here is to control the production rates 

of the both machines. The performance criterion 
considered is the expected discounted cost ( )J   given by: 
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where  is the discount rate. The value function of such 
a problem is defined as follows:  
   

1 2

1 2
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u u
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(9) 

In Appendix A, we present the optimality conditions 
and the numerical methods used to solve them for the 
value function ( )   given by equation (9). The 
contribution of this research to the Hamilton-Jacobi- 
Bellman (HJB) equations is that in the modes 1 and 2 
where 1M is operational, we have four equations instead 
of two equations in the case of a manufacturing system 
without production rate dependent failure rate (see 
equations A.3 and A.4). The next section provides a 
numerical example to illustrate the structure of the 
control policies.  
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3. NUMERICAL RESULTS AND SENSITIVITY 
ANALYSES 
 

3.1. Numerical results 
In this section, we present a numerical example for the 
manufacturing system presented in Section 2. A four-
state Markov process with the modes in  1, 2,3, 4B   
describes the system capacity. The instantaneous cost is 
described by equation (7).  

The considered computation domain D  is given by:  
 : 20 40D x x   

               
(10) 

The condition to meet the customer demands, over 
an infinite horizon and reach a steady state is given by:  

1 1max 2 max 2 1max 3 2 max

1 2 max 2 3 2 max

( )

( )

u u u u d

U u U u d
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Where ( 1 2,  and 3 ) are the limiting probability at the 
operational modes of the machines. Note that the limiting 
probabilities of modes 1, 2, 3 and 4 (i.e., 

1 2 3, ,   and 4 ), are computed as follows:  
4

1

( ) 0     and     1i
i

Q 


                   (12) 

where 1 2 3 4( , , , )      and ( )Q   is the corresponding 
4 4  generator matrix. Table 1 summarizes the 
parameters of the numerical example for which the 
feasibility conditions given by equation (11) are satisfied.  
 

 
 

 Table 1: Parameters of numerical example 
c   c   h  U  1maxu  2maxu  

1d  2d  d  
11

12q  12

12q  2
12q  1

21q  2
21q    11

12q  

1 100 0.5 0.70 1.2 0.65 0.5 0.5 1 0.03 0.02 0.04 0.1 0.2 0.5 0.3 
 
Figures 2 and 3 represent the production rates at 

mode 1 of machines 1M and 2M respectively. In these 

figures, we can see that the thresholds 1z and 3z are low 
because both machines are operational. The results of 
Figure 3 suggest that as the inventory level approaches a 
hedging point level, it may be beneficial to decrease the 
production rate to gain in reliability. Figures 2 and 3 
show that the production rates are set to zero for 
comfortable stock levels. Then, there is no need to 
produce parts for comfortable stock levels. From the 
results obtained, the computational domain of Figure 3 
( 2M ) is divided into three regions as in Akella and 
Kumar (1986) and references therein.  However, the 
computational domain of Figure 2 is divided into four 
regions. This is the main contribution of this paper. The 
optimal production control policy consists of one of the 
following rules: 
1. Set the production rate of 1M to its maximal value 

when the current stock level is under the first 
threshold value ( 1 0.0z  ); 

2. Reduce the production rate of 1M to its minimal 
value when the current stock level approaches the 
second threshold value ( 2 13.0z  ); 

3. Set the production rate of 1M to the demand rate 
when the current stock level is equal to the second 
threshold value; 

4. Set the production rate of 1M to zero when the 
current stock level is larger than the second threshold 
value. 
 

The control policies obtained are the multi-hedging 
point policies. As shown within the numerical results and 
in Figure 2 and 3, the optimal production rates can be 
expressed as follows: 
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where 1z  and 2z  are the first and second optimal 

threshold values of 1M respectively. 
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where 3z  is the optimal threshold value of 2M . 
Unlike in Figure 2 where the tendency was to use 

less the maximal production rate of the first machine, 
Figure 4 shows that the first threshold (

4 1.0z  ) is 

higher than the case of Figure 2 because the machine 
works alone. However, the control policy is still a multi-
hedging point policy and is defined by:  

1

1max 4

4 5

5

5

1

  if 

      if z
( , 2)

     if 

0       if 

1.0
7.5

u x z

U x z
u x

d x z

x z



 







 




              (15) 

where 4z  and 5z  are the first and second optimal 

threshold values of 1M respectively. 
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Using the control policies given by equations (13), 
(14) and (15), the company will be able to take into 
account the availability of machines. Then, it can 
minimize the total cost due to failure of machines, 
allowing it to eventually maximize its total profit. The 
next section analyses the sensitivity of the policies 
obtained and several experimentations are conducted to 
ensure that the structure of the obtained policy is 
maintained and can be considered as a generalized policy 
for the general problem under study. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: Production rate of 1M at mode 1 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Figure 3: Production rate of 2M  at mode 1 
 

3.2. Sensitivity analyses 
A set of numerical examples are considered to measure 
the sensitivity of the obtained control policies and to 
illustrate the contribution of this paper. The sensitivity of 
the control policies is analyzed according to the variation 
of the backlog costs. 

The results presented in Figures 5 and 6 show the 
behavior of the production rates of machines according to 
the variation of backlog costs. Based on these results, we 
can see that the value of the backlog costs is not too 
much impact the threshold 1z . This is logical because at 

mode 1, when both machines are operational, it was less 
use a first machine to its maximal production rate to take 
into account its reliability. The thresholds 2z  and 3z  
increase in order to avoid further backlog costs. 
However, 3z  is far less than 2z . Thus, it does not use the 
second machine a lot when both machines are producing. 
One prefers to use 1M to its minimal production rate 
because the failure rate depends on the rate of production 
(for a low production rate, the probability to fail is low). 

 
 
 
 
 
 
 
 
 
 

 
 

 
 
 

 
Figure 4: Production rate of 1M  at mode 2 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
Figure 5: Threshold value at mode 1 versus backlog costs 
 

Figure 6 shows that the threshold values of 1M at 
mode 2 increase as the backlog costs increase. We 
therefore need a lot of parts in stock to avoid further 
backlog costs. 

Through the observations made from the sensitivity 
analysis, it clearly appears that the results obtained make 
sense and confirm and validate the proposed approach. It 
shows the usefulness of the proposed model given that 
the control policies move as predicted, from a practical 
view point. 
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4. PROPOSED SIMULATION BASED OPTIMAL 
APPROACH 

The results from traditional methods of planning in the 
environment of manufacturing systems are not sufficient 
to reach a comfortable level of desired performances. To 
improve these methods, a combination of the control 
theory and the simulation-based experimental design, as 
in Gharbi et al. (2011), is used to obtain a near-optimal 
control policy. This could allow the possibility of 
developing more realistic cases. To quantity the policy, 
which structure is given by analytical model, simulation 
model are combined with experimental design and 
response surface methodology to estimate the optimal 
values of the policy’s parameters. In the case of non-
exponential failure distribution, the quantification 
parameters are also possible with the help of the 
simulation model, which can easily take into account the 
nature of any probability distributions. The incurred cost 
is then given by simulation model which affects the 
response surface model. 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
Figure 6: Threshold value at mode 2 versus backlog costs 
 
5. SIMULATION MODEL 
A discrete event simulation model that described the 
dynamics of the system is developed using Arena 
software (Arena is a powerful modeling and simulation 
software tool that allows the user to construct a 
simulation model run experiments. It generates several 
reports as a result of a simulation run). In order to obtain 
the cost of the system for a given set of input factors, the 
behavior of the system is simulated following the 
diagram shown in Figure 7 with the following block 
descriptions: 
1. The initialization block sets the values of threshold 

( 1 2 3,z  and  z z ), the demand rate ( d ), and the 

machines parameters ( 11 12 2

1max 2 max 12 12 12, , , , , ,U u u q q q  
1 2

21 21 and  q q ), etc. The simulation time Tsim is also 
assigned at this step. 

2. The arrival demand block performs the arrival of the 
demand for the production system at each 1 / d unit 
of time. Verification is then performed on the 
inventory values. The inventory or the backlog level 
is then updated. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Diagram of simulation model 
 
3. The M1 and M2 blocks represent the main machine 

and the second machine respectively. The machines 
are subject to random failures and repairs. 

4. The control policy block is defined in Section 3 
(Equations 13-15) for the system production rates. 
The control policy is given by the output of the 
inventory update block. This block permanently 
sends signals to verify the variation in the stock level 

( )x t . 
5. The failure and repair blocks sample the times to 

failure (MTBF1and MTBF2 of 1M , and MTBF3 of 

2M ) and time to repair MTTR1 (
1 1

21( )q  ) and MTTR2 

( 2 1

21( )q  ) of the first machine and the second machine 
respectively. 

6. The state equation is given by (5). It describes the 
inventory and backlog variables using the production 
rates set by the control policy and the variables from 
the failures and repairs of machines 1M and 2M . 

7. The time advance block uses an algorithm provided 
by simulation software. It is a combination of 
discrete event scheduling (failures and repairs), 
continuous variable threshold crossing events and 
time step specifications. 

8. The inventory update block updates inventories 
when a unit is produced or when a unit of demand 
for the final product occurs. 
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9. The update occurred cost block calculates the 
average total costs according to the levels of the 
inventory and backlog variables (  and  x x  ), their 

corresponding costs (  and  c c  ) and which machine 
is producing ( 1M and/or 2M ). 

The simulation runs until the current time Tnow reaches 
the simulation horizon Tsim, which is the time needed to 
reach the steady state. We perform five replications of the 
simulation model. 
 
6. EXPERIMENTAL DESIGN AND RESPONSE 

SURFACE METHODOLOGY 
Given that an optimal solution of the stochastic control 
problem described in Section 2 exists and given the 
convexity property of the cost function, we define three 
levels for each factor to obtain a convex estimated cost 
function. For these raisons, a complete 33 experimental 
design and a second-order response surface model were 
proposed. 
 
6.1. Numerical example 
For the numerical example experiment in this section, 
the following values are used: 

1 max
11 1 12 1

2 max 12 12
2 1 1 1 2 1

12 21 21

1 units/UT,  1.2  units/UT,  U 0.7  units/UT,
0.65 units/UT, ( ) 33 UT,  ( ) 50 UT,

( ) 25 UT,  ( ) 10 UT, ( ) 5 UT,
10 $/unit/UT,  100 $/unit/UT.

d u
u q q
q q q

c c

 

  

 

  
  
  

 

We also defined a new variable 1

2

z
a

z
 with 

0 1a  to ensure that the constraint 1 2z z is 
respected. The minimum and maximum values of 

2z and 3z were first observed using simulation 
experiments. The independent variable levels were then 
chosen as presented in Table 2. 

 
Table 2: Level of independent variables 

Factors Low level High level
a  0 1 

2z  0 20 

3z  0 20 
 

We selected a 33 response surface design since we 
have three independent variables at three levels each. 
This design leads to the completion of 381 (3 3)  
experimental trials. To ensure that the steady state of the 
cost was achieved, the simulation model was run during 
25 000 months for each replication (the simulation was 
run for 5 replications). 

 

6.2. Results analysis 
The statistical analysis of the simulated data consists of 
the multi-factor analysis of variance (ANOVA). This is 
done using a statistical software application 
(STATGRAPHICS) to provide the effects of the three 
independent variables ( 1 2,z z  and 3z ) on the dependent 
variable (Total cost). The ANOVA table for this model is 
summarized in Table 3. For each main effect, interaction 
and quadratic effect, Table 3 includes the sum of squares, 
the degree of freedom (df), the mean square, an F-ratio, 
computed using the residual mean square, and the 
significance level of the P-value. The factors, the 
quadratics effects and the interactions were considered 
significant at p-values less than 5% ( 0.05p  ). The 

2

adjustedR value of 0.9231 from the ANOVA table states that 
more than 92% of the total variability is explained by the 
model (Montgomery 2005).  

 
Table 3: ANOVA table 

 Sum of 
squares d.f Mean 

square F-ratio P-value

a  1117,93 1 1117,93 1,28 0,2625

2z  504600, 1 504600, 576,09 0,0000

3z  17077,3 1 17077,3 19,50 0,0000
aa  5586,24 1 5586,24 6,38 0,0139

2az  1840,41 1 1840,41 2,10 0,1517

3az  43597,4 1 43597,4 49,77 0,0000

2 2z z  254185, 1 254185, 290,19 0,0000

2 3z z  1592,01 1 1592,01 1,82 0,1820

3 3z z  22071,0 1 22071,0 25,20 0,0000
Total 
error 60437,9 69 875,912   

Total 
(corr.) 912105, 80    

   
2

1 2

92,32%
( * )

adjustedR
z a z




  

 
The residual analysis was used to verify the adequacy of 
the model. A residual versus predicted value plot and 
normal probability plot were used to test the 
homogeneity of the variances and the residual normality, 
respectively. It can be concluded that the model is 
satisfactory. Due to the convexity property of the value 
function, the second-order response surface method was 
selected. The third-order interactions and all other effects 
were ignored. The estimated second-order model of the 
total cost is given by: 
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2 3
2 2

2 3 2
2

2 3 3

5373,144 145, 567 33, 4833 11, 5967
70, 4667 1, 43 +6,96 1,18833
0, 0665 0, 350167

J a z z
a a z a z z

z z z

       
        

   

                   (16) 
The projection of the corresponding cost response 

surfaces onto two-dimensional planes are presented in 
Figures 8(a) and 8(b). The minimum of the cost function, 

45,03J    is located at 
2 1

11,31,  0, 477 ( 5,39),z a z      

3
10, 31z   . These values define the best values to be 

applied to the manufacturing system considered. 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 

    (a)                            (b) 
Figure 8: Contour plot of the response surface 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

    (a) Threshold values                 (b) Total cost 
Figure 9: Trend of threshold values and total cost versus backlog costs 

 
6.3. Sensitivity analysis 
Another set of experiments is considered to measure the 
sensitivity of the obtained control policy with respect to 
backlog costs (i.e. c  ). The following variations, 
illustrated in Figure 9 ((a) and (b)) are explored and 
compared to the basic case ( 100c   ). 

The results show that when the backlog costs 
decrease, the threshold levels of 1M ( 1z and 2z ) decrease 

in order to avoid further inventory costs, 3z  increases. 
Consequently, when both machines are operational, the 
first machine has to work less to take into account its 
reliability. The overall cost decrease. Increasing 
c  results in a tendency to increase the threshold 
values 1z and 2z  in order to avoid further backlog costs. 

The total cost also increases and the threshold 3z  
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decreases. Thus, it does not use the second machine a lot 
when both machines are producing.  

It clearly appears that the results obtained and 
discussed are coherent and confirm the numerical 
observation in the sense that when a cost decreases (resp. 
increases), the area where this costs is incurred increases 
(resp. decreases). But, in the case of the second machine, 
the chart of 3z  gives the opposite results compared with 
the numerical method. The simulation-based 
experimental design suggests using the main machine a 
lot when the backlog costs increase in order to avoid 
further backlog costs. We recall that the failure rates of 
the main machine depend on its production rate. Then, 
we have the possibility to act on its production rate. 

 
7. CONCLUSION 
Hedging point and multiple thresholds hedging point are 
piecewise constant control policies that can be easily 
implemented for planning of non-homogeneous Markov 
failure/repair manufacturing systems. This paper has 
shown that under such policies, the stock level of 
manufacturing systems that produce a single part-type 
can be obtained even when failure rates of the machine 
depend on the production rate of parts. From the 
numerical study it has been found that for two parallel 
machines systems, when the failure rate of the main 
machine depends on its production rate, the hedging 
point policies are optimal among feedback policies and 
the reliability of the machines is enhanced. This result 
generalizes the results of Akella and Kumar (1986) which 
are derived for a constant failure rate and the works of 
Martinelli (2010) which is derived for a single machine 
with production rate dependent failure rate.  To optimise 
the production policies, an experimental approach based 
on design of experiments, simulation modelling and 
response surface methodology has been used. The 
usefulness of the proposed approach is outlined for more 
complex situations in which analytical solutions are not 
easy to obtain. In the future, we plan to extend the 
proposed model to the reverse logistics (a hybrid 
manufacturing and remanufacturing system) with 
production rate dependent failure rates of the 
remanufacturing machine. 

 
APPENDIX A. OPTIMALITY CONDITIONS AND 
NUMERICAL APPROACH 

 
The properties of the value function and the manner in 
which the Hamilton-Jacobi-Bellman (HJB) equations are 
obtained can be found in Martinelli (2010). He describes 
the optimal control policies (optimality conditions) for 
one-machine manufacturing system with production rate 
dependent failure rates. Regarding the optimality 
principle, we can write the HJB equations as follows: 

1 2

1 2

( , ) ( )

1 2

( , , , ) ( , )

( , ) min
( , )( )

B

u u

g x u u q v x

v x v xu u d
x









 

 



 

  
 

    
  



                   

(A.1)  

where
( , )v x

x




is the partial derivatives of the value 

function ( , )v x  
The optimal control policies over ( ) of the right 

hand side of equation (A.1) are * *

1 2( ( ), ( ))u u  . When the 
value function described by equation (9) is available, 
optimal control policies can be obtained as in equation 
(A.1).  

To solve the HJB equations, the numerical method 
based on the Kushner (1992) approach as in Gharbi et al. 
(2011) and references therein is used. By approximating 

( , )v x by a function ( , )hv x and the first-order partial 

derivative of the value function 
( , )v x

x



  by:  
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1
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the HJB equation becomes: 
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(A.2)  
with q q 

 
 

  , ( )h  is the numerical control grid 

and  
1      

0   
 

if is true
Ind

otherwise


 



  

The system of equations (A.2) can be interpreted as 
the infinite horizon dynamic programming equation of a 
discrete-time, discrete-state decision process, as in 
Boukas and Haurie (1990). In this paper, we use the 
value iteration procedure to approximate the value 
function given by equation (A.2). Charlot et al. (2007) 
and references therein provide details on such methods. 

The discrete dynamic programming equation (A.2) 
gives the following six equations: 
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- state 4 
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ABSTRACT 
To adopt or not to adopt an innovation is a question that 
is ultimately answered by individual (prospective) 
customers. Their behavior is of practical relevance 
because it drives the market success of new products or 
services and it also constitutes an interesting area for 
academic research. In the course of a research project at 
the University of Vienna we have developed an agent-
based simulation to investigate this topic. During the 
initial months, we reviewed numerous tools (i.e., frame-
works and modeling environments) for this purpose. In 
this paper we share experiences we made in this respect 
as well as later on when implementing the simulation 
tool. 

 
Keywords: agent-based modeling, innovation adoption 
behavior, frameworks and modeling environments, 
lessons learned 

 
1. INTRODUCTION 
The prosperity and long-term survival of many firms 
hinge on their ability to systematically develop new 
products and introduce them into market successfully. 
Both challenges require considerable amounts of 
resources, which is why practitioners have a strong 
interest in the projection of an innovation’s potential 
market diffusion. Agent-based simulation can capture 
the complex diffusion process of an innovation on the 
macro-level as a result of relatively simple micro-level 
interactions between heterogeneous individuals (who, 
for example, exchange information within their social 
network through word-of-mouth); for a recent review of 
agent-based diffusion models confer Kiesling et al. 
(2012). This notion was the starting point for a research 
project on quantitatively simulating and modeling the 
diffusion of innovations (“QuaSiMoDI”). The endeavor 
was financed by the Austrian Research Fund and ran 
from 2008 to 2011. 

The simulation model that resulted from the project 
contributes to innovation diffusion research in that it 
covers all phases of the purchasing process (ranging 
from receiving initial information to post-purchase 
product experiences), takes into account initial adoption 
as well as repeat purchases, allows for several suppliers, 
accounts for temporal as well as spatial aspects, and 

considers heterogeneous consumer preferences with 
respect to multiple product attributes. 

Furthermore, emphasis has been placed on illus-
trating the applicability of our work by referring to a 
real product (i.e., a second generation biofuel that is 
currently under development at the Vienna University 
of Technology) for a particular market (i.e., Austria). 
Results therefore may also be useful for practitioners 
interested in this particular technology, because simu-
lation experiments for several scenarios (each with its 
own strategy for price, communication, and roll-out) 
were based on real data. Also policy-makers could 
benefit from such simulations that enable them to assess 
the impact of diverse (e.g., fiscal) measures to further 
the diffusion of biofuels and contribute to environ-
mental objectives. For descriptions of previous versions 
of the simulation confer Kiesling et al. (2009), Kiesling 
et al. (2010), and Günther et al. (2011). 

In addition to researchers and practitioners, a third 
group of stakeholders may benefit from experiences 
gained in the QuaSiMoDI project, namely modelers and 
programmers who are about to embark on a similar 
project. It is particularly them this paper is targeted. 

In the remainder we will therefore elaborate on 
modeling and implementation issues. First, we provide 
an overview of alternative frameworks that we con-
sidered as a basis for the implementation of our agent-
based simulation model (Section 2). Next, we describe 
the platform and tools actually used (Section 3). Then, 
we outline the architecture of our software implemen-
tation (Section 4). Finally, we mention some general 
lessons learned from the research project that may be of 
value for modelers and programmers starting a similar 
endeavor (Section 5). 
 
2. SURVEY OF AGENT-BASED SIMULATION 

TOOLS 
In recent years, the incursion of agent-based approaches 
in many scientific disciplines has entailed the develop-
ment of increasingly sophisticated software-platforms 
for agent-based modeling and simulation. Today, a 
modeler selecting a platform for the implementation of 
an agent-based model is therefore faced with an 
abundant range of programming languages, libraries, 
frameworks, and modeling environments to choose 
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from. In the following, we outline the basic types of 
available options. 

 
2.1. Programming languages 
A basic but viable approach is to implement agent-
based models with “plain” general purpose program-
ming languages rather than relying on specialized 
software tools. Early agent-based models were typically 
implemented independently following this approach 
(Gilbert 2002). Today, programming the whole simu-
lation software “from scratch” still appears to be a 
relatively common approach, even though it leads to 
duplication of efforts and forces modelers working on 
different models to repeatedly implement the same 
basic functionality and algorithms. This process is 
error-prone, may lead to code that is not easily acces-
sible, and impedes verification of the implementation. 
Object-oriented languages such as Java or C++ are 
typically used because core concepts like encapsulation, 
inheritance, and abstraction fit the agent-based mod-
eling paradigm well. Types of agents are implemented 
as classes; particular agents are instances (i.e., objects) 
of these classes that have an internal state: agents’ 
interactions with one another and their environment are 
implemented as methods of the agent classes. 

Somewhat less common approaches build agent-
based simulations on top of computational mathematics 
systems such as Mathematica (Wolfram Inc. 2012) or 
Matlab (Math-Works 2012), procedural languages (e.g., 
StarLogo, cf. Resnick 1996), functional languages 
(Legéndi et al. 2009), or spreadsheet software (Macal 
and North 2007). 

 
2.2. Libraries and toolkits 
Specialized libraries and toolkits that provide dedicated 
facilities for agent-based simulation offer modelers a 
number of significant advantages over implementing a 
model from scratch. First, they provide standard 
mechanisms that are frequently required in agent-based 
modeling, such as scheduling, event handling, random 
number generation, network modeling, logging, visuali-
zation, and analysis. As a consequence, the resulting 
code can be more compact, accessible and easier to 
verify than custom implementations that involve large 
amounts of “boilerplate” code. By providing ready-
made building blocks, standardized libraries can assist 
modelers and ideally save them time, effort, and energy. 

 
2.3. Modeling environments 
While libraries may assist modelers with only limited 
programming skills, they still require sufficient fluency 
in the underlying programming language. Modeling 
environments, by contrast, provide an entire graphical 
model building interface and allow modelers to 
assemble building blocks visually or with very limited 
syntax. They may therefore alleviate this limitation or 
require no programming at all. Such environments in- 
clude, for example, Repast S (repast.sourceforge.net), 
StarLogo (education.mit.edu/starlogo), Eclipse Agent 
Modeling Framework (www.eclipse.org/amp), NetLogo 

(ccl.northwestern.edu/netlogo), and Anylogic (www. 
xjtek.com/anylogic). The main disadvantage of all-
encompassing modeling environments is that they may 
impose assumptions upon the model and limit the 
modeler’s ability to control detailed aspects of the 
simulation. 
 
2.4. Prior Reviews 
Several authors have reviewed available libraries and 
environments for agent-based simulation in the past. In 
an early survey, Gilbert (2002) provide a brief overview 
of the toolkits available at that time and compare the 
state of development of software tools for agent-based 
simulation to the early stages of development of statis-
tical software. Tobias and Hofmann (2004) evaluate 
free Java-libraries for social agent-based simulation, 
comparing nineteen different characteristics across the 
four platforms taken into account, and conclude that the 
Repast environment (North, Collier, and Vos 2006) was 
the most advanced of the libraries at the time of the 
review. Railsback et al. (2006) review four main plat-
forms (NetLogo, Mason, Repast, Swarm) and compare 
them by implementing a template “StupidModel” at 
various levels of sophistication in each of them. In total, 
they discuss sixteen intentionally simplified template 
models, and provide full specifications for all of them. 
Isaac (2011) refines these template models and provides 
implementations in Python, which the authors deem 
highly readable and more compact than implementa-
tions in other languages. Castle and Crooks (2006) 
examine eight simulation platforms, focusing particu-
larly on evaluating geospatial capabilities. The most 
extensive survey to date was conducted by Nikolai and 
Madey (2009). The authors compare five characteristics 
of 53 toolkits, viz. programming language, operating 
system support, type of license, primary domain for 
which the toolkit is intended, and types of support 
available to the user. 

 
We can conclude this section by asserting that 

several powerful tools are available to the model builder 
today. Table 1 summarizes the main contenders con-
sidered for the implementation of our innovation 
diffusion model. 

 
3. PLATFORM AND TOOLS IN QUASIMODI 
Several criteria were considered in the selection of tools 
for the implementation of QuaSiMoDI. First, because 
the simulation was deployed on a high-performance 
computing cluster, a platform-independent solution that 
could be run on various operating systems (Windows, 
Mac OS X, Linux) was required. Java-based frame-
works offer significant advantages in this respect, 
because the resulting simulation program is portable 
and can easily be deployed on any computing platform 
without recompiling the code. Furthermore, the 
simulation returns consistent results irrespective of the 
underlying computing architecture, which is not guar-
anteed when natively compiled code is used. Moreover, 
almost all available Java-based frameworks can be 
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easily complemented with any of the wide array of 
software libraries available for the Java programming 
language. As Java is the main programming language 
for many frameworks (e.g., 42% of the frameworks 
reviewed by Nikolai and Madey 2009), the number of 
available options fulfilling the first criterion is large. 

Second, the continuous time approach we chose for 
QuaSiMoDI requires appropriate discrete event mecha-
nisms, i.e., means for maintaining and processing a list 
of scheduled events. (Note that in such an approach new 
events can be scheduled for any future point on a 
continuous timeline, which is why scheduling mech-
anisms for events within the same “time period” as in 
discrete time approaches become dispensable.) Because 
most frameworks are based on a discrete time approach 
and unfold their full potential only in a discrete time 
setting, the number of candidate platforms was signifi-
cantly reduced when this requirement was taken into 
account. 

From the remaining options, we finally chose 
MASON (Luke et al. 2004), a fast discrete-event multi-
agent simulation core written in Java that also provides 
a fast Mersenne Twister (Matsumoto and Nishimura 
1998) implementation for pseudo-random number 
generation. MASON is open source, lightweight, and 
can be run without a graphical user interface or 
visualization on a headless server. It also provides 

checkpointing capabilities and allows for simulation 
runs to be dynamically migrated across platforms. 

The simulation was implemented in Java SE6 using 
several additional libraries and tools as summarized in 
Table 2. The list includes a number of standard tools, 
specialized Java libraries that provide functionality 
required in the simulation, and common tools for 
statistical analysis of results and automation of the 
simulation process as outlined in the following sections. 

 
3.1. Basic Java tools 
The first group of tools used in the implementation 
consists of Apache Maven, Apache Commons and 
Apache Log4j, XStream and jUnit. We used Apache 
Maven to manage builds and dependencies of the 
various Java libraries. 

Verification of micro-level mechanisms is crucial 
in agent-based simulations, because implementation 
errors cannot easily be detected and traced in the 
simulation’s emergent macro-level output. We therefore 
conducted extensive unit tests of all major model 
components and mechanisms on the micro-level with 
jUnit. 

The recording of detailed information results in the 
generation of a considerable amount of data. Therefore, 
a flexible logging facility that provides mechanisms to 
selectively activate or deactivate output at runtime and 

Framework Website Language(s) License Reviewed in 
AnyLogic (Garifullin, 
Borshchev, and Popkov 2007) 

www.xjtek.com/ UML-RT, 
Java 

Proprietary Castle and Crooks 
(2006); Nikolai and 
Madey (2009) 

Ascape (Parker, 2001; Inchiosa, 
2002) 

ascape.sourceforge.net Java BSD Gilbert (2002); Nikolai 
and Madey (2009) 

MASON (Luke et al., 2004) www.cs.gmu.edu/~eclab/
projects/mason/ 

Java Academic 
free, open 
source 

Castle and Crooks 
(2006); Railsback et al. 
(2006); Nikolai and 
Madey (2009) 

NetLogo (Tisue and Wilensky, 
2004) 

ccl.northwestern.edu/ 
netlogo/ 

NetLogo 
language 

Freeware, 
not open 
source 

Castle and Crooks 
(2006); Railsback et al. 
(2006); Nikolai and 
Madey (2009) 

RePast (v 1-3) (North, Collier, 
and Vos, 2006) 

repast.sourceforge.net/ 
repast_3/index.html 

Java 
(RepastJ), 
Python 
(RepastPy), 
C++, .net 
(Repast.net) 

BSD Gilbert (2002); Tobias 
and Hofmann (2004); 
Castle and Crooks 
(2006); Railsback et al. 
(2006); Nikolai and 
Madey (2009) 

Repast S (North et al., 2005) repast.sourceforge.net/ 
repast_simphony.html 

Java, 
Groovy 

BSD Nikolai and Madey 
(2009) 

StarLogo education.mit.edu/ 
starlogo 

StarLogo 
language 

Freeware, 
not open 
source 

Gilbert (2002); Castle 
and Crooks (2006) 

Swarm (Minar et al., 1996) www.swarm.org Objective C, 
Java 

GPL Gilbert (2002); Tobias 
and Hofmann (2004); 
Castle and Crooks 
(2006); Nikolai and 
Madey (2009) 

 

Table 1: Selected agent-based simulation frameworks 
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that is executed in a separate thread that is independent 
of the main simulation program can provide significant 
performance benefits (particularly on multi-core com-
puters). Apache Log4j fulfills these requirements and 
was used to produce both comma separated output for 
analysis and optional human readable textual log files. 

Finally, we aimed for a highly generic and versatile 
simulation that is fully configurable at runtime. To this 
end, all model inputs as well as the configuration of 
parameters can be performed through human-readable 
XML files. XStream, a fast XML serializer and de-
serializer, was used to read these XML files and import 
parameters into the simulation. 
 

Table 2: Platform, libraries, and tools used 
Component Website Purpose 
Java SE6 java.sun.com Implementation 

of the simulation 
MASON www.cs.gmu.edu/ 

~eclab/projects/ 
mason 

Agent-based 
simulation core 

Apache 
Maven 

maven.apache.org Build 
management 

jUnit www.junit.org/ Unit and 
integration 
testing 

CERN Colt 
library 

acs.lbl.gov/software
/colt 
 

Probability 
distributions, 
statistics 

JUNG jung.sourceforge.net social network 
generation and 
visualization 

GeoTools 
GIS toolkit 

geotools.codehaus. 
org 

Geospatial 
model, shapefile 
reading, distance 
calculations 

Apache 
Commons, 
Log4j 

www.apache.org Utility classes, 
logging of output 
and simulation 
results 

XStream xstream.codehaus. 
org 

XML deseriali-
zation for para-
meter and confi-
guration files 

Perl www.perl.org Automation of 
parameter 
sweeps and 
analysis process 

Gnu R www.r-project.org Analysis of 
results; graphs 

 
3.2. Specialized libraries 
A number of specialized libraries were required to 
implement various aspects of the model. First, the 

model incorporates probability distributions in many 
places. The CERN Colt library (more precisely, func-
tionality provided in the cern.jet package) was therefore 
a valuable resource that allowed for a very generic 
implementation without “hardcoding” any distributions 
into the code. The resulting simulation tool allows 
modelers to select from various types of distributions 
for specific simulation scenarios at runtime through 
configuration of XML parameter files. 

Next, the Java Universal Network/Graph Frame-
work (JUNG) was used for visualizing, reading, 
writing, and analyzing the social networks. This library 
also provides implementations of some of the genera-
tive network algorithms. 

Finally, we used GeoTools GIS toolkit to imple-
ment the geospatial model and read population density 
data in ESRI shapefile format. 

 
3.3. Tools for analysis and automation 
Gnu R was used extensively to analyze and plot data. 
Bash and Perl scripts came into play for automating the 
simulation process, the discretization of data, and the 
analysis as well as plotting of results. 

 
4. IMPLEMENTATION 
Major design objectives for the implementation of the 
simulation included (i) reproducible results, (ii) pro-
vision of a flexible parameterization mechanism, (iii) no 
“hardcoding” of parameter values in the program code, 
and (iv) scalability and support for parallelization. 

The first objective was achieved by initializing the 
random number generators in the simulation with 
random seeds from a configuration file. Integration tests 
were performed regularly during the implementation 
process to ensure that simulation runs with the same 
parameter sets and seeds always yield identical results. 

The second and third objectives were achieved by 
means of a convenient parameterization mechanism 
based on a number of separate XML files, each of 
which configures particular aspects of the model. Major 
advantages of this method are that the parameter files 
are human-readable, can be easily edited, and that they 
can be validated against XML Schemas (XSD). The 
partitioning into separate files allows for their reuse in 
multiple scenarios and avoids redundancy. In order to 
simulate the diffusion of an innovation at varying price 
levels, for example, the same set of parameter files can 
be used for all price levels, with the sole exception of 
the pricing policy file. A single line that points to the 
pricing policy to use in the simulation has to be edited 
in a configuration file that binds the parameter set 
together (run.xml). The left-hand side of Figure 1 
illustrates the configuration files and their relations. 
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The fourth objective was achieved by dividing the 
steps in the simulation process into distinct program 
modules. Rather than optimizing for parallelization 
within individual replications (i.e., use of multiple 
processing cores to process events in a simulation run), 
we designed the simulation tool in a way that a set of 
runs with varying random seeds can be performed in 
parallel on multiple cores or computing nodes and 
results can then easily be collected, aggregated, and 
analyzed in a separate step. In particular, the following 
four distinct steps are performed for each simulation 
scenario, as illustrated in Figure 1: (i) Modeling of the 
scenario to simulate in a number of configuration files, 
(ii) simulation of the scenario for the number of repli-
cations specified, (iii) discretization and aggregation of 
results of individual simulation runs, and (iv) plotting 
and analysis of results. 

 
5. GENERAL LESSONS LEARNED 
General lessons learned in the course of the QuaSiMoDI 
project that go beyond the selection of suitable frame-
works and modeling environments can be roughly 
divided in four groups. Firstly, there is a need for a 
sound empirical foundation; “just” setting up an agent-
based model and to implement the corresponding 
simulation tool is no longer sufficient in order to make 
some valuable contribution to the field. Instead it is 
essential (and strongly demanded by many reviewers) to 
mirror micro-level factors and processes from real 
markets. In the QuaSiMoDI application case we there-
fore organized a focus group for criteria identification, 
performed a conjoint analysis for consumers’ preference 
elicitation, and did additional empirical social research 
with a standardized questionnaire in order to secure 
additional information on the structure of the underlying 
social network and the communication behavior of 
(potential) customers. All in all, these activities have 
cost several months of work (and also financial 
resources for the market research institution that 

provided us access to their representative panel), but, in 
retrospective, it was worth the effort. 

Secondly, it turned out that both the structure of 
the social (communication) network and corresponding 
parameters (e.g., concerning communication frequency) 
have considerable impact on simulation results. This 
raises a number of promising topics for further research, 
e.g., investigating stylized social network characteristics 
that are prevalent in different types of (consumer) 
markets. Unless sufficient evidence is available in 
literature, we strongly recommend placing particular 
emphasis on empirical data acquisition in this respect. 

Validation of simulation results forms a third 
challenge that has to be mastered. For QuaSiMoDI we 
performed (i) a conceptual validation for which, as an 
example, we grounded our innovation decision-process 
on Roger’s (1962) well-established framework, (ii) an 
internal validation with extensive unit and integration 
testing, (iii) a micro-level external validation for cali-
bration (e.g., with a check for implausible values or 
inconsistent preference values from the conjoint analy-
sis) as well as for verification (e.g., whether the micro-
level output concerning choice of gas station is 
consistent with reported behavior or whether agents’ 
communication behavior reflects assumptions), (iv) a 
macro-level external validation for which we performed 
a face validation with experts and also compared simu-
lation results with data for market diffusion of premium 
(fossil) fuels from Germany, and (v) a cross-model 
validation for which we replicated stylized facts forma-
lized in the model by Bass (1969). 

Finally, it was essential to gather a team of experts 
with complementary competences. For the QuaSiMoDI 
project they came from the fields of innovation manage-
ment, marketing, organization studies, sociology, opera-
tions research, and IT. On a personal note, working in 
such an interdisciplinary team made “tons of fun” (as a 
former colleague from the University of Texas would 
have phrased it) and certainly has been among the most 
appealing aspects in pursuing this endeavor. 

 
Figure 1: Architecture and simulation workflow 
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ABSTRACT 
In this paper, the high speed train interior noise 
reduction performance of the multi-channel ANC 
system was evaluated. A 1x2x2 multi-channel ANC 
algorithm was used for this purpose because high speed 
train interior noise has various noise sources. 
Experiments were carried out at two positions in floor, 
using pure-tone noise, to find the optimal positions of 
the control speakers and error microphones. At the 
selected optimal position, an ANC system performance 
evaluation experiment was carried out at variable 
heights, using high speed train interior noise. As a 
experiment result, the active noise control system 
shown good performance in the near position and high 
position from primary noise. 
 
Keywords: Active noise control, multi-channel FXLMS, 
Noise canceling 

 
1. INTRODUCTION 
In terms of speed and reliability, the high speed train 
technology can reach the levels of the corresponding 
technologies in advanced countries, but interior noise 
reduction technological development is more needed. 
In high speed train, passive interior-noise control 
system was applied to meet the interior-noise legal 
standards by structural design of the vehicle, but the 
passenger’s demand for a pleasant environment has not 
still satisfied. 
In addition, the use of the passive noise control method 
for interior-noise reduction increases the vehicle’s 
weight and the fuel consumption. Therefore, active 
noise control research is needed [1]. 
In this paper, the experiment of the ANC system 
performance evaluate has been performed using pure-
tone noise and high speed train interior noise, according 
to the positions and heights of the control speakers and 
error microphones. 
 
2. MULTI-CHANNEL ANC SYSTEM 
 

2.1. The multi-channel FXLMS algorithm[2~4] 
 

 
Figure 1: ANC system in duct 

In the active noise control system, as shown in Fig. 1, 
noise signal )(nx dose not correspond to control signal 

)(ny  due to the additional path transfer function )(zS  
existing between error signal )(ne and control signal 

)(ny . Thus, it will result in system instability. The FIR 
filter can solve this problem by updating a weight 
vector after the estimation of the secondary path to 

)(ˆ zS . This method is called the FXLMS ANC system. 
Fig. 2 shows the structure of the FXLMS ANC system. 
 

 
Figure 2: Block diagram of the FXLMS algorithm 

Because the high speed train has a variety noise sources, 
the multi-channel ANC system should be applied to it 
instead of the existing single-channel ANC system. 
The multi-channel (1x2x2, one noise source speaker, 
two control  speakers, two error microphones) FXLMS 
algorithm was used for the reduction of the interior 
noise of a high-speed train. It has two primary transfer 
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functions, four secondary path transfer functions, and 
four estimated secondary path transfer functions.

 

Figure 3: The Multi-channel FXLMS algorithm
 

Fig. 3 is block diagram of the multi-channel FXLMS. 
Here, )(nx is the input signal, )(),( 21 nyny

signals, )(),( 21 ndnd are reference signals, )(),( 21 nene

are error signals, )(),( 21 zPzP  are primary transfer 
functions, )(~)( 2211 zSzS  are secondary path transfer 

functions, )(ˆ~)(ˆ
2211 zSzS  are estimated secondary path 

transfer functions, and )(),( 21 zWzW  are adaptive filters
 

3. SIMULATION 
 

In this paper, the simulation were performed for high 
speed train interior noise reduction using open
noises and tunnel noises. The simulation were 
performed in two positions. Two positions are shown in 
Fig. 4. The control speakers were located at the center. 
The distance between the control speakers and the error 
microphones is 75cm, and the control speaker
50cm. 

Figure 4: The ANC system position in the test
 

The simulation were performed to com
performance of the ANC algorithm in positions 

② using 2 noises(The open space – window, aisle;

the tunnel – window, aisle; speed is 200~

functions, four secondary path transfer functions, and 
four estimated secondary path transfer functions. 

 
channel FXLMS algorithm 

channel FXLMS. 
)(nx )(),( 21 nyny  are output 

)(),( 21 ndnd are reference signals, )(),( 21 nene
)(),( 21 zPzP are primary transfer 

)(~)( 2211 zSzS are secondary path transfer 
)(ˆ~)(ˆ

2211 zSzS are estimated secondary path 
)(),( 21 zWzW are adaptive filters. 

In this paper, the simulation were performed for high 
rain interior noise reduction using open-space 

noises and tunnel noises. The simulation were 
performed in two positions. Two positions are shown in 

The control speakers were located at the center. 
The distance between the control speakers and the error 

75cm, and the control speakers height is 

 
The ANC system position in the test-bed 

performed to compare the 
performance of the ANC algorithm in positions ① and 

window, aisle; and 

~250km/h). 

 

3.1. The simulation of open
 

In the simulation, all the conditions are same, as follows. 
The step size : 0.0005, filter order : 256.

 

(a) The interior noise of high speed train in the 
open-space section

 
(b) The error mic 1 and 2 in position 

  
(c) The error mic 1 and 2 in position 

Figure 5: The simulation results of open
noise

 
In the simulation results, position 

43.3dB on average, and position 
36.6dB on average. 
 
3.2. The simulation of tunnel noise
 

)(nx )(),( 21 nyny
)(),( 21 ndnd )(),( 21 nene

)(),( 21 zPzP
)(~)( 2211 zSzS

)(ˆ~)(ˆ
2211 zSzS

)(),( 21 zWzW

pen-space noise 

In the simulation, all the conditions are same, as follows. 
The step size : 0.0005, filter order : 256. 

 

 
The interior noise of high speed train in the 

space section 

 
he error mic 1 and 2 in position ① 

 
he error mic 1 and 2 in position ② 

The simulation results of open-space window 
noise 

results, position ① was reduced by 

dB on average, and position ② was reduced by 

The simulation of tunnel noise 
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(a) The interior noise of high speed train in the 

tunnel section 

 
(b) The error mic 1 and 2 in position ① 

 
(c) The error mic 1 and 2 in position ② 

Figure 6: The simulation results of tunnel window noise 
 

In the simulation results, position ① was reduced by 

38.3dB on average, and position ② was reduced by 
32.1dB on average. 

 
 
4. PERFORMANCE EVALUATION OF ANC 

SYSTEM 
 

To evaluate the performance of the ANC algorithm, the 
following test bed experiment was performed. First, a 
pure-tone experiment was performed to find the optimal 
position of the control speakers and error microphones. 
In the pure-tone experiment, a good reduction effect 
position was selected, and the performance of the ANC 
algorithm was evaluated using the high speed train 
interior noise. The test bed’s size was downscaled 
(length – 573cm, width - 290cm, height - 246cm) as 
compared with the actual size (length - 1870cm, width - 
290cm, height - 348 cm), but the other parameters were 
similar. 

 

4.1. Pure-tone experiment 
The pure-tone experiment was performed to compare 
the performance of the ANC algorithm in positions ① 

and ② using 120, 280, and 360Hz pure-tones. 
 

 
Figure 7: The ANC system position in the test-bed 
for pure-tone 
 

The control speakers were located at the center. The 
distance between the control speakers and the error 
microphones is 75cm, and the control speakers height is 
50cm. 
 

  

(before ANC)                        (after ANC) 
(a) The 120Hz pure-tone experiment result in ① 

 

      (before ANC)                       (after ANC) 
(b )The 280Hz pure-tone experiment result in ① 

 

 
         (before ANC)                       (after ANC) 

(c) The 360Hz pure-tone experiment result in ① 
Figure 8: The experiment results using pure-tone noise 

 
In the experiment results, position ① was reduced by 

6.5dB on average, and position ② was reduced by 
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3.6dB on average. The reduction effect was more 
effective at position ① near the noise source. 
 
4.2. High speed train interior-noise experiment 
The high speed train experiment was performed in 
position ①, which shown a good result in the previous 
experiment. Each noise was divided as follows: open 
space - window, aisle; and tunnel - window, aisle. Fig. 9 
is ANC system in the test-bed.  

 

 
Figure 9: The ANC system in the test-bed at the 50cm 
height 
 

 

            (before ANC)                        (after ANC) 

Figure 10: The open-space window noise experiment 
result with 50cm 
 

   

            (before ANC)                       (after ANC) 

Figure 11: The tunnel window noise experiment result 
with 50cm 

 
In the experiment results at the 50cm height, the open-
space-window noise was reduced by 6dB on average, 
and the open-space-aisle noise was reduced by 5.8dB on 
average. On the other hand, the tunnel-window noise 
was reduced by 4.7dB on average, and the tunnel-aisle 
noise was reduced by 4.8dB on average. 
In the graph, the first wave is the noise source signal, 
the second is the waveform of error microphone 1, and 
the third is the waveform of error microphone 2. 
Fig. 12 shows that the speakers and microphones 
heights were changed to 80cm. To evaluate the 

performance of the ANC algorithm depending on the 
height change, the speakers and microphones were 
placed at a height of 80cm. Like the previous 
experiment, the high speed train experiment was 
performed using open-space and tunnel noises. 
 

 
Figure 12: The ANC system in the test-bed at the 80cm 
height 
 

 
(before ANC)                      (after ANC) 

Figure 13: The open-space window noise experiment 
result with 80cm 

 

 

(before ANC)                     (after ANC) 
Figure 14: The tunnel window noise experiment result 
with 80cm 

 
In the experiment results at the 80cm height, the open-
space-window noise was reduced by 7.1dB on average, 
and the open-space-aisle noise was reduced by 5.8dB on 
average. On the other hand, the tunnel-window noise 
was reduced by 8.3dB on average, and the tunnel-aisle 
noise was reduced by 7.5dB on average. 
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Figure 15: The ANC system in the test-bed at the 
110cm height 

 
In the experiment results at the 110cm height, the open-
space-window noise was reduced by 10.6dB on average, 
and the open-space-aisle noise was reduced by 10.1dB 
on average. On the other hand, the tunnel-window noise 
was reduced by 11.4dB on average, and the tunnel-aisle 
noise was reduced by 10.8dB on average. 
 

   
             (Before ANC)                      (After ANC) 
Figure 16: Open-space window noise experiment result 
with 110cm height 
 

   

(Before ANC)                      (After ANC) 
Figure 17: Tunnel window noise experiment result with 
110cm height 
 
5. CONCLUSION 
 
In this study, simulations and ANC system performance 
evaluation experiments were carried out at various 
positions and heights, using pure-tone noise and high 
speed train interior noise. The results were as follows: 
First, the result of simulation using multi-channel 
FXLMS algorithm show average reduction index by 
39.9dB in the open-space section, and show average 
reduction index by 35.2dB in the tunnel section. 
Therefore, applying the active noise control in the 
tunnel section was more effective than open-space 
section. 
Second, for the pure-tone noise experiment at various 
positions, at a location near the noise source, the noise 
was reduced by 6.5dB on average, and at a location far 
from the noise source, the noise was reduced by 3.6dB 

on average. In this experiment, better results were 
shown at the location near the noise source. 
Third, the high speed train noise experiment was 
performed at the position where the position was 
selected in the previous experiment. The results of the 
experiment at the 50cm height are as follows: the open-
space noise was reduced by 5.9dB on average, and the 
tunnel noise was reduced by 4.8dB on average. 
Fourth, the results of the high speed train noise 
experiment at the 80cm height are as follows: the open-
space noise was reduced by 6.5dB on average, and the 
tunnel noise was reduced by 7.9dB on average. 
Fifth, the results of the high speed train noise 
experiment at the 110cm height are as follows: the 
open-space noise was reduced by 10.4dB on average, 
and the tunnel noise was reduced by 11.1dB on average. 
Finally, As simulations and experiment results, the 
active noise control system shown good performance in 
the near position and high position from primary noise. 
In the future, more experiments are needed at various 
locations to find the optimal positions of the control 
speakers and error microphones. There is a plan to 
expand the multi-channel system into a 2x2x2 or 2x2x4 
system. 
 

Table 1: The result of experiment(Error Mic 1) 
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Section Noise 
position 

The 
height 

of 
ANC 

system 

Before 
ANC 
[dB] 

After 
ANC 
[dB] 

Reduc
tion 
[dB] 

Open-
space 

Window 

50cm 99.8~ 
103.1 

94.8~ 
97.2 5.5 

80cm 99.5~ 
103.4 

93.7~ 
96.7 6.3 

110cm 98.5~ 
102.6 

90.1~ 
92.9 9.1 

Aisle 

50cm 95.6~ 
98.7 

89.4~ 
93.5 5.7 

80cm 92.8~ 
99.3 

89.7~ 
93.2 4.6 

110cm 95.9~ 
99.4 

86.9~ 
90.4 9.0 

Tunnel 

Window 

50cm 101.7~ 
103.3 

96.8~ 
99.4 4.4 

80cm 101.8~ 
103.9 

94.2~ 
95.9 7.8 

110cm 100.5~ 
103.4 

89.5~ 
91.2 11.6 

Aisle 

50cm 102.0~ 
103.8 

98.4~ 
99.2 4.1 

80cm 102.1~ 
104.0 

95.9~ 
96.8 6.7 

110cm 99.8~ 
104.2 

90.5~ 
93.4 10.1 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 101



REFERENCES 
Dae Yoon Rye, Sung Ik Han, Sae Han Kim and Kwon 

Soon Lee, “Development of the Recurrent Neural 
Network for Active Noise Reduction of a Railway 
Vehicle,” KIEE, Vol. 41, Pp. 2004-2005, July 
2010. 

Dong Jun Ahn, 1997, “Design of Adaptive Filters for 
Active Noise Control,” Doctoral dissertation, 
University of Dan Kook. 

Sung Dae Seo, 2007, “Active Noise Control Using 
Stabilized Adaptive Filters,” Doctoral dissertation, 
University of Dan Kook. 

Sen M. Kuo, Dennis R. Morgan, 1996, “Active Noise 
Control System, Algorithms and DSP 
Implementations” New York, John Wiley & Sons. 

S. J. Elliot and P, A. Nelson, “Active Noise Control,” 
IEEE sign, Process Mag., Vol. 10, Pp. 12-35, 1993. 

S. M. Kou and D. R. Morgan, “Active Noise Control: a 
Tutorial Review,” IEEE proc, 87, Pp. 973-993, 
1999. 

Hyun Cheol Cho, Kwon Soon Lee and Hyun Do Nam, 
“A Neural Multiple LMS based ANC System for 
Reducing Acoustic Noise of High-speed Trains,” 
KIEE, Vol. 58P, No. 4, Pp. 385-390, 2009. 

Sung Dae Seo, 2007. “Active Noise Control Using 
Stabilized Adaptive Filters,” Doctoral dissertation, 
University of Dan Kook. 

Jae Chul Kim and Chan Woo Lee, “Analysis of Interior 
Noise of KTX in Tunnel with Concreted Track,” 
KSNVE, Vol. 17, No. 11, Pp. 1037-1042, 2007. 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 102



 

MULTI-ACTORS DISTRIBUTED CONTROL SYSTEMS: 
REINFORCEMENT SIGNAL BY SHANNON’S ENTROPY 

 
 

Youcef Zennir(1), Denis Pomorski(2) 
 
 

(1)Laboratoire d’automatique de Skikda,26 route el-hadaik,21000 Skikda, Algérie 
(2)Laboratoire L.A.G.I.S, Polytech’Lille, Bâtment D, 59655 Villeneuve d’Ascq, France 

 
(1)youcefzennir@yahoo.com  (2)denis.pomorski@univ-lille1.fr 

 
 
 
 
ABSTRACT 
This paper presents a multi-actors distributed control 
systems in an unknown environment. These actors are 
reactive entities able to react to the stimuli coming from 
the environment and to choose between several actions. 
In order to improve their behaviour (i.e. in order to 
choose the good action) in the course of time, the multi-
actors system must be able to use reinforcement 
learning. This signal of reinforcement is, until now, a 
signal whose values are previously defined. We propose 
to raise this technique by using the Shannon’s entropy 
to measure the coherence of the action choice using the 
transformation of the reinforcement signal table. This 
stage, of local training will allow the improvement of 
the control of the global system and coordination 
between the various actors. The results of the simulation 
show that the actor can learn to control its trajectory 
efficiently. 
 
KeyWords: Reinforcement learning, distributed control, 
Q-learning, multi-actors systems. 
 
1. INTRODUCTION 
The multi-actors systems in which actors must learn 
together how to achieve a common task, this constitutes 
a very active field of research (Claus 1998), (Littman 
2001), (Hu 1998). A difficulty in such systems is of 
knowing how to coordinate the actors effectively so that 
they gain ones from the others without harming any of 
them. The reactive actors considered in this article react 
to receive stimuli of the environment.  
 

These actors can be observed but, contrary to the 
cognitive actors, they cannot communicate. As an 
example of a distributed control system we consider a 
robot model with several sensors (actors) moving in an 
unknown environment. The planning of coordination 
and communication between the actors is not effective. 
It is then interesting to resort to training, such as the 
reinforcement learning which is based on a process 
test/error to acquire the desired behaviour. The object of 
this work is to study and develop a method of learning 
for multi-actors systems with the use of the theories of 
data fusion (Shannon’s entropy) to measure the 

coherence of the choice of the action by the 
transformation of the reinforcement signal table. 
   
2. REINFORCEMENT LERANING 
Reinforcement learning, is one of the most active 
research areas in artificial intelligence, it is a 
computational approach for learning whereby an agent 
tries to maximize the total amount of reward it does 
receive when interacting with a complex, and uncertain 
environment.  

 
In the standard reinforcement learning model an 

agent interacts with its environment (Sutton 1998). This 
interaction takes the form of the agent sensing the 
environment based on this sensory input, this enable 
choosing an action to perform in the environment. The 
action changes the environment in some manner and 
this change is communicated to the agent through a 
scalar reinforcement signal.  

 
There are three fundamental parts of a 

reinforcement learning problem: the environment, the 
reinforcement function, and the value function. 
 
 
 
 
 
 
 
      
     
 
 

Figure 1: The actor-environment interaction in 
reinforcement learning. 

Q-learning (Zennir 2004) is a recent form of 
Reinforcement Learning algorithm that does not need a 
model of its environment and can be used online. 
Therefore, it is very suited for repeated games against 
an unknown opponent. Q-learning algorithms works by 
estimating the values of state-action pairs Q(s,a).  

Actor 

Environment 

Critic 
function  action 

Reinforcement signal (r) 

state 
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The value Q(s,a) is defined to be the expected 
discounted sum of the future payoffs obtained by taking 
action “a” from state “s” and following an optimal 
policy thereafter. Once these values have been learned, 
the optimal action from any state is the one with the 
highest Q-value. Its simplest form, 1-step Q-learning is 
defined by  

[ ]),()','(max..),(),( ' asQasQrasQasQ a −++← γα           (1) 

• α :  learning rate,  γ: discount factor.  

In this case, the learned action-value function, Q, 
directly approximates Q*, the optimal action-value 
function, is independent of the policy being followed. 
This dramatically simplifies the analysis of the 
algorithm and enabled early convergence proofs. The 
policy still has an effect in that it determines which 
state-action pairs are visited and updated. However, all 
what is required to correct the convergence is that all 
pairs continue to be updated.  

As we have discussed before, this is a minimum 
requirement in the sense that any guaranteed method 
must fulfil this requirement to find optimal behaviour in 
the general case. Under this assumption and based on 
the usual stochastic approximation conditions on the 
step-size sequence, Q has been shown to converge with 
probability one to Q.  

The Q-learning algorithm is shown in procedural 
form in Figure 2. 

 

 

 

 

 

 

 
 
 
 
 

Figure 2: Q-learning algorithm. 

 

Shortly, we have:  

• ε: Probability to use a random action instead of 
the optimal policy.  

It was proven, for example in (Jaakkola 1994), that if 
spaces of states and actions S and A are finished, if αt is 
such as: 
 
 
 

 
and                 (2) 

 
 

This algorithm is for one actor, but where more 
than one actor work in the same space we have other 
algorithms adapted for this new context.  

 
3. REINFORCEMENT LEARNING IN A 

MULTI-ACTORS CONTEXT 
Let us consider a system made up of N actors Ai (i=1... 
N) whose interaction with the environment is defined 
by: 
- A space actions αi={ai1... ,aij... ,aiNi} for each actor Ai 
(i=1... N), with Ni=card(ai);  
- A space states S={s1,... ,si... ,sM};  
 

At the times "t", each actor carries out an action 
which is clean on the basis of state preceding "st" of the 
environment. These joint actions (a1... ai... ,aN) (with 
ai∈αi) cause a transition towards the state "s’" (the 
apostrophe meaning the moment "t+1"). According to 
architecture used, one critic’s function allows to reward 
the actors. Among architectures of training by 
reinforcement the most used, we distinguish centralized, 
distributed and multi-actors architecture. 

 
With a centralized approach of the reinforcement 

learning, state information are collected only in one 
decision centres, which updates the utility values and 
decides actions for each actor. By indicating |A| the 
number of achievable actions by each actor (the number 
is identical for all the actors without loss of 
generalization), and |S| the number of states attainable 
by the system, the table of Q(s, a) in memory is of size 
|S|*|A|N.  

 
A same reinforcement signal is allotted to all the 

actors whatever the contribution of each one of those to 
the success or the failure of the common task. The 
expected advantages of this centralized approach are: 

 
• A global vision of the system, allowing 

examining the all situations accessible by the 
actions from the actors. 

• The possible problems of coordination between 
actors are solved on a single level of decision. 

 
This approach presents the following inconvenient: 
 

• The total system is sensitive to the failure of 
the single decision centres. 

• The number of pair state/action (s, a) grows 
exponentially with the number of actors. 

• Beneficial actions on the global system can be 
penalizing for an actor, because it is not held 
account of the local constraints. 

 
 
 

∞=∑
t

tα ∑ ∞≤
t

t
2α

Initialize Q(s,a) arbitrarily 
Repeat (for each episode): 

Initialize s 
 

Repeat (for each step of episode): 
 

Choose “a” from “s” using policy derived from Q 
(e.g., ε-greedy) 

 
Take action “a”, observe “r”, s’ 

[ ]),()','(max..),(),( ' asQasQrasQasQ a −++← γα  
s←s’;   

 
Until “s” is terminal 
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3.1. Distributed architecture  
With a distributed architecture (Zennir 2003) the actors 
do not receive necessarily the same information of state 
or the same signal reinforcement, and perform their own 
training. By supposing that N actors share the same 
information of state, the number of Q(s, a) to update is 
N*|S|*|A|. The expected advantages of this distributed 
approach are:  
 

• A greater flexibility (facilitated adaptation to 
the unforeseen modifications of the 
environment). 

• A greater reliability (the individual error is 
tolerated). 

• A greater robustness (the capacity of resolution 
results from the collective and not from an 
individual). 

• Each actor can take into account local 
constraints. 

• The number of pair state/action (s, a) grows 
proportionally with the number of actors. 

 
In the distributed reinforcement learning approach, 

the strategies which can follow the actors implied in the 
same task can be individual or collective. According to 
an individual strategy each actor carries out his learning 
by ignoring the other actors. That amounts of learning 
by applying the algorithms acts as if each actor were 
alone.  

 
The environment of the actor is then non stationary 

bus during the learning, a "a" share carried out since the 
same state "s" always does not lead to the same state "s" 
because the state reached depends on the actions of the 
other actors. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Distributed approach of reinforcement 
learning: one reinforcement signal « ri » for each actor. 

 
But this architecture presents the following 

difficulties: Within the context of a collective task the 
consequences of the action of an actor depend on the 
actions of the other actors. 

 
• When they are defined, the local goals pursued 

by each actor must be compatible with the 
global objective. 

• Mechanisms of co-operation among which, 
synchronization, collaboration, coordination 
can be necessary. 

 
3.2. Multi-Actors architecture 
Learning behaviours in a multiagent environment is 
crucial for developing and adapting multiactor systems. 
Reinforcement learning techniques have addressed this 
problem for a single actor acting in a stationary 
environment, which is modelled as a Markov decision 
process. But, multi-actors environments are inherently 
non-stationary since the other actors are free to change 
their behaviour as they also learn and adapt. Hu (Hu 
1998), (Zennir 2004) extended the Q-multi-actor 
algorithm to general-sum games.  
 

The extension requires that each agent maintain 
values for all the other actors. Also, the linear 
programming solution used to find the equilibrium of 
zero-sum games is replaced with the quadratic 
programming solution for finding an equilibrium in 
general-sum games.  

 
The game must have a unique equilibrium, which is 

not always true of general-sum stochastic games. This is 
necessary since the algorithm strives for the opponent-
independence property of Q-multi-actors, which allows 
the algorithm to converge almost regardless of the other 
agent’s actions. With multiple equilibrium it is 
important for all the actors to play the same equilibrium 
in order to have its reinforcing properties. So, learning 
independently is not possible. It is supposed that at the 
time to act some actors do not know a priori the actions 
which are selected by the other actors but within the 
same given group, each one of them knows a posterior 
executed action by the other members of the group.  
 

Within the context of a collective vision, we 
consider an algorithm in with which it is possible to the 
actors of a group to hold account of the actions selected 
by the other members. The principle is described in the 
following example: considering three actors ‘i’, ‘j’, ‘k’ 
laying out each one of two possible actions noted 0 and 
1. For each state s, the actors maintain four Q-value 
tables corresponding to the four possibilities of action 
of the two other actors (Figure 5).  

 
Each actor chooses the action leading to a hope of 

maximum gain i.e. that which, for a given state “s”, 
corresponds to the line comprising the largest value of 
gains (gain 7 in Figure 5), even if the other actors 
choose or not the actions corresponding to the column 
comprising this value. However, at the reception of the 
reinforcement signal, the actor updates the value also 
corresponding to the choice of action of the other 
actors.  

State (s) 

C. F 
« N » 

AN 
 

Ai 
 

A1 
 

Environment 

Critic 
Function 

« i »  

ri 

C. F 
« 1 » 

r1 

rN 

Actions 
(a1,…,ai,…,aN) 
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Thus in the example of Figure 3, if the actor ‘j’ 
executes action 0 and the actor ‘k’ action 1, it is the Q = 
- 4 value intersection between the line ai = 1 and the 
column aj = 0, ak = 1 which is modified. 

 
       
 
 
 
 

 
Figure 4: Q-Value for actor ’i’ in state ‘s’, with 3 actors 

‘i’ ,’j’, ‘k’ and 2 actions.  
 
The value of Q, which is updated at each iteration, 

is that which corresponds to the actions really executed. 
According to this approach, for each member ‘i’ of a 
given group of K actors, the Q-learning algorithm 
becomes: 

 
      
      
 
 
 
 
 
 
 
 

 

 

 
 
 

Figure 5: Q-multi-actors Algorithm’s. 
 
4. REINFORCEMENT’S SIGNAL USED IN 

LITERATURE 
The signal of reinforcement is determined by the critical 
function, based on rules. The choice of the rules of 
delivery of this signal largely conditions the success of 
the learning and the final behaviour of the actor (Touze 
1993). To be convinced some, let us evoke some 
examples:  
 

• To make move a robot towards a goal, one can 
at every moment give a reward which is 
inversely proportional to his distance with the 
goal or which is a function of the final result.  

• To build an actor which the goal is to leave a 
labyrinth, one can give a null reward most of 
the time, and "+1" as soon as the actor reaches 
the exit (Kaelbling  1996).  

 
To prevent such an actor does not knock himself 

against the walls; one can sanction it each time that it 

touches a wall by allotting to him a penalty (Buffet 
2003). In general the choice of these rules is based on 
the intuition. The signal of reinforcement is a discrete 
signal, limited, composed of two or three values to the 
maximum. 
 
5. VALIDATION OF ACTOR CHOICES  
Knowing the state "s" in which the environment is, the 
actor must make a decision as for the action which it 
must take. With an aim of identifying this action, and 
especially of knowing if it is single or not, we can use 
the resulting tools from the information’s theory. The 
variable which one seeks to explain is thus the action 
"ai", knowing the state "s". Thus, knowing that the 
environment is in the state " si", several cases of figures 
can occur: 
 

• The actor Ai will be able to make a decision 
have single if there is only one signal of 
positive reinforcement for S=si.  

• In the contrary case, the signal of 
reinforcement will not make it possible to the 
actor to make a no ambiguous decision. 

 
We can thus propose to use the reinforcement 

transformation table in the following way 

∑
=

>
= Ni

j
kjkj

kj

rrsign

r

1

j/k

0 avec )(
p if  Pkj >0  (3)                             

pj/k = 0   else 
 
We can thus draw up the following table: 
      

 ai       

S  α1 α2 .. αj …
…

αNi 

s1     .   

s2     .   

…     .   

sk  ….. … .. Pj/k … …. 

….        

sm        

Figure 6: Coherence table [P
J/K

] 
 
where : PJ/K:={pj/k; k∈K, j∈J},  

K={1,2,...,m} ;  
               m = card S ;  
               J={1,2,...,Ni} ;   
               Ni = card ai  

Pj/k can be seen as a measurement of choice 
coherence’s of the action J knowing that the 
environment is in the state sk. 

For each i in a group 
Initialise Qi(s, a1,..,ai-1, ai, ai+1, ... aK) to 0i 

For each episode 
For any stage of the episode 

For each actor i 
Choose action “ai” from “s” using policy Qi  
(eg ε-greedy) whatever the actions chosen by 

other actors, 
Observe s’, r, ak for all k !=i 

Actualise Qi 
Qi(s, a1,..,ai-1, ai, ai+1, ... aK) ← Qi(s, a1,..,ai-1, ai, 

ai+1, ... aK) 
+ αi.[ri+γi.maxai’Qi(s’,_, ai’, _) - Qi(s, a1,..,ai-1, ai, 

ai+1, ... aK)] 
 

s← s’ 

For each state « s » 

ai =1 

ai =0 

aj = 1 aj = 0    aj =0 ak =0 ak =0 aj =1   ak =1 ak =1

2 3 

1 - 5 1

7 

- 1

-4 
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The coherence of the decision-makings of the actor 

“ai“ is thus maximum if there is only one "1" per line of 
the preceding table. In the opposite case, the data are 
incoherent. We can quantify this inconsistency by used 
concepts resulting from the information’s theory: 
indeed, the intensity of connection between two 
variables “S” and “ai“ can be moderate by means of the 
conditional entropy (Pomorski 1991): 
    

∑
jk,

j/kkj

ii

.logpp- =
H(S) - )aH(S, = /S)H(a

with  ∑
k

j/kkj p =p         (4)                                         

Based on H(Y/X) and H(Y/S), two indices of 
"modelisability" are used:    
   

. 
)H(a

/S)H(a
 - 1 = /S)m(a

i

i
i                   (5) 

Moderate of ai par S. It is a measure of the 
inconsistency of the action’s sensors Ai. 
   

. q(Y / S) =  H(Y) -  H(Y / S)
H(Y) -  H(Y / X)

                 (6) 

 
Moderate the quality of the model, more easy Y= ~f (S) 
compared to the quality of the Y=f(X) model.  
    
6. SIMULATION 
We considered two actors removing themes selves in an 
unknown environment and obstacles are placed in 
different positions. The objective of each actor is to find 
as quickly as possible the goal supposed to be in a fixed 
position. The research of the goal is based on a 
reinforcement learning process of the Q-learning type. 
In this application, we study the application of the two 
approach of reinforcement learning (distributed and 
multi-actors architecture) with the use of the Shannon’s 
entropy for measurement of reinforcement signal and to 
study the choice of the actions and coordination 
between the actors.  
 

Simulation with distributed architecture, each actor 
has a process of training based on Q-learning.  
 

Each actor has a function Q-value (s, a) represented 
by a table of dimension 400 lines (a number of the 
states) and 4 columns (a number of possible actions for 
each actor).  

We applied ε-greedy strategy for the exploration of 
the actions. Figure 7 represents the training of the actor 
"i" with a distributed architecture. 

 
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Figure 7: Trajectory of the actor « i ». Certitude « i »= 
0.1094, γ =0.9, α=0.1, ε=0..1. 

 
In figure.6, we noticed that more than 1000 

iterations, the actor "i" arrives to find the goal more 
than 960 times in the phase of training and 1000 times 
in the test. We noticed that the time of training (the 
iteration count to find the goal) is smaller when “ε“ is 
closer to 1.  

 
For the simulation with multi-actors architecture, 

each actor has a process of training based on Q-
learning. The choice of the action for an actor 
independent of the action is chosen by the other actor, 
but the update function Q(s, aj) of an actor to take into 
accounts the action chosen by the other actor.  

 
Each actor (i and j) has a critical function. We 

applied ε-greedy strategy for the exploration of the 
actions. We have test with two actors. The following 
figures show the results obtained. 

 

 
Figure 8: Trajectory of the actor « j ». Certitude « j »= 

0.2004, γ =0.5, α=0.1, ε=0.5.  
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Figure 9: Trajectory of the actor « i ». Certitude = 
0.1565, γ =0.9, α=0.1, ε=0.5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10: Trajectory of the actor « j ». Certitude « j »= 
0.1402, γ =0.9, α=0.1, ε=0.1. 

 
We have noticed that with the Q-multi-actors 

approach, the number of times that the actors "i" and "j" 
have to find the goal is larger than in the distributed 
architecture. We also noticed that the certainty for the 
actor "I" or "J" are larger compared to the two 
preceding architecture. The multi-actors approach with 
a strategy of communities gives the best results. 
 
7. CONCLUSION 
We have presented in this paper some problems of 
distributed control system in a multi-actors system. 
Then we gave a short definition of the reinforcement 
learning with its principle and various architectures for 
the improvement of actors’ behaviours. In the third part 
we have been dealing with Shannon’s entropy which we 
have used to treat the coordination and the training of 
the actors and the measurement of the coherence 
choices of the action for the transformation of the 
reinforcement signal table.   
 

The results show that the main advantage of 
distributed is the reduction in communication costs. The 
Q-learning distributed and Q-multi-actors algorithms 
which we have presented in this paper with Shannon’s 
entropy technique for reinforcement signal calculated 

show that with a given actor, the training is faster and 
that the Shannon’s entropy shows well that the actor did 
not manage to learn and to coordinate with the other 
actors and it shows that there is coherence in the choice 
of the actions.  
 

Finally, generally the number of equation to solve 
simultaneously increases very quickly with the number 
of actors. Our future work is as follows: 
 

We study the application of these learning’s 
architecture on a great number of actors to treat the 
complexity of coordination and to deal with the 
problems of training time. We will study too with multi-
actors architecture the problems of interaction, 
communication and the co-operation between the 
various actors. 
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ABSTRACT 

Improved understanding of grass developmental 
responses to environmental conditions can lead to more 
reliable predictions of herbage production, and may 
help in the design of plants that are better matched to 
their environment. There are modules in most crop 
growth models to simulate plant phenological 
development but not to model grass development on 
natural grassland. An algorithm to quantify the 
relationship between phenology and environmental 
factors including temperature, photoperiod and soil 
moisture was proposed in this paper. A dataset of 
phenological observation for four natural perennial 
grass species: Allium anisopodium, Stipa baicalensis, 
Cleistogenes squarrosa and Artemisia frigida from 
1995 to 2007 was used to validate the model. The 
results showed that the model could simulate phenology 
of the species with acceptable accuracy. 

 
Keywords: simulation, grassland, grass development, 
phenology 

 
1. INTRODUCTION 

The observation of the timing of plant emergence and 
flowering is a long-standing feature of human societies 
because plant phenology is a comprehensive reflection 
of climatological and ecological systems and the 
indicators of climate change (Leith, 1974; Fang and Yu, 
2002; Fitter and Fitter, 2002; Dose and Menzel, 2004). 
Recently there has been a resurgence of interest in plant 
phenology because of climate change. Global climate 
change has increased the length of the growing season 
in temperate regions by as much as 12–18 d over the 
last two decades of last century (Zhou et al., 2001). This 
includes an earlier onset of the growing season (Menzel 
et al., 2006), as well as an extension of the growing 
season in the autumn. 
Developmental processes are recognised either via 
changes in the number (not the size) of plant organs, or 
via the time taken for particular morphological events 
such as flowering. Thus, plant development may be 
measured via the number of leaves formed and, as 
leaves die, plant senescence and the onset of dormancy. 
Important stages can also be defined that enable 

estimates of the speed of plant development to be made 
(Porter et al., 1987). Plant development is heavily 
dependent on both high and low temperatures for the 
control of the rate of development and the switch from 
the vegetative to the reproductive state.  The rate of 
development is affected by temperature in the ways: (1) 
a period of low temperature early in development 
hastens progress towards flowering in many temperate 
plant species and cultivars - this is low-temperature 
vernalisation; (2) besides vernalisation, progress 
towards flowering is normally hastened by a 
temperature increase between a base value and an 
optimum. Responses across this suboptimal range of 
temperatures can be modified by photoperiod or 
vernalisation; and (3) above the optimum temperature 
further warming causes the developmental rate to 
decelerate. Although temperature is major dominant 
element on controlling plant development, there are 
other environmental factors playing a role in it, e.g. 
photoperiod and the status of soil moisture in the root 
zone. 

 

 
Figure 1: Location  of Xilingol Steppe in Inner 

Mongolia, China 
 
There are modules in most crop growth models to 

simulate plant phenological development but not to 
model grass development on natural grassland. The 
objective of the paper is to describe the algorithm to 
quantify the relationship between grass phenological 
development and environmental factors including 
temperature, photoperiod and soil moisture. A dataset of 
phenological observation for four natural perennial 
grass species in Xilingol steppe of Inner Mongolia, 
China was used to validate the model. The Xilingol 
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steppe located at the latitude of 43°57‟N, the longitude 

of 116°04‟E and the altitude of 989.5m above the sea 

level(Figure 1). 
 
2. MATERIALS AND METHODS  

 
2.1. Climate Change Background 

Xilingol steppe not only provides a natural biological 
defence for northern china, but also is the most 
important animal husbandry productive place. Xilingol 
grassland was degenerate since 1980. The serious 
problem was that the degenerate speed is not being 
slowly, but accelerated. Some researcher reported that it 
was caused by over graze in grassland (Qing-feng,L et 
al, 2002), but others reported that it was caused by 
climate change (Yang, H et al, 2009).    

Dominated by a continental climate, Xilingol grassland 
has a windy spring and winter, with frequent droughts 
in spring and summer, sometimes even a long drought 
period lasting from spring until autumn. The 
consequence of this is that the ecosystems in the region 
are fragile and sensitive to a changing climate. As 
global temperature changes, annual mean temperature 
in Xilingol also has the tendency to rise (Table 1 and 
Figure 1). The annual precipitation has the tendency to 
decrease (Figure 2), and the sunshine hours has also 
decrease (Figure 3). 

 

Table 1: Annual Climate Change Tendency in Xilingol 
Grassland 

Years 
Temp* 

℃/10a 
Tmax 
℃/10a 

Tmin 
℃/10a 

Prec 
mm/10a 

Suns 
hr/10a 

1961-1990 .24 .03 .54 -.13 5.22 
1971-2000 .54 .42 .68 7.52 -5.22 
1981-2010 .66 .68 .60 -14.13 -6.89 
Temp: annual mean temperature 

Tmax: annual mean maximum temperature 

Tmin: annual mean minimum temperature 

Prec: annual precipitation 

Suns: annual sunshine hour  
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Figure 2: Annual Mean Temperature Tendency in Xilingol 
Grassland 

 

y = -0.3729x + 279.81

R
2
 = 0.0129

0

250

500

1961 1971 1981 1991 2001

Year

P
re

ci
p

it
at

io
n

(m
m

)

 
Figure 3: Annual Precipitation Tendency in Xilingol 
Grassland 
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Figure 4: Annual Sunshine Hours Tendency in Xilingol 
Grassland 

 

Table 2: Climate Change Tendency from Different 
Season in Xilingol Grassland  
season Years Temp* 

℃/10a 
Tmax 
℃/10a 

Tmin 
℃/10a 

Prec 
mm/10a 

Sunl 
hr/10a 

Spring 
1961-1990 0.2 -0.1 0.5 -1.3 4.4 
1971-2000 0.6 0.5 0.7 3.2 -2.9 
1981-2010 0.5 0.4 0.5 6.7 -18.6 

1961-2010 0.4 0.2 0.6 2.4 -6.9 

Summer 
1961-1990 0.0 -0.1 0.3 -2.2 4.3 
1971-2000 0.4 0.3 0.6 7.5 -5.6 
1981-2010 0.8 0.8 0.6 -19.4 10.3 

1961-2010 0.4 0.3 0.5 -6.4 3.5 

Autumn 
1961-1990 0.3 0.0 0.7 1.7 -2.1 
1971-2000 0.5 0.4 0.6 -4.3 2.4 
1981-2010 0.8 0.8 0.6 -0.6 2.8 

1961-2010 0.5 0.4 0.6 -0.4 -1.1 

Winter 
1961-1990 0.1 0.0 0.3 1.1 7.4 
1971-2000 0.9 0.8 1.1 0.7 0.5 
1981-2010 0.8 0.9 0.8 -1.0 1.2 

1961-2010 0.5 0.4 0.6 0.5 3.1 

Growing 
Season 

1961-1990 0.0 -0.3 0.4 -2.7 9.5 
1971-2000 0.5 0.3 0.6 7.3 -7.0 
1981-2010 0.7 0.6 0.6 -14.1 -2.5 

1961-2010 0.4 0.2 0.5 -4.8 -0.5 
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Figure 5: The Seasonal Temperature Change Tendency in 
Xilingol Grassland 

 

The climate change is different in each season. In the 
periods of temperature increase, whether it were annual, 
winter or spring temperatures, mean minimum 
temperatures increased more than mean temperatures, 
with the exception of summer and autumn for the later 
observational period. The spring and winter 
temperatures (minimum as well average) of 1971 - 2000 
increased much faster than those during the baseline 
period of 1961 to 1990. From the 1981-2010, the 
summer and autumn temperature increased much faster 
than those period 1961 to 1990 and 1971 to 2000 (Table 
2). Season climate change tendency can be see in figure 
4 and figure 5. 

 

 
Figure 6: The Seasonal Precipitation Change Tendency in 
Xilingol Grassland 

 

The spring precipitation tendency is increase and the 
summer precipitation tendency is decrease. Autumn and 
winter has no more change.   

2.2. Phenological Observation 

Phenology of plants is a comprehensive reflection of 
seasonal climatological and cyclic ecological conditions 
and may be used as an indicator of climate change 
(Lieth, 1984; Fang & Yu, 2002; Dose and Menzel, 2004; 
Li, et al., 2005). The phenological studies based on the 

European Monitoring Network showed that phenology 
in spring advanced significantly and events in autumn 
were extended. The International Phenological Garden 
(IPG) data gathered from 1959-1993 in European 
countries revealed that the growing season has extended 
by 10.8 days since the 1960s while the beginning of 
spring phenology advanced by 6 days (Roetzer et al., 
2000; Estrella and Sparks, 2007).  

Similar results were observed from the China 
Phenology Observing Network. It showed that spring 
phenology advanced and autumn phenology was 
delayed in North and Northeast China (Fang and Yu, 
2002; Zheng, Ge and Zhao, 2003; Tao, Masyuki, 
Yokozawa and Xu, 2006; Yurong, W, et al, 2010).  

But for natural perennial grass species the result is 
different from woody and herb plants. All four grass 
species spring phenology was delayed.  Three of four 
grass species flowering phenology was advanced, and 
half grass species withered phenology was advanced.  

 

 
Figure 7: Four Grass Species Regrowth Phenology in Xilingol 
Grassland (a. Allium anisopodium b. Cleistogenes squarrosa 
c. Stipa baicalensis d. Artemisia frigida) 

 

 
Figure 8: Four Grass Species Flowering Phenology in Xilingol 
Grassland (a. Allium anisopodium b. Cleistogenes squarrosa 
c. Stipa baicalensis d. Artemisia frigida) 
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Figure 9: Four Grass Species Withered Phenology in 
Xilingol Grassland (a. Allium anisopodium b. 
Cleistogenes squarrosa c. Stipa baicalensis d. Artemisia 
frigida) 

 

2.3. Model development  

Plant development is estimated based on its requirement 
for heat, expressed in degree.days, and threshold 
temperatures during different stages. It is divided into 
three periods for perennial grasses: regrowth - flowering, 
flowering – withered and withered – regrowth 
(dormancy). The development index is expressed as: 


ADD

T
t index Developmen add   (1) 

 
where ADD is an required accumulated degree-days for 
a given period and Tadd is accumulated temperature 
from the beginning of a given period to the current time 
of simulation when it is still within the period. 
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where Ta,i is air temperature on the i day, Dayli is day 
length (hr) on the i day, Tc is threshold temperature for a 
given development stage below which there is no 
temperature accumulated. kp is a photo-period response 
control parameter, and photop is critical photo-period 
during vegetative stage (hr). For long-day plants, it is 
zero when day-length on the day is shorter than ppc. 
The sigmoid function described by Streck et al. (2003) 
was chosen to be implemented in order to avoid 
introducing more parameters into the model: 

55
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   (3) 

 
where VD is cumulated vernalisation days since 
emergence of an over-winter plant. Because of the 
nature of the sigmoid curve, the function approaches to 
its maximum value only as VD approaches ∞. It would 

be possible for plant to have an indefinite period for the 
process. For simplification, it is assumed the 

vernalisation process finishes when the function is 
greater than 0.95.  
One VD is attained when the plant is exposed to the 
optimum temperature for a period of one day. As 
temperature departs from the optimum, only a fraction 
of one VD is accumulated by the plant at a given 
calendar day: 
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where Ti is daily average temperature at the given day i, 
and Tvmin, Tvopt and Tvmax are minimum, optimum and 
maximum temperatures that control the response 
function to air temperature, respectively. 
In order to consider the effect of soil water on plant 
development, a reduction on daily accumulated 
temperature was made during vegetative and 
reproductive stages. When the ratio of actual 
evapotranspiration rate to potential evapotranspiration 
rate is less than a usr-defined critical ratio value, 30% 
and 40% of accumulated temperature on that day was 
reduced during the period of regrowth – flowering and 
that of flowering – defoliation, respectively. 
 
2.4.  Observational data  

Phenological data came from the Livestock 
Meteorological Experimental Station of Xilingol 
League, Inner Mongolia, located at the latitude of 
43°57‟N, the longitude of 116°04‟E and the altitude of 

989.5m above the sea level(Fig.1).  
 

 
There are two native level livestock meteorological 
experimental stations in China.  Xilingol station is one 
of them. Except routine weather observation items, the 
station have other four kind of observation work. One is 
natural phenology work, which include woody, herb 
plant and migratory bird phenology.  Second is grass 
growth and developmental, include phenology and 
biomass. The third is soil moisture.  And the last one is 
livestock gain weight.   
Woody plants:Populus tomentosa, Salix babylonica L. and 
Ulmus pumila L. Herb plants:Taraxacum mongolicum,  
Plantago asiatica and  Iris ensata.  Migratory birds:Anser 

fabalis serrirostris and Hirundo rustica gutturalis Scopoli. 
More than seven grass species are observed phenology 
and height(Table 1).  
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Table 1: Observation Grass Species in Xilingol  

Chinese name Latin Name Data 
length 

Validate 
Species 

Xiyecong Allium tenuissimum 1986-2010  
Chaoyinzicao Cleistogenes 

squarrosa 
1984-2010 * 

Mudifu Kochia prostrata 2002-2010  
Aicong Allium anisopodium 1986-2010 * 
Keshizhenmao Stipa krylovii 1983-2010 * 
Lenghao Artemisia frigida 1986-2007 * 
Yangcao Leymus chinensis 1983-2010  

 
The plot is fixed. Effect on climate change or weather 
conditions some grass species can not be observed in 
some years. For example, Due to succession drought 
Leymus chinensis can not be monitor in some years. 
Sometime it can be monitor the regrowth, but can not be 
see the flowering.  Although it is key constructive 
species in Xilingol steppe. Therefore, the follow four 
grass species are choose to validate model.  There are 
Allium anisopodium, Stipa baicalensis, Cleistogenes 

squarrosa and Artemisia frigida 

The most three important phenophases of regrowth, 
flowering and withering of dominated recorded was 
used from 1995 to 2007. 
Weather data are required to simulate phenological 
development of the species. As the temporal iteration 
step is daily-time-step-based, daily maximum and 
minimum air temperatures, wind speed and 
precipitation (for water cycle) are essential in the 
weather dataset. Both daily solar radiation above the 
canopy and net radiation are estimated from other 
relevant weather elements. 

 
3. RESULTS AND DISCUSSION 

 
Table 1: Comparison Between Simulated (Sim.) and 
Observed (Obs.) Flowering Dates of Six Perennial 
Grass Species (The Numbers Within the Table are Days 
Since the Beginning of a Year. „-„ Indicates no Data 
Available) 

Year 
Allium 

Anisopodium 
Cleistogenes 
Squarrosa 

Stipa 
Baicalensis 

Artemisia 
Frigida 

Sim. Obs. Sim. Obs. Sim. Obs. Sim. Obs. 
1995 197 - 223 228 229 234 232 236 
1996 193 - 219 225 218 235 218 233 
1997 194 - 224 - 233 - 237 241 
1998 187 187 211 218 207 218 207 232 
1999 197 203 224 - 228 235 226 238 
2000 188 - 225 240 227 - 231 260 
2001 190 207 228 - 222 - 239 - 
2002 203 - 233 203 243 - 230 232 
2003 202 197 232 193 220 196 228 235 
2004 189 186 222 223 227 230 224 246 
2005 196 193 228 - 234 - 251 245 
2006 197 187 224 230 232 230 262 236 
2007 194 193 224 238 230 251 236 236 

 
Simulation results for the dates of flowering and 

defoliation for those species were compared with 

observed dates (Table 1 and 2), which showed that the 
model could simulate the occurrence of phenophases 
with acceptable accuracy. Apparently there are 
discrepancies between simulated and observed dates. 
There may be several reasons contributed to the 
discrepancies. Firstly the model is a simplified 
assumption to mimic the dynamics of phenology on 
which many physiological and chemical processes 
control. It is necessary to improve the functionality of 
the model, especially the effect of soil water on them. 
And secondly actual phenophase could last several days 
even longer which inevitably causes the errors of 
observation. Among the species, the estimation for 
Artemisia frigida has the largest discrepancy compared 
with observed dates in individual years, which it is 
worth investigating it further. 

 
Table 2: Comparison between simulated (sim.) and 
observed (obs.) withering dates of six perennial grass 
species (the numbers within the table are days since the 
beginning of a year. „-„ indicates no data available) 

Year 
Allium 

Anisopodium 
Cleistogenes 
Squarrosa 

Stipa 
Baicalensis 

Artemisia 
Frigida 

Sim. Obs. Sim. Obs. Sim. Obs. Sim. Obs. 
1995 246 248 252 250 262 255 283 289 
1996 244 252 247 244 250 250 256 295 
1997 238 - 252 - 272 - 301 278 
1998 238 234 238 244 237 239 244 271 
1999 240 237 251 - 255 257 259 276 
2000 222 - 253 252 258 - 272 290 
2001 233 241 254 - 245 - 269 - 
2002 250 - 259 228 271 - 259 288 
2003 255 240 267 220 250 243 272 283 
2004 238 243 255 252 259 260 270 271 
2005 234 246 253 - 256 - 294 268 
2006 241 243 250 253 261 261 314 280 
2007 239 - 250 - 254 270 268 273 
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ABSTRACT 

Software programs are an essential part of our 

everyday’s life. Starting with large software programs 

on the PC, via complex control systems for the 

industrial area, to safety-critical software solutions for 

the automotive and aerospace industry; software is 

almost everywhere. Especially nowadays a high degree 

of reliability and security is essential. But due to the 

constantly growing size and complexity of such 

software programs the verification effort is increasing 

too. For this reasons, beneath dynamic testing and 

manual reviews, automatic verification methods became 

more and more popular. This paper deals with the 

expected benefits and the effectiveness of static code 

analysis and especially shows the limitations of this 

technique. Empirical tests have been developed and 

various code analysis tools employed. The paper 

discusses the obtained results. It becomes apparent that 

current code analysis tools can already find a variety of 

potential errors and weaknesses while critical cases are 

still undetected. 

 

Keywords: static code analysis, software, testing, 

verification, Goanna Studio, PC-lint, Yasca, C++ 

 

1. INTRODUCTION 

Current software programs become more complex from 

year to year. The test and verification effort for these 

software programs is constantly increasing and it 

becomes increasingly intricate to maintain these 

systems properly. Therefore, automatic static code 

verification became more and more popular in the last 

few years. Beneath dynamic testing methods and 

manual code reviews, static code analysis is another 

instrument to ensure the safety and reliability of future 

software programs. Even before the actual execution of 

the software program, the program code is checked 

against weaknesses and errors by a strict set of rules.  

Therefore static code analysis can already be used 

in early stages of development to detect critical errors in 

software programs and eliminate them. This paper 

provides a brief introduction to the topic of static code 

analysis and shows the current state of the art 

respectively the power of technology in this area. 

 Static code analysis is a method for quality 

assurance of software programs. The underlying 

program code is statically checked for weaknesses and 

errors. At automatic static code analysis the analysis of 

the program code is performed using special software 

programs. To analyze the program code as effective as 

possible, these code analysis tools use a large number of 

different kinds of analysis methods and software 

metrics. The respective program code must neither be 

complete nor executable (Hoffmann 2008, Liggesmeyer 

2009). 

Static code analysis can be used everywhere where 

software is developed. Especially for large software 

projects or for safety critical applications the use of 

static code analysis is recommended. Some 

programming conventions, like MISRA-C++ (MISRA 

2008) or the UK Defence Standard 00-55 (German 

2003), explicit stipulate the use of static code analysis 

for safety-critical software. At the same time static code 

analysis cannot replace ordinary, dynamic testing 

methods.  

The aim of this study was to determine the 

practical benefits of static code analysis and the current 

state of the art in this area. Therefore it was attempted to 

use real life examples and analysis tools which are 

preferably different.  

 

2. RELATED WORK 

Static code analysis has become increasingly important 

in the last years. For this reason there are many works 

which deal with the investigation of static code analysis 

(Muchnick 1981, Hoffmann 2008, Liggesmeyer 2009) 

and other with the evaluation and comparison of static 

analysis tools (Emanuelsson 2008, Hofer 2010, 

Almossawi 2006). Many works in this field are more 

specialized in the theoretical operating principles 

(Fehnker 2007, Miller 2007) or concentrate on a very 

specific area of computer programming (Cong 2009, 

Cooper 2002). 

 

3. VERIFICATION METHODOLOGIES 

In the context of software development, verification 

means to ensure that a given program code or algorithm 

meets its formal specification. In the case of static code 

analysis, the instruction set and the syntax of the 

programming language form the formal specification.   

Static code analysis tools use a variety of different 

methods to verify the correctness of the respective 

program code. For example dataflow- and controlflow-

analyses are used. Some tools, like Goanna Studio 

transform the respective program code into a finite state 

machine and use model checking techniques for the 
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evaluation. Beneath these hard criteria the tools often 

use software metrics to determine the quality of the 

respective program code. Therefore the program code 

will be converted into different quantifiable values. 

Among the most popular metrics are Halstead-, 

McCabe-, component- and structural metrics   

(Hoffmann 2008, Liggesmeyer 2009, Fehnker 2006, 

Fehnker 2007).  

Static code analysis can not give any information 

about the functional correctness of a program code. 

Even if static code analysis couldn't find any errors or 

flaws in the program, there is no guarantee that the 

examined program delivers the correct result.  

 

4. USED SOFTWARE SOLUTIONS 
To determine the current state of the art of static code 

analysis, three different code analysis tools have been 

evaluated. To get a broad overview of the subject it was 

attempted to choose software solutions that are as 

different as possible. 

 The choice fell on the following software solutions: 

Goanna Studio, PC-lint and Yasca. 

 

4.1. Goanna Studio 

Goanna Studio is a C++ code analysis tool by the 

company Red Lizard Software. It  follows the approach 

to use model checking for searching the program code 

quickly and effectively. Model checking is an 

automated process to analyze transition systems. 

Therefore, the C++ code needs to be converted into a 

context-free grammar. After that it will be analyzed 

through the model checker. Especially in large projects 

this can lead to performance advantages. Another 

advantage of this method is the simple and fast 

expandability of the analyzing-rules (Huuk et al. 2008, 

Fehnker et al. 2007, Red Lizard Software 2012)  

Goanna Studio was used in the version 2.4.1 (trial 

version).  

 

4.2. PC-lint 

PC-lint is a C / C++ code analysis tool by the company 

Gimpel Software. It is one of the well-established code 

analysis tools on the market. It is a pure console 

application. This has affects on the clarity and usability 

of the tool. However there are some plug-ins available 

which can add GUI elements to PC-lint. This is 

advisable especially for large projects. One of the 

biggest advantages of PC-lint is that it supports a 

variety of different Compilers and programming 

conventions (Gimpel Software 2012).  

   PC-lint was used in the version 9.00. 

 

4.3. Yasca 

In addition to these two commercial solutions the open 

source solution Yasca was added to the evaluation. It is 

under the GNU General Public License and may 

therefore be used free of charge. Yasca is a simple code 

analysis tool which offers far away as much setting 

opportunities as the other two solutions. Thereby it 

combines several different code analysis tools like 

CppCheck, RATS, etc. in it. These analysis tools can be 

added to Yasca via plug-ins. It is also possible to add 

your own rules (Scovetta 2012, Cppcheck 2011, Fortify 

Software 2012). 

Yasca was used in the version 2.21. 

 

5. THE TEST CODE  

The selected software solutions were evaluated using an 

extensive test code. This test code covers the major 

areas of the programming language and includes a 

broad range of errors typically found in industrial 

applications. By combining on the one hand, frequently 

occurring errors with on the other hand more complex 

errors, the suitability for daily use of static code analysis 

should be covered and the limits of the current 

technology demonstrated. 

 

5.1. The programming language 

C++ was selected as programming language for the test 

code. C++ is a very well known and widely used 

programming language. Beneath C and Assembler, C++ 

plays more and more a role in safety-critical areas, such 

as Embedded Systems. Especially in these areas a high 

degree of safety and reliability is essential. Through the 

use of so-called programming conventions, such as 

MISRA-C++, the programming language can gain 

additional security. However the programming language 

is therefore somewhat limited in their functionality. PC-

Lint is the only one of the three software solution that 

supports the programming convention MISRA-C++.   

 

5.2. Structure of the test code 
The test code was structured in several projects. Each of 

them concentrates on a specific area of the 

programming language. To analyze the performance of 

the different code analysis tools, it was attempted to 

build as much errors as possible into the individual 

projects. A large part of these errors are typical errors 

from the daily practice. To verify the limitations of 

static code analysis these errors were supplemented by 

some more specific and complicated errors. 

Additionally in some cases deliberately messy code was 

used, to simulate real conditions and make it more 

difficult for the evaluated analysis tools. 

 The following sections of the programming 

language are covered by the test code: 

 

• Bounds Checking 

• Division by Zero 

• Memory Leaks 

• Over- / Underflows 

• Out-of-Scope Errors 

• Problems with Classes 

• Problems with Threads: Deadlock 

• Problems with Threads: Race Condition 

 

5.3. Examples 

Below are a few examples of errors which are included 

in the test code. The errors in the test code are on the 

one hand self-designed. On the other hand a large 
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number of errors came out of typical industrial 

situations or were inspired by relevant literature. 

Therefore, one should refer to the following titles: 

(Breymann 2005, Dewhurst 2002, Hoffmann 2008,  

Intel 2010, Klein 2003, Wolf 2009).  

 

5.3.1. Example 1 

 

Listing 1: Program code of Example 1. 
 

1  struct Cont{  

2  char name[3];  

3  int number;  

4  };  
5 

6  int main(){  

7   Cont *c = new Cont;  
8 

9  strcpy(c->name, "Max" );  
10  c->number = 1234567;  
11  

12 cout << "name: " << c->name << 
 endl; 
13 cout << "number: " << c->number << 
 endl; 
14 

15 strcat(c->name, "!" );  

16 cout << "name: " << c->name << 
 endl; 
17 cout << "number: " << c->number << 
 endl; 
18  delete c; c=0;  

19 return 0;  

20  }  

 

Listing 1 shows a classical case of an out-of-bounds 

error. The code includes a struct Cont which contains a 

character array name and an integer value number. The 

character array name is limited to three digits.  

Within the main statement the word “Max” will be 

copied into the character array name. Therefore the 

function strcpy is used. This function doesn’t compare 

if the length of the committed string matches with the 

length of the target string. So in this case “Max” is a 

string. Therefore it ends with a terminating null (\0) and 

has consequently 4 digits. As a result, a text with 4 

digits will be copied in a character array that can hold 

only 3 digits.  

This error may remain undetected because of the 

memory alignment of the compiler. The memory is 

usually 4-byte aligned, which is the case on systems 

using natural alignment. Therefore between the 

character array name and the integer value number is a 

so-called padding byte. So instead of overwriting the 

integer value number, the padding byte will be 

overwritten. This critical side effect gets even worse if 

later on the alignment changes and so the number value 

gets suddenly modified. 

For a better explanation of the problem screenshots 

from the Memory Window of Visual Studio have been 

added. Figure 1 shows the allocation of the string 

“Max”.  In Figure 2 the number 1234567 was added to 

the memory. Figure 3 shows the attachment of the 

exclamation mark behind the string “Max”. The 

Memory Window shows that through this attachment 

the value of the integer  variable number was changed 

too. Figure 4 shows a screenshot of the output of the 

program.  

This function can be compiled and executed in 

Visual Studio 2008 without any errors. The analysis 

tools PC-lint and Yasca could find this error. 

 

 
Figure 1: Screenshot of the Memory Window after the 

allocation of the string  “Max”. 

 

 
Figure 2: Screenshot of the Memory Window after the 

allocation of the number 1234567. 

 

 
Figure 3: Screenshot of the Memory Window after 

adding an exclamation mark behind the string “Max”. 

 

 
Figure 4: Screenshot of the output after the execution of 

the program. 

 

5.3.2. Example 2 

 

Listing 2: Program code of Example 2. 
 

1  int main(){  

2  int const n=10;  

3  int *pa = new int (n);  
4 

5   for ( int i=0; i<n; i++){  
6    pa[i] = i;  

7 } 
8  delete [] pa; pa=0;  

9 return 0;  

10  }  
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In Listing 2 the programmer intended to create an 

integer array pa with the size of n (10). However a 

small error crept in. Instead of square brackets the 

programmer used round brackets. Therefore, instead of 

creating an array with the size of 10, an integer value 

with the initial value of 10 will be created. As a 

consequence, each access, except of the first one, results 

in a violation of the memory area representing a serious 

error. Furthermore the allocated memory for the integer 

value pa will be freed with the keyword delete [] 

instead of delete, which normally will not lead to any 

serious problems. Anyhow there is no guarantee that it 

would cause unwanted side effects on some systems. 

5.3.3. Example 3 

 

Listing 3: Program code of Example 3. 
 

1  class Number{  

2  public :  
3   Number( int val = 0):Num(val){}  

4   ~Number(){}  
5   

6   int getNum(){  

7    return  Num;  

8   }  

9  private : 
10  int Num; 
11  };  
12 

13  int main(){  

14 Number *n1 = new Number(5);  

15 Number *n2 = new Number(); 
16 //… 
17   n2 = n1;  

18 //… 
19  delete n1; n1=0; 
20 //… 
21  delete n2; n2=0; 
22 return 0;  

23  }  

 

Listing 3 shows a good example how the default Copy 

Constructor respectively Assignment Operator can lead 

to problems. The class Number has a member variable 

Num. In the main statement two instances of the class 

Number were dynamically created, n1 and n2. The 

programmer wants to assign the value of n1 to n2 and 

uses the Assignment Operator. However, instead of 

copying the value of n1 to n2, the memory address will 

be copied. Therefore after this assignment both pointer 

point to the same memory address. In most of the cases 

this is not intended and can lead to unwanted behaviour. 

In this case the memory would be freed twice, which 

can lead to security flaws and crashes.    

 

5.4. Test Criteria 

For reasons of clarity and comprehensibility only faults 

with a security level of error or warning were 

considered in the evaluation. The code analysis tool 

Yasca finds on its own admission only errors which 

would not be found by a conventional compiler. The 

code analysis tool Goanna Studio is integrated in the 

IDE of the MS Visual Studio and shares therefore the 

same error-window with the compiler. For this reason, 

errors which were already found by the compiler are not 

included in the evaluation of Yasca and Goanna Studio. 

To have a comparable basis, MS Visual Studio 2008 

(SP1) was used as compiler for all test cases. All test 

cases could be compiled without any errors. 

 

6. RESULTS OF THE EVALUATION 

This Chapter provides a compact overview of the 

various kinds of errors found by the individual code 

analysis tools. Therefore all found errors of a section are 

compared with the expected errors for the same section. 

In some cases additional errors were found by the 

analysing tools. This additional errors were also added 

to the evaluation and it was determined whether these 

errors refer to real problems (true positive) or not (false 

positive). No code analysis tool can find all faults 

without generating some false positives. An analysis 

tool can only be called “safe” if it really displays all 

found errors and warnings. Although this increases the 

number of false positives, but therefore the number of 

false negatives is as low as possible (Emanuelsson 

2008). 

 

6.1. Overview Goanna Studio 

Table 1 shows an overview of the errors found by the 

code analysis tool Goanna Studio. Goanna Studio found 

42 of 84 errors expected and therefore achieved a 

success rate of 50%. Furthermore it found six additional 

errors. These errors are indicators for unnecessary 

functions or assignments. Five of these additional errors 

are real errors (true positives) and one is a false report 

(false positive). This results in one false positive of 48 

errors found (ca. 2%). 

 

Table 1: Overview of errors found by Goanna Studio. 

Results Goanna Studio 

Section Expected 

errors 

Errors 

found 

Additional 

errors 

found 

Errors 

not 

found 

Bounds 

Checking 
15 7 0 8 

Division by 

Zero 
4 4 1 0 

Memory 

Leaks 
16 7 1 9 

Over- / 

Underflows 
6 3 0 3 

Out-of-

Scope 
6 5 1 1 

Classes 29 14 0 15 

Deadlock 6 2 3 4 

Race 

Condition 
2 0 0 2 

Summary 84 42 6 42 

 

6.2. Overview PC-lint 

Table 2 shows an overview of the errors found by the 

code analysis tool PC-lint. PC-lint found 54 of 85 errors 

expected and therefore achieved a success rate of 

63,6%. Furthermore it found 42 additional errors. These 
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are, however, 30 times the warning 586

refers to an unauthorized function of the MISRA 

programming convention. This is mainly to functions 

which are used for dynamic memory management, as 

new, delete, etc. Admittedly these functions are in 

violation of the MISRA guidelines, but cau

errors. For this reason, these errors not considered for 

the calculation of the false positives. Therefore there are 

six correct errors (true positives) of a total of twelve 

additional errors found. This results in six 

positives of 96 errors found (ca. 6,25%).

 

Table 2: Overview of errors found by 

Results PC-lint 

Section Expected 

errors 

Errors 

found 

Additional 

errors 

found

Bounds 

Checking 
15 10 7

Division by 

Zero 
4 2 0

Memory 

Leaks 
16 13 15

Over- / 

Underflows 
6 4 0

Out-of-

Scope 
6 6 0

Classes 30 14 16

Deadlock 6 3 1

Race 

Condition 
2 2 3

Summary 85 54 42

 

6.3. Overview Yasca 

Table 3 shows an overview of the errors found by the 

code analysis tool Yasca. Yasca found 18 of 78 errors 

expected and therefore achieved a success rate of 

23,1%. Furthermore it found seven additional errors. 

These are, however, rather indications than real error 

messages. Therefore a further classification in false 

respectively true positives is unnecessary. 

 

Table 3: Overview of errors found by 

Results PC-lint 

Section Expected 

errors 

Errors 

found 

Additional 

errors 

found

Bounds 

Checking 
13 5 1

Division by 

Zero 
3 0 0

Memory 

Leaks 
16 9 0

Over- / 

Underflows 
5 1 1

Out-of-

Scope 
4 2 1

Classes 29 1 0

Deadlock 6 0 4

Race 

Condition 
2 0 0

Summary 78 18 7

are, however, 30 times the warning 586. This warning 

refers to an unauthorized function of the MISRA 

programming convention. This is mainly to functions 

which are used for dynamic memory management, as 

new, delete, etc. Admittedly these functions are in 

violation of the MISRA guidelines, but cause no direct 

errors. For this reason, these errors not considered for 

the calculation of the false positives. Therefore there are 

six correct errors (true positives) of a total of twelve 

additional errors found. This results in six false 

rors found (ca. 6,25%). 

by PC-lint. 

Additional 

errors 

found 

Errors 

not 

found 

7 5 

0 2 

15 3 

0 2 

0 0 

16 16 

1 3 

3 0 

42 31 

shows an overview of the errors found by the 

Yasca found 18 of 78 errors 

expected and therefore achieved a success rate of 

Furthermore it found seven additional errors. 

are, however, rather indications than real error 

messages. Therefore a further classification in false 

ue positives is unnecessary.  

Overview of errors found by Yasca. 

Additional 

errors 

found 

Errors 

not 

found 

1 8 

0 3 

0 7 

1 4 

1 2 

0 28 

4 6 

0 2 

7 60 

6.4. Summary 

On average, the three evaluated code analysis tools 

found approximately 46% of all in the test code 

contained errors. It is striking that there are sometimes 

significant differences between the various code 

analysis tools. For example, the open source tool

finds with about 23% by far the fewest errors. The two 

commercial software solutions find however at least 

50% of all included errors. The evaluated code analysis 

tools differ not only in the number of detected errors, 

but also by the errors found t

evaluated code analysis tools found at least one error, 

which none of the other two solutions could find. 

Therefore it can be found about 75% of all in the test 

code included errors by sequential execution of all three 

analysis tools (Figure 5). In consequence it is advisable 

to use several different analysis tools for the analysis of 

safety-critical systems.  

 

Figure 5: Summary of all 3solutions.

 

Furthermore, the evaluation has shown that for 

small projects, the false positive 

below 10%. However for large projects this value can 

be in some cases significantly higher. This is largely 

because of the increased complexity and the resulting 

dependencies in large projects. For this reason the 

subsequent evaluation of large projects can be 

extremely time-consuming. In such projects it is 

therefore advisable to use static code analysis already at 

the beginning of the project. 

 

7. CONCLUSION 
The evaluation of the three software solutions has 

shown that static code analysis is already capable to 

find a variety of potential errors and weaknesses within 

software programs. It is noticed here that

classes can be found very well, while others can barely 

be detected or can’t be detected at all. For example 

memory leaks and out-of

recognized very reliable, while errors relating to threads 

remain in general unrecognized. Also the context in 

which an error occurs plays an important role, whether 

this error can be found by static code analysis

The program code that needs to be analyzed doesn’t 

have to be completed; neither does it to be executable. 

For this reason static code analysis can be used in 

software projects very early. Consequently, potential 

25%
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errors found
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significant differences between the various code 

analysis tools. For example, the open source tool Yasca 

finds with about 23% by far the fewest errors. The two 

commercial software solutions find however at least 

50% of all included errors. The evaluated code analysis 

tools differ not only in the number of detected errors, 

but also by the errors found themselves. Each of the 

evaluated code analysis tools found at least one error, 

which none of the other two solutions could find. 

Therefore it can be found about 75% of all in the test 

code included errors by sequential execution of all three 

(Figure 5). In consequence it is advisable 

to use several different analysis tools for the analysis of 
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Furthermore, the evaluation has shown that for 

small projects, the false positive rate is already well 

below 10%. However for large projects this value can 

be in some cases significantly higher. This is largely 

because of the increased complexity and the resulting 

dependencies in large projects. For this reason the 

of large projects can be 

consuming. In such projects it is 

therefore advisable to use static code analysis already at 

 

The evaluation of the three software solutions has 

analysis is already capable to 

find a variety of potential errors and weaknesses within 

It is noticed here that certain error 

classes can be found very well, while others can barely 

be detected or can’t be detected at all. For example 

of-bounds errors can be 

recognized very reliable, while errors relating to threads 

remain in general unrecognized. Also the context in 

which an error occurs plays an important role, whether 

this error can be found by static code analysis or not.  

The program code that needs to be analyzed doesn’t 

have to be completed; neither does it to be executable. 

For this reason static code analysis can be used in 

software projects very early. Consequently, potential 

75%

Summary of all 3 solutions

errors not found
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errors and weaknesses can be identified and corrected as 

soon as possible. This can save time and money. At the 

same time the number of new errors can be reduced to a 

minimum and therefore the analysis can be kept 

manageable. This approach is advisable, especially for 

large projects.  

Furthermore, it is advisable to invest enough time 

for the configuration of the code analysis tools and for 

the selection of the right programming conventions in 

such projects. The selection of the highest security level 

is in many software projects unnecessary and only leads 

to increased effort. The same applies to programming 

conventions such as MISRA-C++. In safety-critical 

software such conventions are essential, but in normal 

projects a subset of these rules is often more than 

sufficient. 

Static code analysis can not replace dynamic 

testing. While dynamic testing methods are especially 

checking the correct function of the program code, 

static code analysis mainly ensures the correct and safe 

use of the respective programming language. 

All in all, static code analysis is a simple and fast 

way to improve the quality of software programs 

without stealing too much of the developers time. Static 

code analysis can not replace traditional testing 

methods, but it provides a solid addition to these, which 

can already be used in very early stages of a software 

project. In addition static code analysis can find kinds of 

errors, which can’t be found by other testing methods, 

like e.g. dead code.  

Static code analysis offers a cheap and easy 

method to increase the security and reliability of 

software programs and should therefore be used in 

software development as common as conventional 

testing methods like dynamic testing or code reviews.  
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ABSTRACT 
The phenomenon of uneven distribution of manufacturing 
resource and capacity is more serious in mould industry, 
but the approach of existing manufacturing models is 
difficult to strike a balance in terms of stability, quality 
and credit of services. On the basis of the analysis of the 
problems of mould industry, this paper proposes the 
mould cloud-manufacturing platform supporting 
industrial clusters cooperation; then analyzes the content 
of the platform in which the service of platform focused 
on the full life cycle platform of the product and the 
upstream and downstream of industrial chain. The system 
structure of the platform and key technologies are studied. 
This research will play an exemplary role for application 
of cloud manufacturing in other industries. 

 
Keywords: industrial clusters, mould, cloud-
manufacturing platform, system structure 

 
1. INTRODUCTION 
Mold is the basic process and equipment of the modern 
manufacturing industry. About 60 to 80 percent of parts 
that are employed in automobiles, home appliances, 
electronics, communication, instruments and aerospace 
mainly depend on the mold to manufacturing. At present, 
mould industry characteristics in China mainly present as 
follows: 

 
1. Most mold enterprises are small or medium. The 

fund which enterprise offered is on a smaller 
scale, and the industry owns high concentration 
accompanied with regional characteristics. 

2. The apparent demands of product individuality 
lead enterprise production management to be 
very complex. What’s more, product design 
ability and relevant performance have important 
significance to the enterprise development. 

3. Manufacturing equipment resources, mainly in 
the numerical control equipment, are not balance. 

4. The driving type production comes true 
through small batch production facing to 
resources; business process is complicated; 
the collaboration of resources is also strong. 

5. The requirement of intermediate and high-
end production is strong, but in short supply. 

 
In China, the above shortages always lead the 

mold industry to the following main problems: most 
enterprises owing low proportion of technical 
personnel, absenting of independent research and 
development capacity, lacking of sophisticated testing 
equipment, lowing level of enterprise management, 
and being short of modern methods and means in 
product development, and so forth . 

Facing the mold production shortages and 
existing problems, mould industry urgently need to 
use the advanced manufacturing model and related 
technologies, to integrate all available resources, so as 
to realize the mold production flexibly and agilely 
through effective manufacturing resources sharing and 
cooperative management, in response to the changes 
in demand of the customer and the market. 

China's manufacturing industry informatization 
has done a lot of exploration and practice in 
manufacturing mode, such as the network 
manufacturing [1], the Application Service Provider 
(ASP) [2], and manufacturing grid [3], and it has 
promoted the development of small and medium-sized 
enterprises. However, it is difficult to establish the 
public platform for industrial cluster cooperation to 
offer an agile, high quality, low price and integrated 
service, for the problem of the service and operation 
mode, the personalized service support, operation 
mechanism and so on. 

Reference the thought of cloud computing "on-
demand service", the cloud manufacturing is a new 
manufacturing mode combined with all kinds  of 
advanced technologies. Academician Bohu Li [4～ 6], 
professor Haicheng Yang  [7],and professor Xinjian Gu 
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[8] etc have made full discussion on  the concept of the 
cloud manufacturing, and point out that the cloud 
manufacturing is a new mode and new technology 
owning characteristics, such as facing to service, high 
efficiency, low energy consumption, and agile 
manufacturing. Cloud manufacturing emphasizes the use 
of information technology to integrate all kinds of 
manufacturing resources, and through virtualization 
technology to provide users with standardization service. 
Users can acquire all kinds of services through the cloud-
manufacturing platform. At the same time, these services 
have a quantity of features, such as real-time utilization, 
paying according to the demand, safety, reliability, high 
quality and low-cost. In conclusion, cloud manufacturing 
process to the concept of manufacturing as service which 
is different from the traditional WEB mode (software as a 
service). 

On the basis of the characteristics of mold industry, 
we build the mould cloud-manufacturing platform which 
can support the collaboration of industry clusters. We 
firstly put forward the construction content of the 
platform; then study the system structure of the platform; 
lastly discuss the key technology in the platform 
construction and operation process. The platform will 
contribute to promoting the sharing level of ability and 
region internal manufacturing resources, improving the 
overall industry utilization rate of resources and capacity, 
and promoting mold industrial upgrading. 
 

2. THE PLATFORM CONTENT RESEARCH 
The cloud-manufacturing platform is a trading 
platform between manufacturing resources and 
manufacturing ability, and mould enterprises can trade 
equipment, technology, human resources and 
management on the platform, so the service content of 
the platform is mould product life cycle, service 
object is mold industry chain upstream and 
downstream. At the same time, the relationship 
between the platform and the enterprise is loose 
coupling, therefore the service provided through the 
platform need to be integrated and to achieve more 
grain size and multi-scale control. In the product life 
cycle service, the platform can provide six big tool set, 
namely product design, performance analysis, process 
simulation, precision processing, quality inspection, 
and production management. Therefore, the six tool 
set basically covers the whole process of mould 
manufacturing. In the aspect of upstream and 
downstream industry chain, the platform provides 
support for coordination and cooperation among 
mould equipment manufacturing, mould, home 
appliances, automobile, electronics, hardware, and 
other enterprises. The whole platform is divided into 
three levels, including cloud platform, cloud services 
and cloud application. Moreover, its specific content 
is as shown in figure 1. 
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Fig 1: The Content of Mould Cloud-manufacturing platform 
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Cloud platform is the infrastructure of the whole 

platform, builds the structure system of the software and 
hardware to support the cloud manufacturing, researches 
various technologies of clouds by soft and hard resources, 
and arranges related knowledge base about the mould 
industry. Cloud services is the middleware layer of whole 
platform, and it will make service resources virtual, 
integrate various service tools, and offer multi-granularity 
and multi-scale service interface for the upper. The cloud 
application is the presentation layer of the whole platform, 
calls all kinds of the tools set according to the demands of 
users, directly provides service for the upstream and the 
downstream mold firms. 

 
3. THE RESEARCH OF PLATFORM SYSTEM 

ARCHITECTURE  
Professor Chao Yin expounded a general cloud 
manufacturing service platform in literature [9] orienting to 
small and medium-sized enterprises, which includes 
fundamental support layer, integrated operation 
environment, platform tools layer, the manufacturing 
resource layer, platform service building layer, service 
component layer, business model layer, trading layer and 
user layer. In this paper, we build the cloud-
manufacturing platform used in the mould industry which 
can stand by the industry clusters writing according to the 
characteristics of mould industry and the feasibility of the 
technology, just as shown in fig2. 

 

 
Fig 2: The Cloud Manufacturing Platform System 

Architecture 
 
On basis of the source, platform services resources 

can be classified to the operator ′ s own resources and 
private resources which can be moved to cloud-
manufacturing platform through the lease. From the 

nature, platform services resources also can be divided 
into hardware resources, software resources and industry 
knowledge base. Therefore, it is possible to solve 
heterogeneous structure of resource description by 
building platform resources and resource access layer to 
standardize the source and classify of the resources. 

The resource platform needs to realize functions, 
mainly including multiple conditions retrieval, trading, 
monitoring and evaluation, etc. Thus, constructing 
virtual layer abstracts physical resources, features 
descriptors can be built to match with all kinds of 
resources, and resource virtualization layer also needs to 
construct related grain size parameters to provide 
interfaces for controlling after instantiation of resources. 

The platform is wide range of resources, which are 
different among different resources. Constructing 
resources services layer can classify and integrate virtual 
resources, and provide unified descriptors of service 
interface to outside in order to afford integrated service 
conveniently. Resource service layer establishes relevant 
scale parameters supplying interface for scale control of 
the service. 

The platform service drive layer that includes search 
engine, credit evaluation engine, polymerized 
classification engine of knowledge, trading collaborative 
engine, safe authentication with trading caused and so on 
is the control layer of the whole platform. And it 
formulates the basic operation rules of the working 
platform, monitors all information imported to the 
platform, analyzes semantics intelligently, submits to the 
relevant engine, and exports result to the specific page. 

The applicative interface layer of the platform 
utilizes the function provided by the service drive layer to 
create the basic function and service module. The object 
of service includes four major categories (platform 
operators, platform providers, operator resources platform 
demanders, professional software and hardware resources 
development team). The four levels of service 
respectively are the front desk show, the demand 
background, the supply and demand background and 
operation background. In a word, the applicative interface 
layer constructs the application of the whole cloud 
manufacturing services system. 

The application layer provides support for trading 
and using of the whole cloud-manufacturing. Web portal 
offers the foundation of the multilateral trade, remote 
client to control the cloud manufacturing resources 
(mainly for the soft resources, including local application, 
online application, cloud computing platform application 
and SAAS application) and third party applications to 
afford expansion ability of the cloud-manufacturing 
platform, such as the third party pay and CA certificate, 
etc. 

 
4. THE KEY TECHNOLOGY RESEARCH OF 

THE PLATFORM 
Professor Lin Zhang [10] discusses the key technology 
research of generally manufacturing service platform. In 
addition, this paper will continue to research the key 
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technology of this cloud-manufacturing platform in the 
process of creating and running combined with the 
characteristics of the mold industry. The key technology 
mainly consists of the platform service model, resources 
ability access, resources intelligent search, credit 
evaluation, service life cycle management. 

 
4.1. The research of platform service pattern 
To ensure the normal operation of the platform , the 
platform will use the cloud service mode of the four 
winds cooperation which includes service platform 
operators, the manufacturing capacity providers, the 
demand side of manufacturing services and developers of 
service tools, and its can make full use of the 
professionally technical resources, the market demand of 
resources and software development resources, its as 
shown in figure 3 . 

 
4.2. The platform resources access research 
The cloud manufacturing services platform provides 
services including hard resources (processing, testing, 
designing equipment instrument), industry resources 
(designing model, analyzing data, etc) and software 
resources (designing, analyzing software and all kinds of 
application management system).Therefore, in platform 

resources and access of services, we first need to analyze 
the characteristics of the resources and services, extract 
the characteristic parameters of each type resources, and 
establish appropriate and convenient assessment, so as to  
the access and application of resources and services. The 
access process is as shown in figure 4. 

 

Fig 3: Platform Service Mode 
 

 
Fig 4: The Platform Resources Access 

 
 

4.3. The intelligent search research of platform 
resources 

It is necessary to establish engine system in the light of 
mould manufacturing resources and standard search of 
manufacturing ability. And then, this engine system can 
be used to search related products, services and industry 
knowledge. Combining mould manufacturing products 
with service classification standards, the engine system 
realizes precise search of knowledge, the manufacturing 

resources and the ability of manufacturing. Platform will 
establish the standardization of the industry, the unified 
technology parameters database, establishing a uniform 
product manufacturing base, the service base, the 
enterprise library, can realize the configuration of the 
parameters template, realize manufacturing 
capability/service ability trading standardization. On this 
basis, the platform makes business cooperation between 
the demand side and service provider true. Platform 
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resources construction of intelligent search engine is as 
shown in figure 5. 

 

 
Fig 5: The Model of Intelligent Search of Platform Resources 

 
 

4.4.  The credit evaluation research of the platform  
Because the cloud-manufacturing platform owns itself 
characteristics, such as trading platform remote, virtual, 
information asymmetry and silver goods delivery lag, it is 
destined to be the business model accompanied with the 
high efficiency and high risk. As a result, the control 
risking is the foundation of successful operation. Platform 
will build validation, evaluation, evaluation, classification, 
audit, supervision mechanism on the business. Operators 
of the cloud-manufacturing platform, as an third 
independent and authority institutions in credit evaluation, 
the authentication and management, establish seamless 
linking relationships with internal credit management 
institution or related departments. The trust of system, 

enterprise relationship and mutual combination are 
considered as a core engine for them to realize trade of 
the cloud manufacturing. The platform can monitor the 
whole tracking management of the cloud platform and the 
credit of related enterprises. Namely, the cloud services 
will offer the services of monitoring, evaluation and after-
sales service system. In addition, the management agency 
that has no relationship with the related enterprises 
described on above carries out this two-interconnected 
mechanism of the credit management, so as to establish 
support system of network services for all the service 
objects. The credit evaluation system of    platform is as 
shown in figure 6. 
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Fig 6: The Credit Evaluation System of Platform 
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4.5. The research of life cycle management about 

the platform service 
To improve the service level of the platform, and promote 
enterprise adhesion of the platform, the service afforded 

by the platform is the life cycle of manufacture with the 
universal technology of human computer interaction, and 
the life cycle of manufacture is shown in figure 7 below. 

 

Fig 7: The Life Cycle Management of the Manufacture Service  
 
 

5. THE LAST WORD 
Some cities of China, such as Beijing, Jiangsu, Zhejiang 
and Guangdong provinces, have already set up a batch of 
special industrial cluster towns, and been existed a kind 
internal relationship of competition and development, but 
existing manufacturing mode is hard to develop 
information service platform for industrial clusters of 
collaboration. In this paper, according to the 
characteristics of the mould manufacturing industry, the 
cloud-manufacturing platform in the mould industry is 
put forward to support industrial cluster cooperation, and 
we analyze content needed to build and research the 
system structure and key technologies of the platform. 
The establishment of platform will contribute to 
integrating regional internal resources and ability, 
improving the competition ability of the industry, and 
promoting the development of the manufacturing industry 
to a higher level. However, it is for a long time to create 
relate database used to been search. 
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ABSTRACT 

Solar simulators are widely adopted devices to 

artificially reproduce the emission spectrum of the Sun. 

Their use, in lab tests and analyses, allows to study the 

effect of solar radiation on both materials and 

components. This paper focuses on the effective design 

of the ellipsoidal reflector for concentrating solar 

simulators. A Monte Carlo ray-tracing approach is 

proposed to study the reflector geometric configuration 

maximizing the target incident radiation and optimizing 

the radiative incident flux distribution. Developed ray-

tracing model includes the main physical and optic 

phenomena affecting light rays from the source to the 

target area, e.g. absorption, deviation, reflection, 

distortion, etc. Proposed model is integrated to a Monte 

Carlo simulation to properly design the ellipsoidal 

mirror reflector of a small scale solar simulator based 

on an OSRAM XBO® 3000W/HTC OFR Xenon short 

arc lamp as light emitting source. Several scenarios are 

tested and the main obtained evidences are summarized.      

 

Keywords: solar simulator, ray-tracing, Monte Carlo 

simulation, reflector surface design 

 

1. INTRODUCTION 

Solar simulators provide a luminous flux approximating 

natural sunlight spectrum. Their basic structure includes 

a metal support frame, a light source, e.g. high flux arc 

lamp with power supplier and igniter, and a reflective 

surface to properly orient the emitted rays lighting the 

target area. The reflector shape allows the system to 

generate a concentrated or non-concentrated light beam 

through an ellipsoidal or parabolic reflector. Figure 1 

shows an example of concentrating solar simulator 

structure, highlighting the main functional modules.      

 The relevance of such systems, in lab tests and 

analyses, is frequently discussed by the recent literature 

presenting several applications for a wide set of 

research fields. Petrash et al. (2007) both review the 

topic and describe a 11,000 suns high-flux solar 

simulator. Domínguez et al. (2008), Domínguez et al. 

(2009), Pravettoni et. al. (2010), Rehn and Hartwig  

(2010), Hussain et al. (2011) and Meng et al. (2011a) 

 
Figure 1: Single Lamp Solar Simulator, Main 

Functional Modules 

 

present different studies about the design and 

development of high flux solar simulators applied to 

both concentrating and non-concentrating photovoltaic 

systems. Amoh (2004) and Meng et al. (2011b) describe 

the design of solar simulators to test multi-junction 

solar cells for terrestrial and space applications. Kreuger 

et al. (2011) develop a 45 kW solar simulator for high-

temperature solar thermal and thermo-chemical 

researches, while Codd et al. (2010) present a low cost 

high flux simulator to study the optical melting and 

light absorption behavior of molten salts. All these 

contributions focus on the relevance of the proper 

design of the system to achieve high performances in 

both flux intensity and uniformity on the target area. 

Mirror reflective surface represents a crucial component 

to gain these purposes. An accurate shape design and 

simulation of the physical and optic properties is 

essential to the simulator construction (Johnston 1995).  

 Ray-tracing algorithms combined to Monte Carlo 

analyses are recognized as effective approaches to test 

the performances of different configurations of the 

Target 

surface 

Cooling fans 

Ellipsoidal 

reflector 

High flux 

arc lamp 

Support 

frame 
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reflective surface (Petrash et al. 2007, Chen et al. 2010, 

Ota and Nishioka 2010, Cooper and Steifeld 2011). 

 This paper presents an effective Monte Carlo ray

tracing approach to properly design the ellipsoidal 

reflector of concentrating solar simulator

approach is applied to study the optimal 

ellipsoidal reflector for a small scale solar simulator 

based on a OSRAM XBO® 3000W/HTC OFR

short arc lamp (http://www.osram.com)

of the implemented approach is provided giving full 

details about the steps of the ray-tracing algorithm 

together with the simulated scenarios. Finally, t

obtained evidences are discussed.  

      The reminder of this paper is organized as 

follows: Section 2 describes the steps of the 

implemented ray-tracing model, Section 3 

Monte Carlo analysis to design the ellips

of solar simulators and introduces the developed case 

study. In Section 4, the case study results are discussed 

while Section 5 concludes this paper with suggestions 

for further research. 

 

2. REFLECTOR OPTICAL DESIGN THROUGH 

RAY-TRACING APPROACH 

In geometrical optics, the foci of an ellipsoid of 

revolution are conjugate points (Petrash et al. 2007).

no distortion effects occur, each ray emitted by a 

punctiform source located in one of the foci passes 

through the other after a single specular reflection

(Figure 2). 

 According to this principle, concentrating solar 

simulators are designed. The light source, reproducing 

Sun emission spectrum, and the target area, e.g. the 

studied material or component, are located at the foci of 

an ellipsoidal mirror reflective surface. 

 

Figure 2: Geometrical Optic of Ellipsoid of Revolution

  

 Considering experimental contexts, the following 

main conditions and phenomena contribute to 

the global system radiation transfer efficiency, 

expressed as the ratio between the light flux that reaches

the target and the global emitted flux. 

 

• Finite area of the emitting light source.

• Absorption phenomena due to the presence of 

light source quartz bulb, source electrodes and 

reflective surface. 

reflective surface (Petrash et al. 2007, Chen et al. 2010, 

Ota and Nishioka 2010, Cooper and Steifeld 2011).  

This paper presents an effective Monte Carlo ray-

n the ellipsoidal 

solar simulators. Developed 

study the optimal shape of the 

small scale solar simulator 

W/HTC OFR Xenon 

). A description 

of the implemented approach is provided giving full 

tracing algorithm 

Finally, the main 

The reminder of this paper is organized as 

the steps of the 

tracing model, Section 3 presents the 

ellipsoidal reflector 

s and introduces the developed case 

results are discussed 

while Section 5 concludes this paper with suggestions 

SIGN THROUGH 

foci of an ellipsoid of 

revolution are conjugate points (Petrash et al. 2007). If 

, each ray emitted by a 

source located in one of the foci passes 

through the other after a single specular reflection 

this principle, concentrating solar 

simulators are designed. The light source, reproducing 

Sun emission spectrum, and the target area, e.g. the 

studied material or component, are located at the foci of 

 
of Ellipsoid of Revolution 

contexts, the following 

contribute to reduce 

radiation transfer efficiency, 

light flux that reaches 

Finite area of the emitting light source. 

Absorption phenomena due to the presence of 

light source quartz bulb, source electrodes and 

• Deviation and distortion phenomena due to 

specular dispersion errors of the reflective 

surface. 

• Losses due to rays falling out of the reflector 

shape. 

  

 These conditions affect 

and can not be neglected in the

Their impact in reducing the 

strongly correlated to the features of the emitting 

source, the target shape and, particularly, 

shape and characteristics.   

 Proposed ray-tracing approach analytically studies

the ray trajectories, predicting the global transfer 

performances, given a configuration of the source, 

reflector and target surface. Figure 

step sequence of the proposed

stages where losses in transfer efficiency 

 According to the major literature (Petrash et al. 

2007, Domínguez et al. 2008, Kreuger et al. 2011) the 

light source is assumed to emi

uniformly from its surface. Consequently, the emission 

point, P0, is randomly located

surface. Incident ray direction, 

Lambert’s cosine law distribution

(1) (Steinfeld 1991) 

 

� � � � cos�sin��√�� � √1
 

 where n is the normal direction to the emitting 

surface, in P0, and U a random number drawn from a 

[0,1] uniform distribution. 

electrodes absorption phenomena

introducing two coefficients, i.e. bulb and electrodes 

absorption coefficients, that reduce

and decrease the system transfer efficiency

the light source stage.  

 For each emitted ray, the point of 

the ellipsoidal surface, P1, is computed

the surface shape or in the hole necessary

light source, the ray is lost and the process finishes. 

Otherwise, two possibilities occur. Generally

reflects the ray but, in few

phenomenon occurs and the ray is

this circumstance, modeled considering a proper 

absorption coefficient, the process ends

reflector stage.  

 Considering the reflected rays, the

needs to be estimated. Distortion effect

specular dispersion errors of the ref

affect r vector. As widely discussed by Cooper and 

Steinfled (2011), geometric 

normal vector, k, to the ellipsoid 

identify two angular components of the dispersion error, 

i.e. the azimuthal angular component

circumferential component, 

called, Rayleigh method they

to estimate these angular errors.

 

Deviation and distortion phenomena due to the 

specular dispersion errors of the reflective 

rays falling out of the reflector 

 all the operative contexts 

in the solar simulator design. 

in reducing the system performances is 

strongly correlated to the features of the emitting 

source, the target shape and, particularly, to the reflector 

tracing approach analytically studies 

predicting the global transfer 

configuration of the source, 

target surface. Figure 3 summarizes the 

proposed approach highlighting the 

stages where losses in transfer efficiency occur. 

major literature (Petrash et al. 

2007, Domínguez et al. 2008, Kreuger et al. 2011) the 

light source is assumed to emit isotropic radiation 

surface. Consequently, the emission 

, is randomly located on the whole source 

ay direction, v, is defined following 

Lambert’s cosine law distribution, as expressed in Eq. 

� 1 � �   (1) 

is the normal direction to the emitting 

a random number drawn from a 

 Proper quartz bulb and 

lectrodes absorption phenomena are considered by 

two coefficients, i.e. bulb and electrodes 

absorption coefficients, that reduce the emitted radiation 

the system transfer efficiency, i.e. losses at 

For each emitted ray, the point of intersection with 

, is computed. If P1 falls out of 

or in the hole necessary to install the 

the ray is lost and the process finishes. 

occur. Generally, the mirror 

but, in few cases, an absorption 

s and the ray is not reflected at all. In 

modeled considering a proper 

absorption coefficient, the process ends, i.e. losses at the 

reflected rays, their direction, r, 

istortion effects, caused by the 

specular dispersion errors of the reflective surface, 

. As widely discussed by Cooper and 

geometric surface errors modify the 

to the ellipsoid surface. The authors 

identify two angular components of the dispersion error, 

gular component, ���� , and the 

 ���� . By applying the, so 

y outline proper expressions 

errors. 
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Figure 3: Steps and Losses of the Proposed Ray-Tracing Approach

 

���� � √2 ∙ ���� ∙ √�ln�     (2) 

 

���� � 2��         (3) 

 

 where ����  is the standard deviation of the 

dispersion azimuthal angular error distribution, 

including all distortion effects, and U a random number 

drawn from a [0,1] uniform distribution.  

 As a consequence, to estimate the direction of k, in 

the point of intersection P1, the theoretic normal vector 

k’ needs to be twofold rotated with rotation angles 

equal to ����  and, then,  ���� . ���� 	rotation is around a 

vector orthogonal to the plane where the major ellipse 

lies while the second rotation is around k’. 

 The normal direction to the reflective surface, in P1, 

allows to calculate the reflected ray direction, r, 

according to Eq. (4) (Steinfeld 1991). 

 

� � � � 2 ∙ (� � �) � �       (4) 

 

 The intersection between r and the plane where the 

target lies allows to calculate the coordinates of the 

common point P2. If P2 is inside the target area the ray 

correctly hits the target, otherwise the ray is lost and the 

transfer efficiency decreases, i.e. losses at the target 

stage. This study does not consider multiple reflection 

phenomena.  

 Finally, the distance and mutual position between 

P2 and the ellipsoid focus point allows to study the 

radiative incident flux distribution on the target area. 

 

3. MONTE CARLO SIMULATION 

Several geometric and optic parameters affect the global 

transfer efficiency of solar simulator systems. A list of 

them, classified according to the physical component 

they belong to, is provided in follows. 

Parameters of the light source (generally an high flux 

arc lamp): 

• Shape and dimensions. 

• Emission light spectrum. 

• Emission surface shape and dimensions, e.g. 

sphere, cylinder, etc. 

• Emission direction distribution. 

• Absorption coefficients of quartz bulb and 

electrodes (if present). 

• Interference angle of electrodes (if present). 

 

Parameters of the ellipsoidal reflector: 

• Reflector shape, identified by the two ellipsoid 

semi-axes or by the major semi-axis and the 

truncation diameter. 

• Reflector length, i.e. the distance between the 

vertex, on the major axis, and the longitudinal 

truncation section.  

• Absorption coefficient. 

• Standard deviation of the dispersion azimuthal 

angular error distribution, previously called 

���� . 

 

Parameters of the target surface: 

• Shape, e.g. circular, squared, rectangular. 

• Dimensions. 

• Relative position toward the ellipsoid. 

 

 For a given a set of such parameters, the geometric 

and optical features of the solar simulator are univocally 

identified and the ray-tracing approach, described in 

previous Section 2, can be applied, cyclically, to study 

the system performances, simulating a large number of 

emitted light rays. Furthermore, varying one or several 

of these parameters, through a what-if analysis, the best 

configuration of the whole system can be pointed out.  
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 The authors developed a customized MatLab® 

interface to speed the simulation process, calculate and 

represent the system transmission performances. 

 

3.1. Case study. Design of a small scale solar 

simulator 

The following case study provides an empirical 

application of the described ray-tracing approach and 

Monte Carlo design simulation strategy.  

 A small scale solar simulator is investigated. The 

overall structure of the plant is represented in previous 

Figure 1 and the main functional modules are shortly 

introduced in Section 1. In this context, the effective 

design of the ellipsoidal reflector is analyzed. Both the 

emitting source and target area features are assumed 

constant, while several configurations of the reflector 

shape, corresponding to different sets of parameters, are 

tested and performances compared. 

The considered emitting source is an OSRAM 

XBO® 3000W/HTC OFR Xenon short arc lamp 

(http://www.osram.com) with a luminous flux of 

130000 lumen and an average luminance of 85000 

cd/cm
2
. Other relevant data about the shape of the 

considered high flux lamp are summarized in Table 1 

and shown in Figure 4. 

 

Table 1: Key Features of the Emitting Source Shape. 

Refer to Figure 4 for Notations 

Light Source Parameters 

Lamp length (overall) l1 398mm 

Lamp length l2 350mm 

Lamp cathode length a 165mm 

Electrode gap (cold) eo 6mm 

Bulb diameter d 60mm 

Electrode interference 

angles 

ϑ1 30° 

ϑ2 20° 

 

ϑ1

ϑ2

 Figure 4: High Flux Emitting Source, Structure and 

Notations 

 

The target surface is squared, side length of 50 

mm, and it lies on a plane located on one of the two foci 

of the ellipsoidal reflector, orthogonal to the ellipsoid 

major axis. 

Considering the ellipsoidal mirror reflector, the 

next Table 2 and related Figure 5 summarize all the 

tested scenarios, providing the adopted ranges of 

variation and the considered incremental steps for the 

four following parameters defining the reflector shape 

and optic features: 

• Ellipsoid major semi-axis length,   

• Ellipsoid truncation section diameter, !" 

• Standard deviation of the dispersion azimuthal 

angular error distribution, ����  

• Reflector length, i.e. the distance between the 

vertex, on the major axis, and the longitudinal 

truncation section, # 

 

Table 2: Tested Configurations for the Ellipsoidal 

Reflector. Refer to Figure 5 for Notations 

Reflector Parameters [mm] 

 Min Max Step 

  200 1000 100 

!" 100 2  50 

����  0.005 0.01 0.005 

#  � $ % � !"%/4   50 

   

 

 
Figure 5: Ellipsoidal Reflector, Shape and Notations 

 

The minor semi-axis of the ellipsoid, called ( in 

Figure 5, can be analytically calculated as 

 

( � )∙*+
%$,(%)�,)

     (5) 

 

and it is not a free parameter to define the ellipsoid 

shape. 

Furthermore, a constant mirror absorption 

coefficient of 4% is considered in the analysis. 

3840 scenarios appear and need to be simulated, 

i.e. what-if analysis. For each scenario, - �	5×10
5
 

emitted rays are traced and results collected. 

 

4. CASE STUDY RESULTS AND DISCUSSION 

The following data are collected in all tested scenarios. 

• -), number of rays absorbed by the light 

source (quartz bulb and electrodes). 

• -., number of rays lost due to the presence of 

the hole used to install the light source. 

• -,, number of rays falling out of the reflector 

shape. 

• -/, number of rays absorbed by the mirror 

reflector. 

• -*, number of reflected rays hitting the target. 

• -0, number of reflected rays that do not hit the 

target.
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These data allow to measure the role played by the 

ellipsoidal reflector shape on the global optic 

performances.  

 Furthermore, the following key indices are 

calculated to highlight the impact of the reflector 

features on the solar simulator transfer efficiency. 

• Losses due to the reflector shape, i.e. ellipsoid 

shape, hole and truncation diameters. 

 

  1� �
23425
2�26

    (6) 

   

• Losses due to the optic and distortion effects 

caused by the reflector surface errors. 

 

  1% �
27428

2�26�23�25
   (7) 

 

• Global reflector transfer efficiency. 

 

  9 � (1 � 1�) ∙ (1 � 1%) �
2:

2�26
  (8) 

 

• Statistical distribution of the reflected rays on 

the target surface, i.e. the mean distance ;+ 

and standard deviation �+ of the point of 

intersection between the rays and the target, P%, 

and the ellipsoid focus point. 

 

 Table 3 shows an example of the obtained results 

presenting the twenty best and worst scenarios. In 

addition to previous notations, = indicates the ellipsoidal 

reflector eccentricity, defined as 

 

= � $1 � (%/ %     (9) 

 

and included in the [0,1] range. 

 Figure 6 shows a radiative flux map for the best 

scenario. The squared dashed line identifies the target 

area whereas all dots inside the square are the rays that 

correctly hit the target, while the other dots are the rays 

causing the losses at the target stage (see Figure 3).  

 Values of the global transfer efficiency vary from 

92.407% of the best scenario to 1.072% of the worst 

case. Consequently, a first relevant outcome of the 

analysis is the heavily influence, for solar simulator 

performances, of the reflector design. Considering the 

best scenarios of Table 3, the 1� and 1% loss indices 

have values lower than 9% while the large amount of 

the rays are concentrated close to the target, i.e. mean 

distance between rays and the ellipsoid focus point, ;+, 

close to 10 mm and standard deviation, �+, included 

between [5,13] mm. On the contrary, the main cause for 

the performance decrease are the losses due to the 

reflector shape. With reference to the worst scenarios of 

Table 3, high values of 1�, greater than 93%, are always 

experienced while 1% does not present a regular trend. 

The main reason for these losses is the critic length of 

the reflector, i.e. the parameter #. All worst scenarios 

have very small values for this parameter, e.g. 50 or 100 

mm, so that a great number of the emitted rays are lost 

because they do not hit the mirror reflector. The very 

high value of the number of rays falling out of the 

reflector shape, -,, included between the 80% and 

86%, clearly highlights the main cause for the global 

transfer efficiency decrease. 

  The standard deviation of the dispersion azimuthal 

angular error distribution, previously identified as ���� , 

represents another relevant parameter affecting the 

global performances of the system. As expected, low 

values of ����  correspond to high global transfer 

efficiency values. However, to reduce the standard 

deviation error an increase of the reflector production 

costs is necessary because of the major accuracy 

required during reflector manufacturing and mirror 

surface treatments. The graph in Figure 7 correlates the 

reflector length to the global transfer efficiency for the 

two simulated values of ���� , i.e. 0.005 mm and 0.01 

mm. The obtained values are listed in Table 4.  

 

 
Figure 7: Correlation between the Reflector Length and 

Global Transfer Efficiency for the Two Values of DEFF. 

 

  Results, for the tested two values of the standard 

deviation of the dispersion azimuthal angular error 

distribution, present similarities in the waveforms. Low 

values of the reflector length are associated to very poor                      
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Figure 6: Radiative Flux Map for the Best Scenario. 
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Table 3: What-if Analysis Results. Twenty Best and Worst Scenarios. 

Rank A TD σerr L B ε NA % NH % NL % NR % NT % No % ξ1 ξ2 η MD σD 

1 600 650 0.005 600 325 0.841 65506 13.10% 5585 1.12% 6771 1.35% 16942 3.39% 401501 80.30% 3695 0.74% 2.844% 4.889% 92.407% 8.284 6.387 

2 700 700 0.005 700 350 0.866 65865 13.17% 6287 1.26% 719 0.14% 16935 3.39% 399723 79.94% 10471 2.09% 1.614% 6.416% 92.073% 9.867 7.265 

3 700 750 0.005 700 375 0.844 65477 13.10% 2107 0.42% 5849 1.17% 17211 3.44% 399732 79.95% 9624 1.92% 1.831% 6.291% 91.993% 9.622 7.147 

4 600 600 0.005 600 300 0.866 65943 13.19% 13355 2.67% 702 0.14% 16782 3.36% 399052 79.81% 4166 0.83% 3.239% 4.988% 91.935% 8.521 6.205 

5 600 700 0.005 600 350 0.812 65936 13.19% 1491 0.30% 13675 2.74% 16838 3.37% 398989 79.80% 3071 0.61% 3.494% 4.753% 91.919% 8.077 7.453 

6 500 550 0.005 500 275 0.835 65626 13.13% 12034 2.41% 7907 1.58% 16699 3.34% 396935 79.39% 799 0.16% 4.591% 4.222% 91.381% 6.918 5.108 

7 500 600 0.005 500 300 0.800 65623 13.12% 4064 0.81% 16235 3.25% 16688 3.34% 396752 79.35% 638 0.13% 4.673% 4.184% 91.338% 6.705 5.281 

8 700 800 0.005 700 400 0.821 65424 13.08% 499 0.10% 11629 2.33% 17004 3.40% 396659 79.33% 8785 1.76% 2.791% 6.105% 91.275% 9.462 7.226 

9 600 650 0.005 550 326 0.839 65174 13.03% 5308 1.06% 13451 2.69% 16698 3.34% 395752 79.15% 3617 0.72% 4.314% 4.883% 91.014% 8.298 6.631 

10 700 700 0.005 650 351 0.865 65824 13.16% 6088 1.22% 5619 1.12% 16789 3.36% 395000 79.00% 10680 2.14% 2.696% 6.502% 90.977% 9.868 7.868 

11 700 750 0.005 650 376 0.844 65819 13.16% 1925 0.39% 11180 2.24% 16775 3.36% 394742 78.95% 9559 1.91% 3.018% 6.254% 90.916% 9.661 12.983 

12 600 600 0.005 550 301 0.865 65393 13.08% 13003 2.60% 6290 1.26% 16493 3.30% 394753 78.95% 4068 0.81% 4.439% 4.951% 90.830% 8.508 6.197 

13 800 800 0.005 800 400 0.866 65306 13.06% 2336 0.47% 744 0.15% 17232 3.45% 394171 78.83% 20211 4.04% 0.709% 8.675% 90.678% 11.228 8.321 

14 600 750 0.005 600 375 0.781 65675 13.14% 286 0.06% 21051 4.21% 16654 3.33% 393652 78.73% 2682 0.54% 4.913% 4.682% 90.635% 7.923 10.472 

15 800 850 0.005 800 425 0.847 65715 13.14% 659 0.13% 5146 1.03% 17002 3.40% 392510 78.50% 18968 3.79% 1.337% 8.395% 90.381% 11.004 8.655 

16 600 700 0.005 550 351 0.811 65720 13.14% 1407 0.28% 21106 4.22% 16375 3.28% 392244 78.45% 3148 0.63% 5.184% 4.741% 90.321% 8.074 6.300 

17 700 850 0.005 700 425 0.795 65720 13.14% 211 0.04% 17598 3.52% 16642 3.33% 392119 78.42% 7710 1.54% 4.101% 5.847% 90.292% 9.232 10.141 

18 700 650 0.005 650 326 0.885 65836 13.17% 13360 2.67% 584 0.12% 16704 3.34% 391884 78.38% 11632 2.33% 3.212% 6.743% 90.262% 10.109 7.391 

19 700 650 0.005 700 325 0.886 65749 13.15% 13333 2.67% 512 0.10% 16895 3.38% 391933 78.39% 11578 2.32% 3.188% 6.773% 90.255% 10.112 7.375 

20 500 500 0.005 500 250 0.866 65597 13.12% 24369 4.87% 722 0.14% 16449 3.29% 391887 78.38% 976 0.20% 5.776% 4.257% 90.213% 7.188 6.463 

 
                       

3821 600 450 0.005 50 563 0.346 65447 13.09% 35 0.01% 409130 81.83% 1016 0.20% 24347 4.87% 25 0.01% 94.158% 4.100% 5.603% 53.826 4427 

3822 600 450 0.01 50 563 0.346 65927 13.19% 23 0.00% 408554 81.71% 1053 0.21% 22152 4.43% 2291 0.46% 94.126% 13.116% 5.103% 128.611 23924 

3823 1000 850 0.005 100 975 0.222 65157 13.03% 11 0.00% 411962 82.39% 897 0.18% 21344 4.27% 629 0.13% 94.741% 6.672% 4.908% 92.488 5811 

3824 800 500 0.005 50 718 0.440 65429 13.09% 22 0.00% 412160 82.43% 911 0.18% 21118 4.22% 360 0.07% 94.848% 5.677% 4.860% 43.496 2531 

3825 900 800 0.01 100 873 0.243 65717 13.14% 11 0.00% 406282 81.26% 1085 0.22% 20798 4.16% 6107 1.22% 93.555% 25.695% 4.789% 383.653 150438 

3826 1000 1050 0.01 150 997 0.082 66030 13.21% 8 0.00% 406182 81.24% 1177 0.24% 20351 4.07% 6252 1.25% 93.599% 26.742% 4.689% 199.142 7646 

3827 900 500 0.01 50 761 0.535 65500 13.10% 23 0.00% 407282 81.46% 1145 0.23% 17951 3.59% 8099 1.62% 93.741% 33.992% 4.131% 58.225 2676 

3828 1000 500 0.01 50 801 0.599 65804 13.16% 12 0.00% 403926 80.79% 1218 0.24% 17887 3.58% 11153 2.23% 93.031% 40.885% 4.120% 28.040 65 

3829 800 500 0.01 50 718 0.440 65880 13.18% 27 0.01% 411665 82.33% 937 0.19% 16543 3.31% 4948 0.99% 94.834% 26.240% 3.811% 75.963 5461 

3830 1000 550 0.005 50 881 0.474 66168 13.23% 12 0.00% 415741 83.15% 730 0.15% 16257 3.25% 1092 0.22% 95.833% 10.078% 3.747% 53.311 5468 

3831 1000 850 0.01 100 975 0.222 65330 13.07% 12 0.002% 412098 82.42% 871 0.17% 15910 3.18% 5779 1.16% 94.810% 29.477% 3.660% 256.684 37704 

3832 700 500 0.005 50 674 0.272 65630 13.13% 19 0.004% 419413 83.88% 589 0.12% 14309 2.86% 40 0.01% 96.561% 4.211% 3.294% 71.500 12637 

3833 900 550 0.005 50 837 0.368 65986 13.20% 18 0.004% 420144 84.03% 543 0.11% 12947 2.59% 362 0.07% 96.808% 6.533% 2.983% 55.009 2629 

3834 700 500 0.01 50 674 0.272 65828 13.17% 14 0.003% 418994 83.80% 585 0.12% 12729 2.55% 1850 0.37% 96.507% 16.058% 2.932% 100.957 3266 

3835 1000 550 0.01 50 881 0.474 65808 13.16% 16 0.003% 416421 83.28% 687 0.14% 11242 2.25% 5826 1.17% 95.911% 36.683% 2.589% 91.629 6668 

3836 900 550 0.01 50 837 0.368 65775 13.16% 16 0.003% 420351 84.07% 558 0.11% 9775 1.96% 3525 0.71% 96.809% 29.463% 2.251% 135.650 13985 

3837 1000 600 0.005 50 961 0.277 65848 13.17% 8 0.002% 427627 85.53% 269 0.05% 6052 1.21% 196 0.04% 98.499% 7.135% 1.394% 101.737 18564 

3838 800 550 0.005 50 790 0.156 65524 13.10% 11 0.002% 428332 85.67% 236 0.05% 5867 1.17% 30 0.01% 98.588% 4.337% 1.350% 87.917 8513 

3839 800 550 0.01 50 790 0.156 65207 13.04% 7 0.001% 428814 85.76% 251 0.05% 4882 0.98% 839 0.17% 98.626% 18.252% 1.123% 195.014 16000 

3840 1000 600 0.01 50 961 0.277 65586 13.12% 11 0.002% 427651 85.53% 296 0.06% 4658 0.93% 1798 0.36% 98.446% 31.013% 1.072% 226.342 40309 Proceedings of the European Modeling and Simulation Symposium, 2012
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Table 4: Dependence of I from L and DEFF. 
 

L 

[mm] 

9 [%] 

���� �0.005mm ���� �0.01mm Gap 

50 21.468% 17.227% 4.241% 

100 35.103% 28.149% 6.954% 

150 44.465% 35.948% 8.517% 

200 50.718% 40.766% 9.952% 

250 55.610% 44.188% 11.423% 

300 60.049% 47.626% 12.423% 

350 61.918% 48.110% 13.808% 

400 65.090% 50.614% 14.476% 

450 66.357% 50.201% 16.156% 

500 68.722% 51.918% 16.804% 

550 69.477% 51.042% 18.435% 

600 71.596% 52.595% 19.002% 

650 71.427% 50.988% 20.440% 

700 72.510% 51.780% 20.730% 

750 72.834% 50.592% 22.241% 

800 73.403% 50.979% 22.425% 

850 72.976% 49.454% 23.521% 

900 73.467% 49.773% 23.694% 

950 72.867% 48.299% 24.569% 

1000 72.506% 48.039% 24.466% 

  

performances, i.e. 9 < 30%. Optimal conditions are, 

respectively, for reflector length of 800 mm and 

���� � 0.005 mm and of 600 mm for ���� � 0.01 mm. 

A significant performance increase occurs for values of 

# included in [50,450] mm range, while for higher 

values of the reflector length, i.e. # > 500 mm, the 

global transfer efficiency presents comparable values.  

 Finally, considering the gap between the 

performances in the trends identified by the two values 

of ���� , an increase, from 4.241% to 24.466%, occurs. 

High values of ����  have a crucial impact on the global 

transfer efficiency in presence of high values of #. Long 

reflectors force the emitted rays to cover long 

trajectories from the source to the mirror and, then, 

from the mirror to the target. An error, caused by 

anomalies in the mirror surface, generates an angular 

deviation of the ray path. This deviation is amplified by 

the distance between the mirror and the target. 

Consequently, if # increases the standard deviation of 

the dispersion azimuthal angular error distribution must 

have low values not to significantly reduce the values of 

9. 

Another relevant parameter for the effective mirror 

reflector design is the ellipsoid eccentricity, =, defined 

in previous Eq. (9) and included in the [0,1] range. It 

identifies the mutual position of the vertices and the 

foci. If = is equal to 0 the ellipsoid is a sphere, i.e. 

 � (, values of = between 0 and 1 are for eccentric 

geometries where ( <  . If = � 1 the ellipsoid 

degenerates into a plane and the foci lay upon the 

vertices on the major axis. 

Developed what-if analysis highlights a range of 

optimal values for the ellipsoid eccentricity, to 

maximize the global transfer efficiency, included 

between 0.75 and 0.9, as represented in Figure 8, 

correlating the ellipsoidal mirror eccentricity to the 

values of 9. Each dot represents one of the 3840 

simulated scenario. 

 

 
Figure 8: Correlation between the Ellipsoid Eccentricity 

and Global Transfer Efficiency. 

 

 This outcome may be in contrast to the major 

literature (Steinfeld and Fletcher (1988), Steinfeld 

(1991)) suggesting low values of = to maximize the 

reflector global transfer efficiency. On the contrary, in 

the proposed analysis values of eccentricity close to 

zero generate the worst performances. A reasonable 

explanation for this evidence lies in the adopted 

reflector modeling approach. Literature ray-tracing 

models and related results approximate the reflector 

with an ellipsoid of revolution neglecting both the 

truncation section, i.e. the parameter previously called 

!", and the hole necessary to install the light source. 

The proposed ray-tracing approach includes these two 

elements in the analytical model to provide a realistic 

and accurate description of the physical system.  

 The presence of these elements significantly 

modifies the geometric and optic features of the solar 

simulator introducing the so-called losses at the 

reflector stage (see Figure 3) that significantly 

contribute to the global transfer efficiency decrease, 

especially for the scenarios where # and = assume low 

values (see Table 3). In fact, if = is low the foci are 

located far from the vertices on the ellipsoid major axis 

and close to the geometrical center, i.e. the point of 

intersection of the two axes. In this circumstance, the 

light source, located on one ellipsoid focus point, juts 

out from the reflector profile so that a large number of 

the emitted rays do not hit the reflector surface. The 

lower the reflector length, the higher these losses occur. 

 On the contrary, in eccentric reflectors the light 

source is close to the ellipsoid major axis vertex and a 

lower number of rays are lost. However, very high 
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values of =, i.e. = > 0.9, cause an increase of the losses 

at the reflector stage and a decrease of 9. This is due to 

the presence of the hole for the light source installation. 

A focus point located close to the reflector vertex, i.e. 

eccentric reflector, increases the value of -., i.e. the 

number of rays lost due to the presence of the hole used 

to install the light source, so that, also in this case, the 

global transfer efficiency decreases. As introduced, 

optimal values for the reflector eccentricity are in the 

[0.75,0.9] range. 

 

5. CONCLUSIONS AND FURTHER RESEARCH 

This paper presents a Monte Carlo ray-tracing approach 

facing the effective design of solar simulators. 

Developed model reproduces the trajectories of light 

rays considering the main physical and optic 

phenomena that occur from the source to the target area. 

Ellipsoidal geometries are focused. In particular, the 

solar simulator reflector is a truncated ellipsoid of 

revolution with the light source located on one focus 

and the target area on the other. Proposed ray-tracing 

approach includes the main losses at the source, 

reflector and target stages and affecting the global 

system transfer efficiency.  

 The ray-tracing approach is integrated to a Monte 

Carlo what-if analysis to simulate the performances of 

several reflector geometries. A case study, based on an 

OSRAM XBO® 3000W/HTC OFR Xenon short arc 

lamp, is described simulating 3840 scenarios and 

varying four major parameters, i.e. the ellipsoid major 

axis, the truncation diameter, the reflector length and 

the standard deviation of the azimuthal angular error 

distribution affecting the quality and reflectivity of the 

mirror surface. For each scenario, data about losses and 

the number of rays on target are collected and 

summarized in the three key indices proposed in Eq. (6) 

to (9) together with a statistic analysis of the 

distribution of rays on target. 

 The main outcomes highlight the relevance of the 

proper design of the reflector shape to obtain high 

values of the global transfer efficiency. The gap 

between the best and worst scenarios is higher than 

90%. Furthermore, correlations between the four 

considered parameters is highlighted. As example, high 

values of the reflector length, in presence of high values 

of the standard deviation of the azimuthal angular error 

distribution, amplify the global transfer efficiency 

decrease, while, low values of the ellipsoid eccentricity, 

relating the major axis length to the truncation diameter, 

cause an increase of the lost rays.  

  The obtained parameters, for the best of the 

simulated scenarios, are of 600 mm for both the 

ellipsoid major semi-axis and reflector length, 325 mm 

for minor semi-axis and ����  equals to 0.005 mm. For 

this scenario, the global transfer efficiency is 92.407% 

while the distribution of rays on the target area has a 

mean distance from the focus point of 8.284 mm and a 

standard error of 6.387 mm. 

 Further research mainly deals with a validation of 

the case study results through the development of the 

solar simulator and a trial campaign. To this purpose, 

the authors already purchased the ellipsoidal reflector 

and they are now developing the overall structure of the 

solar simulator to collect experimental data to be 

compared to the Monte Carlo simulation evidences.     
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ABSTRACT 
 Because of the increase of the number of world-
wide manufacturers especially those have their factories 
in Asia and major markets in Europe and the US, the 
lead time of transportation in manufacturers’ supply 
chain is increasing. However, for shippers, status 
information of their container cargos and container 
ships are limited. It prevents the shippers from 
optimizing their logistics operation. Accordingly, the 
authors have developed a global logistics simulation of 
containers based on multi-agent method. The developed 
visualization system enables international 
manufacturers to support logistics management and 
comprehend container transportation. The simulation 
result shows that the proposed system can reduce 
shippers’ logistics cost by 17%. 

 
Keywords: logistics simulation, visualization, supply 
chain, multi-agent simulation, container flow 

 
1. INTRODUCTION 
Since 1990, many of Japanese world-wide 
manufacturers have been developing their production 
sites in Asia. Therefore, the importance of supply chain 
management, which can administrate whole 
procurement process of product from factories to 
consumers, has also been increasing because lead time 
between factories and consumers in distant major 
markets has been increasing. Hence, the use of 
information management system, such as Enterprise 
Resource Planning system, is expanding. 
  However, since the development of factories in 
Asia attributes to long lead time between production 
and consumption places, demand fluctuation in distant 
market causes opportunity losses and dead stocks. This 
problem is caused by unshared information among 
many agents of global supply chain although they 
already implemented information technology in their 
other part of supply chain. Particularly, ocean shipment 
makes it difficult for manufacturers to catch 
instantaneous information of product because they 
receive information indirectly from shipping line and 
third party logistics companies, whereas ocean shipment 
lacks punctuality more than other transportation due to 

the delay by marine condition and offshore queue. This 
fact made manufacturers outsource transportation to 
third party logistics. As a result, information of time 
loss and time fluctuation is less transparent, which is 
unacceptable to factories and vendors. 

To deal with this problem, radio-frequency 
identification device (RFID) has been introduced in 
order to capture real time information of cargo and 
incorporate them in production and transportation plan. 
In fact, there are movements for visualization of cargo 
in many parts of the world. In Japan, Ministry of 
Economy, Trade and Industry conducted an experiment 
of visualizing the transportation between Japan and the 
Netherlands. However, it has not achieved real-time 
visualization of cargo information. Therefore, it is 
necessary to develop a visualization system which 
enables the shippers to share cargo information with 
logistics companies, support their decision making of 
logistics simultaneously and to evaluate the 
effectiveness of the system. 

Existing researches for these problems include 
Supply Chain Management (SCM). Since Oliver and 
Webber (1982) discussed SCM in 1982, many 
researchers have studied production and distribution for 
SCM, such as bullwhip effect and optimum inventory 
policy (Lee et al. 1997). As a recent study, Venu Nagali 
(2008) indicated that quantification of demand and price 
risk enabled Hewlett-Packard to reduce 300 million 
dollars manufacturing cost by proposing three different 
scenarios of risk and contracting suppliers with the 
proposition. Although transportation lead time is 
assumed to be fixed in these researches, Chandra 
Charu(2008) indicated that optimum stock volume and 
procurement volume depend on lead time. Thus, we 
should consider variable lead time in order to 
implement optimum supply chain. 

On the other hand, some researchers had succeeded 
in the reduction of transportation cost by optimizing 
route and fleet of shippers’ firm. As an example of the 
study of transportation network, Sato and Miyata (2006), 
Sato et al. (2007) and Kimura et al. (2008) modeled 
dynamic simulation of transportation and selection of 
lowest total cost route. However, these studies focused 
on only transportation of whole logistics. 
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 Although there are researches of applying RFID,  
most of them are focused on only direct effect, such as 
reduction of labor cost, labor hours, and mistakes by 
labor(Wang and Lin 2007, Chow and Choy 2007).  
There are not so many researches which showed effect 
of RFID on whole logistics. A particular example which 
is focused on the effect of RFID on whole logistics is by 
Bill C. Hardgrave(2008) It reduced the risk of stock 
shortage by implementing RFID in Wal-mart as an 
experiment. Also, Young (2009) demonstrated that 
introducing RFID make it possible for manufacturers, 
distribution centers and retailers to reduce average 
stocks when they can share visible information of 
inventory. However, those researches didn’t include 
visibility of cargo during transportation. 
 As it can be seen in the above researches, 
approaches to manufacturing and retailing, and to 
transporting are separated and they didn’t implement 
dynamic system which supports both shippers and 
shipping firms by integrating information.  Thus, it is 
necessary to develop a system which integrates 
information of both shipper and shipping firms and 
visualizes them dynamically for global manufacturers.  

In this paper, we will accomplish modeling of 
global production, transportation and consumption, and 
visualizing comprehensive container flow which can 
support management of logistics using actual operation 
data of a company. In the system, we consider the stock 
in transportation as well as the stock at the manufacturer 
and retailer because most of the lead time involved in 
logistics is marine transportation. The supposed users of 
the system are shipping firms and shippers. 

In this study, we use actual data of a Japanese 
international electric manufacturer. The company has 
several product models, which are manufactured in 
three Asian areas, and shipped to vendors in North 
America, Europe, Japan, and other Asian countries.  

In order to accomplish the above objective, we will 
construct a multi-agent and time-discrete simulation 
modeling manufacturing, transportation, and vendors 
described in the 2nd chapter, implement visualization of 
shipper’s dynamic logistics, the results of which are 
given in the 3rd chapter, and evaluate validness of the 
simulation in the 4th chapter. 

 
2. MODELLING OF SIMULATION 
 

2.1. Overview of Simulation 
Since there are many agents in global transportations, 
we model each agent in the simulation. We also 
implement time scale in the simulation in order to 
model the dynamic and complex activities in container 
flow as in Figure 1.  By utilizing the simulation of 
container transportation network by Takizawa (2010), 
we implement the multi-agent and time-discrete 
simulation which models international logistics.  
 We divided the simulation into 4 subsystems; 
Database, Operation, Management, and Viewer. 
Database subsystem holds the whole static and dynamic 
data of the system. Operation subsystem consists of 

players of global logistics, such as ports, vendors, and 
container ships and they have their own elements and 
functions. Management subsystem makes decision, such 
as demand forecasting and transportation schedule 
planning.  Viewer subsystem is independent from other 
parts and it visualizes whole flow of container and 
analyzes the time variation of stock. In this system, the 
simulator notifies each subsystem of updating their 
status each time step. After updating all subsystems, 
Simulator increments time step. With synchronizing all 
subsystems, Simulator repeats this loop until the end of 
simulation. 

 

 
Figure 1: Schematic Diagram of Simulation 

 
2.2. Database subsystem 
Database integrates and controls all information of 
production, transportation, and sales. One type of data is 
static data which is necessary to build up elements of 
Operation. The other type of data is dynamic data which 
writes and reads all agents in simulation. Our simulation 
saves latest information in Database, updates 
predictions of logistics and inventory and then supports 
management of logistics. 

Static data includes data of area, factory, vendor, 
port, container ship, road transportation and demand. 
Dynamic data includes estimated container route 
schedule, actual container route schedule, sales 
forecasting and actual sales. 

 
2.3. Operation subsystem 
Operation models company’s logistics in the real world. 
However, it is necessary to discrete each composing 
elements and model them in order to simulate non-
linear event, like logistics. Elements of logistics are 
cargo, container, container ship, road transportation, 
factory, vendor, and port, and the simulator includes 
them. We will construct the simulator by Java, one of 
the object-oriented languages, and define the above 
model of elements as Class, which packages both 
attributes and operations. 

 Cargo class models a group of products in the real 
world, thus, it has only attributes, no operations. 
Attributes are composed of a name of products, density, 
and the number of products.  
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Container class is a unit of cargo when cargo can 
be transported on network, and has only attributes. 
Attributes are composed of a container ID, product list, 
maximum volume, current volume, estimated container 
route schedule, and actual container route schedule. 

Containership class models a link whose concept is 
travelling around nodes in transportation network with 
discrete schedule. The attributes are composed of a 
name of a container ship, schedule list including time 
and place of both departure and arrival, and velocity. 
Operations are composed of updating schedule and 
updating global position.  

Road class is a concept of a link which connects 
two nodes and provides continuous transportation. The 
difference of road transportation and container ship is 
whether their schedule is discrete or successive and the 
schedule is independent or not from clients. Attributes 
are composed of velocity, positions of origin and 
destination, and a container list. Operations are 
composed of updating the global position. In this 
simulation, we assume road transportation as trucks. 

Factory class is a node which manufacture product 
based on plan. Attributes are composed of the global 
position and manufacturing plan. Operations are 
composed of producing, packaging product into 
containers, and loading containers on a link. 

Vendor class is a node which sells products and 
consumes them in later based on daily demand. 
Attributes are composed of the global position and a 
demand list. Operations are composed of consuming 
products and loading containers on a link. 

Port class is a node which is on the way of 
transportation and also handles containers. Attributes 
are composed of the global position and hold a 
container list. Operations are composed of loading and 
unloading container. 

In order to initialize Operation subsystem, 
Management subsystem creates every element when the 
simulation starts.  After simulation started, each element 
acts independently and represents complex container 
flow for the following. 

 
1. Each factory produces a product in each time 

step and packages it into a container. 
2. Road transportation delivers the container to a 

port. 
3. The port loads the container on a container 

ship when it stopped the port. 
4. After the container ship reached the destination 

port, the destination port unloads the container 
and delivers it to the vendor, the destination, 
by road transportation. 

5. Upon arriving at the vendor, the container is 
unpacked and consumed on the time of 
demand. Products will disappear from the 
simulation when they are consumed. 

  
2.4. Management subsystem 
Management subsystem models a scheme that shippers 
make a decision of future logistics based on the past 

records and simultaneously order plans to Operation 
subsystem. Thus, it has 4 functions; prediction of 
demand, planning of transportation, planning of 
production, and ordering plans. 

In this study, we assume that the prediction of 
demand is accurate. When we have to consider the 
limited accuracy of prediction in the future study, we 
will apply non-linear sales forecasting which predicts 
future demands based on the past records in the 
simulation as indicated by Tanaka (2010). 

Planning of transportation has three steps. Firstly, 
we detect practical transportation in order to limit the 
number of searching results of schedule. Since 
calculating every available schedule consumes much 
time and thus is unrealistic, we exclude the schedule 
which transit via hub ports.  Secondly, we creates 
possible schedule by selecting several transportations 
between origin and destination, then calculate lead time 
and fee of transportation. Thirdly, we examine each 
schedule by the sum of fee and multiplication of lead 
time and time value. The optimum schedule is defined 
as minimum sum of the above. 

In this study, planning of production is assumed to 
be deadline list of daily production which is calculated 
by planning of transportation and based on delivery 
date. 

Ordering plans is a function which submits all the 
results of the decisions by Management subsystem to 
Operations subsystem. 

 
3. VISUALAIZATION OF INTERNATIONAL 

CONTAINER FLOW 
 

3.1. Visualization for supporting global 
manufacturing companies 

Visualization which enables us to comprehend whole 
stock in a supply chain instantaneously can assess 
accurate stock and accomplish avoiding dead stocks and 
opportunity loss, and securing the most effective 
transportation route. 

In this system, we implemented the following 
visualization methods developed by Nomura (2008) and 
Chou (2008).  
  
3.1.1. Time series analysis 
 Figure 2 is an example of time series analysis of stock, 
arrival and sales of a certain product at a certain vendor. 
The upper graph is the time history of stocks in the 
inventory, and the lower graph is that of accumulated 
stocks. The red vertical line indicates current time and 
the right part of the line indicates the predicted future 
behavior. It is possible because we can visualize the 
future state by sharing information of containers in 
transportation and of prediction at the vendor. In 
addition, the accumulated curve enables us to assess the 
characteristic of a demand trend for each product model 
easily after the sales started. This information is useful 
for sales forecasting. As a result, this analysis may help 
us to avoid ordering ineffectual production plan because 
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managers of manufacturers are able to see future stock 
and characteristics of selling. 
 
3.1.2. Shipping lead time analysis 
Figure 3 is an example which visualized stock in 
transportation with the same route. Colors show the 
time of places where containers have stayed, such as 
factory, port, and ocean. The horizontal line is ordered 
by the manufacturing time of each container. This 
analysis may help planning of production and 
transportation by assessing the dead stock based on 
manufacturing time and assessing characteristic of lead 
time each year. 

 
3.1.3. Tracing analysis 

Figure 4 shows an example of tracing analysis of a 
product for a vendor in order to assess stock in 
transportation based on their time of manufacturing. 
Each graph shows the progress of stock of the place, in 
order of process of logistics.  Each layer is colorized by 
the week when they were produced. Therefore, when 
we find overstocking, it is easy to detect when the 
excessive group was produced and which part of 
logistics caused the problems. In general, the fast 
decrease of the thickness in a layer indicates fast 
turnover rate of the product. On the contrary, if a certain 
layer keeps its thickness longer time, we can easily 
assess whether the problem came from transportation, 
like emergent air transport, or came from the wrong 
production plan in the factory. 

 
3.2. Visualization of container flow on globe 
 In the previous section, we visualized progress of stock 
at each place from upper stream to lower stream of the 
supply chain. In this section, we will visualize both a 
position and volume of cargo in transportation. 

Figure 5 is an example of visualizing all of 1049 
container ships, and volume of products in logistics on a 
plain map. This allows assessing the whole container 
ship and products on the earth instantaneously. 

However, visualization on a plain map is not 
always informative for global manufacturers and marine 
transporters because long distance ocean routes are 
distorted and containers and ships look congested on the 
plain map. To solve this problem, we visualized on the 
globe as in Figure 6. The state of the simulation is 
displayed on Google Earth simultaneously.  On the 
globe, ship routes are displayed correctly and more 
information are intuitively comprehensible. In fact, both 
of Figure 5 and Figure 6 are animation and displayed 
simultaneously during simulation. 

Unfortunately we cannot demonstrate yet, we can 
propose several solutions which is beneficial both for 
manufacturers and shipping firms. For instance, 
implementing several global manufacturers makes it 
possible for both manufacturers and shipping firms to 
optimize fleet schedule based on future gross 
transportation. If one manufacturer has enough 
containers to charter container ships, marine 

transporters can optimize lead time and the number of 
ships based on the trend of products and time-value.  

 

 
Figure 2 : Time Series Analysis of Stock (An Example 
of the Vendor in North America) 

 

 
Figure 3 : Analysis of Shipping Lead Time of Each 
Container (An example of the Electronics Product) 

 
4. EVALUTATION OF SIMULATION 
 

4.1. Premises of evaluation 
To verify the system, we evaluate our simulation by 
examining the Japanese electric company’s actual 
logistics data. In the actual data, they have lots of dead 
stocks and inappropriate transportation schedule. 

According to our assumptions for this evaluation, 
our simulation implemented prediction of demand in 
Management subsystem. Moreover, one effect of 
visualization, transparency of information by sharing 
logistics data with factories, transporters, and vendors, 
is quantitatively assessable. However the other effect of 
visualization, optical comprehension, is qualitative.  
Thus, we evaluate the former effect of visualization, 
sharing information and optimizing network.  

Shipper’s loss of each product is defined as sum of 
transportation fee C and multiplication of lead time Tt 
and time value V. Therefore, shipper’s loss of actual 
data Lactual is defined as equation 1, and shipper’s loss of 
simulation Lsim is defined as equation 2. In this case, the 
interval of simulation t_end is 2 years and C is either 
ocean tariff or air tariff. In actual data, the number of 
production and sales is different because demand 
prediction is not accurate and there are many dead 
stocks. On the other hand, the number of production and 
sales is same in simulation because we assumed 
demand prediction is accurate. Therefore, we must 
adjust the difference of number in order to major the 
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effect of planning transportation by visualization. V is 
decreasing 0.37[USD/Day], according to Sato (2006). 
The areas of vendors we have examined are Asia, 
Europe, and North America. 
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Figure 4 : Tracing Analysis of Shipping Stock (An 
Example of the Electronics Product; China to North 
America)  

 

 
Figure 5 : Visualization of International Logistics on 
Plane Panel 

 

 
Figure 6: Visualization of International Logistics on 
Google Earth 
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4.2. Result of evaluation 
The result based on equation 1 and 2 is shown in Figure 
7. While Asian sales areas has improved only by 8%, 
North American sales area has improved by 16%, and 
European sales area has improved by 20%.  Converting 
to the amount of money, reduction of shipper’s loss in 
Asian area was 2.7 million USD, reduction of shipper’s 
loss in North America was 22 million USD, and 
reduction of shipper’s loss in Europe was 14.5 million 
USD. The reason why European logistics improved 
most is that they have longest distance between 
factories in Asia and vendors in Europe. Thus, the 
optimization of transportation was effective in long 
distance logistics because high air tariff was replaced 
with cheap ocean tariff and ocean lead time become 
shorter. In total, shipper’s loss was decreased by 16% 
and 39.3 million USD.  

Summing up, we demonstrated the validity of the 
visualization of simulation by reducing shipper’s loss, 
which is achieved by optimized transportation planning 
through transparent information between factories, 
transportations, and vendors. 

 

 
Figure 7: Difference of Shipper’s Loss of Cost and 
Time-value for Each Sales Area 
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5. CONCLUSION 
We developed and visualized the system which models 
global logistics and supports management for 
manufacturers. Evaluation of simulation by actual data 
leads us to conclude that visualization of logistics 
makes it possible to reduce manufacturers’ loss. 
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ABSTRACT 
In E-commerce environments software agents are used 
in automated negotiations. When agents communicate 
they do not necessarily use the same vocabulary or 
ontology. However, if they want to interact successfully 
they must find correspondences between the terms used 
in their ontologies. This paper proposes to enhance 
agent-based electronic markets with a set of ontology-
services to facilitate communication between agents. 
However, humans tend to be reluctant to accept other’s 
conceptualizations/ontologies. For that they must be 
convinced that a good deal can be achieved. In this 
context, the application and exploitation of trust 
relationships captured by social networks can result in 
the establishment of more accurate trust relationships 
between businesses and customers, as well as the 
improvement of the negotiation efficiency. 

 
Keywords: agent based simulation, electronic markets, 
ontology mapping negotiation, social network analysis 

 
1. INTRODUCTION 
In an efficient agent-mediated electronic market, where 
all the partners, both sending and receiving messages 
have to lead to acceptable and meaningful agreements, 
it is necessary to have common standards, like an 
interaction protocol to achieve deals, a language for 
describing the messages’ content and ontologies for 
describing the domain’s knowledge  (Hepp, 2008) 
(Fensel, et al., 2001) (Obrst, et al., 2003). 

The need for these standards emerges due to the 
nature of the goods/services traded in business 
transactions. The goods/services are described through 
multiple attributes (e.g. price, features and quality), 
which imply that negotiation processes and final 
agreements between sellers and buyers must be 
enhanced with the capability to both understand the 
terms and conditions of the transaction (e.g. vocabulary 
semantics, currencies to denote different prices, 
different units to represent measures or mutual 
dependencies of products). 

In order to provide an answer for this need we 
developed the AEMOS system - Agent-Based 
Electronic Market with Ontology-Service System, a 
multi-agent market simulator with ontology services. 

The AEMOS system is an innovative project 
(PTDC/EIA-EIA/104752/2008) supported by the 
Portuguese Agency for Scientific Research (FCT). 

The system proposes an ontology-based 
information integration approach, exploiting the 
ontology mapping paradigm, by aligning consumer 
needs and the market capacities, in a semi-automatic 
mode, improved by the application and exploitation of 
the trust relationships captured by the social networks.   

In this paper we give a brief introduction to the 
AEMOS system model (Section 2) detailing the 
Ontology Services component (Section 3). We then 
present the social network component (Section 4) 
illustrating how agents exploit social network 
information in combination with the meta information 
captured during the agent's business interactions. 

 
2. AEMOS SYSTEM 
AEMOS includes a complex simulation infrastructure; 
able to cope with the diverse time scales of the 
supported negotiation mechanisms and with several 
players competing and cooperating with each other. In 
each situation, agents dynamically adapt their strategies, 
according to the present context and using the 
dynamically updated detained knowledge (Viamonte, et 
al., 2006). 

AEMOS is flexible; the user completely defines 
the model he or she wants to simulate, including the 
number of agents, each agent’s type, ontologies and 
strategies. This infrastructure is detailed in (Viamonte, 
et al., 2011). 

 
2.1. Multi-Agent Model 
The model includes several types of agents divided into 
two main groups namely, external agents and internal 
agents. The external agents are agents whose behavior 
is intended to be simulated and studied. The main types 
of external agents are: Buyers (B) who are agents 
representing consumers; and Sellers (S) who are agents 
representing suppliers. 

The internal agents are the ones who support the 
communication and negotiation between external 
agents. The main internal agents are: the Market 
Facilitator (MF) that is responsible for the information 
integration process in the message exchange between 
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external agents. It is an intermediate agent during the 
negotiation process that ensures, or tries to ensure that 
both parties are able to understand each other; the 
Ontology Mapping Intermediary (OM-i) that is 
responsible for the ontology mappings' management 
and for the ontology's instances translation process. 
This agent is able to propose ontology mappings and to 
translate ontology's instances when requested; and the 
Social Network Intermediary (SN-i) that is the agent 
responsible for the discovery of agents’ trust (or 
proximity) relations captured through social network 
analysis techniques applied on the market information. 
This agent is able to support the OM-i agents on their 
tasks and to advise external agents about proposed 
ontology mappings or negotiating partners. 

In other to participate in the market, an external 
agent must register first, indicating the ontologies it 
uses and, optionally, its personal data and preferences. 
 
2.2. The Negotiation Model 
The negotiation protocol used in AEMOS is bilateral 
contracting where B agents are looking for S agents that 
can provide them with the desired products at the best 
conditions. 

Negotiation starts when a B agent sends a request 
for proposal (RFP). In response, a S agent analyses its 
own capabilities, current availability, and past 
experiences and formulates a proposal (PP). On the 
basis of the bilateral agreements made among market 
players and lessons learned from previous bid rounds, 
both agents revise their strategies for the next 
negotiation round and update their individual 
knowledge module. 

The negotiation protocol has three main actors: B 
agents, S agents and MF agent. Both agents, B and S 
may seek advice with a SN-i agent in order to decide 
about the acceptance/formulation of a proposal. 

When a deal is closed, the B agent is expected to 
perform the payment, and the S agent the delivery, 
according to the CBB model (Runyon & Stewart, 
1987). Then, when the transaction is completed, both 
agents are invited to evaluate the whole process (i.e. 
rate the negotiation partner and, if it’s the case, the used 
ontology mappings). 

If some agent frequently fails to close a deal or 
perform the payment or delivery, the negotiating partner 
can express its dissatisfaction with the agent, sending a 
declaration of depreciation with the agent’s behavior to 
the MF agent. On the other hand, if an agent has a 
history of satisfactory interactions with another agent, it 
can express its satisfaction by sending a declaration of 
appreciation with the agent’s behavior to the MF agent. 
 
3. THE ONTOLOGY-SERVICES COMPONENT 
To provide a transparent semantic interoperability 
between all e-commerce actors, AEMOS has an 
ontology-services infrastructure whose system 
architecture recognizes three new types of actors: the 
Ontology Matching Service (OM-s) agent that is able to 
specify an alignment between two ontologies based on 

some ontology matching algorithm. There are several 
OM-s on the marketplace, each one providing the same 
service but based on distinct matching approaches  
(Euzenat & Shvaiko, 2007); the Ontology Matching 
Information Transformation (OM-t) agent that is 
responsible for transforming any information 
represented according to one ontology (i.e. source 
ontology) to information represented according to a 
target ontology, using an already specified alignment 
between those two ontologies; and the Ontology 
Matching Repository (OM-r) agent that registers the 
agreed ontology alignments specified between agents’ 
ontologies. These alignments are applied to enable 
further agents’ interactions. 

These actors deploy a set of relationship types 
whose goal is to automate and improve the quality of 
the results achieved in the e-commerce transactions.  

 
3.1. The Integration Protocol 
Considering the previous descriptions, a more complete 
and complex protocol is now detailed, including the 
OM-i and SN-i agents in the system, Figure 1. 

 

 
Figure 1: The Integration Protocol 

 
The integration starts when a B agent sends a 

request for proposal message to the MF agent. In 
response, the MF tries to find possible S agents for the 
request by selecting the ones using the same ontology as 
the B agent or an ontology with known 
correspondences. 

When B and S use different ontologies the OM-i 
starts the ontology mapping specification process, with 
the support of other entities, including matching agents, 
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ontology mapping repositories and SN-i. SN-i is 
responsible for retrieving the relevant information from 
ontology mapping repositories and social networks. Past 
similar ontology mapping experiences undertaken by 
agents with trust relationships with B and S will be used 
by SN-i to compile the social network repository 
information. Because the request for this information is 
the exclusive responsibility of OM-i, both B and S are 
advised to perform a similar verification (eventually 
using other SN-i) once the ontology mappings are 
submitted for negotiation. 

At the ontology mapping negotiation, both B and S 
decide about their interest in negotiating with the 
proposed partner and the ontology mappings that are 
preferred. The decisions are sent to the OM-i who will 
check for a possible agreement. If an agreement is 
found both B and S are required to confirm their 
acceptance. 

Despite the fact that Figure 1 represents only the 
acceptance scenario, a rejection scenario is also 
possible, in which case no further interaction will occur 
between B and S. In case the mapping is accepted, MF 
resumes the protocol by requesting to OM-i the RFP 
data transformation. Using the ontology mapping 
document, RFP data represented according to B’s 
ontology is transformed into data represented according 
to S’s ontology. The transformed data (RFP’) is 
forwarded to S, which will process it and will reply to 
MF. MF will then request the transformation of the 
proposal data (P) and will forward the transformed 
proposal (P’) to B. B processes it and will accept or 
formulate a counterproposal (CP). As illustrated, once a 
mutually acceptable ontology mapping is established 
between B’s ontology and S’s ontology, all messages 
exchanged between B and S through MF are forwarded 
to OM-i for transformation. 

Notice that Figure 1 represents one single S agent 
in the system, but in fact multiple S agents capable of 
replying to the request may exist in the marketplace. In 
such case, the system would replicate the previous 
protocol for as many capable S agents. 

 
4. THE SOCIAL NETWORK COMPONENT 
During the simulation, information about the market, its 
participants and their interactions is collected and 
maintained. This information is then provided to SN-i 
agents who apply social network analysis techniques 
(Wasserman & Faust, 1994) in order to capture 
proximity relations between agents.  This knowledge 
allows the improvement of the market’s functioning by 
supporting agents on their decisions. 
 
4.1. Relationship Graph Building 
A SN-i agent starts by building the agent’s relationship 
graph by comparing each agent to all others, 
determining the existence and intensity of relations 
between pairs of agents. For each pair of agents, the 
SN-i evaluates: 
 

• The similarity between their attributes 
(normally, personal data or preferences 
provided during the registration phase); 

• The similarity of their actions (rating ontology 
mappings, rating other agents, declarations 
about other agents); 

• The existence of appreciation relations 
between them (relation that exists when one of 
the agents declared appreciation or 
depreciation with the other’s behavior). 

 
The intensity of the relationship between the pair 

of agents results from the weighted average of the 
values obtained for each of these evaluations. 
 
4.1.1. Agents’ Attributes Similarity Evaluation 
To evaluate the similarity of attributes, the SN-i extracts 
properties of the information provided by both agents 
during their registration on the market, normally 
personal data and preferences. There are different types 
of properties that can be characterized by the type of 
value, namely discrete (e.g. marital status) or 
continuous (e.g. age), and the number of times they can 
be declared by an agent, namely functional (only one, 
e.g. marital status) or non-functional (e.g. trusted 
community). 

The value of similarity for a continuous property 
can be obtained by  (Wu, et al., 2007):  
 

���������	
��
, �, �� = 1 − |���������|
����������	���  (1) 

 
Where a and b are the analyzed agents, p is the 

evaluated property, p(a) and p(b) are the values of the 
property p for agents a and b respectively, max(p) is the 
maximum limit for property p and min(p) is the 
minimum limit. Following the same conventions, now 
with p(a) and p(b) representing the set of values of the 
property p for agents a and b respectively, the similarity 
value of a discrete functional property is given by (Luz, 
2010): 
 
discFuncPropEval(a,b,p) 

        = �1: |��
� ∩ ����| > 0
0: ��ℎ$�%&'$  

(2) 

 
The similarity value of a non-functional discrete 

property is given by (Luz, 2010): 
 

(&'�)��*+�������	
��
, �, �� = |����∩����|
|����∪����|  (3) 

 
SN-i will compare each property that is declared 

for both agents. The result of this evaluation is obtained 
by averaging all calculated values. 
 
4.1.2. Agents’ Actions Similarity Evaluation 
For the evaluation of similarity of agents’ actions, the 
SN-i considers the following actions: (i) rating an 
ontology mapping; (ii) rating an agent; and (iii) 
declaring appreciation/depreciation with an agent’s 
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behavior. SN-i starts by checking if both agents 
performed the same type of action over the same 
market’s element (ontology mapping or agent), and if 
so, checks if they performed it in a similar way (e.g. if 
both agents gave a positive rating to a determined 
agent).  

For this evaluation it is applied a similar approach 
to the one used for non-functional discrete properties, 
considering as a property an action performed over 
some market’s element. SN-i will calculate the 
similarity of each action performed over the same 
element and then the final value of this evaluation is 
obtained by averaging all calculated values. 
 
4.1.3. Agents’ Appreciation Relations 
The appreciation relations correspond to the declaration 
of appreciation or depreciation with an agent’s 
behavior. The agent includes a value in this declarations 
that determines if it’s a declaration of appreciation 
(positive value), or depreciation (negative value), and 
its intensity (e.g. a high negative value represents a high 
level of dissatisfaction). The result of the evaluation of 
appreciation/depreciation relations corresponds to the 
average of the values attributed in the declarations. If no 
relation exists the value is zero. 
 
4.1.4. Resultant Relationship Graph 
SN-i obtains a value for each of the three evaluations 
mentioned above (Sections 4.1.1, 4.1.2 and 4.1.3), and 
the relationship intensity value corresponds to the 
weighted sum of these values.  

After repeating the process for all pairs of agents a 
relationship graph is obtained, where each node 
represents an agent and each edge represents a relation 
between two agents. The resultant graph is directed, 
weighted and signed, meaning that each relation is 
directed (not bidirectional), has an intensity value 
associated which might be positive or negative.  

The graph is updated when new information is 
provided and is consulted when necessary. 
 
4.2. SN-i Functionalities 
As illustrated in Figure 1, an SN-i agent may receive 
two types of requests: 
 

• Request to evaluate a set of ontology mappings 
for a pair of agents: in Figure 1, request 
ReqMappingsRating(B,S,Ms), where Ms 
corresponds to the list of ontology mappings to 
evaluate for a given pair of agents, namely B 
and S agents; 

• Request to advise an external agent about the 
use of an ontology mapping and/or the 
negotiation with a proposed partner: in Figure 
1, requests ReqAdviceAboutSAndMs(S,RMs) 
and ReqAdviceAboutBAndMs(B,RMs), where 
RMs is the list of ontology mappings to 
evaluate for the agent that performed the 
request, and S and B correspond to the agents 
that should be evaluated. 

 
In order to fulfill these requests, the SN-i should be 

able to: 
• Determine the confidence value of the 

proposed ontology mapping for an agent, or 
pair of agents; 

• Determine the level of trust that an agent 
should have with the proposed negotiating 
agent. 

 
4.2.1. The Confidence Value of an Ontology 

Mapping for an Agent 
The confidence value of an ontology mapping (M) for 
an agent a is obtained considering the (i) evaluation of 
the ontology mapping information taking into account 
the agent’s preferences (mapInfoEval(a,M)), (ii) the 
ratings of the ontology mapping given by agents that 
have a relationship with the analyzed agent 
(relAgtsRateEval(a,M)) and (iii) the rating given by the 
agent itself (rate(a,M)): 
 
mappingTrustValue(a,M) = 
        α.mapInfoEval(a,M) + 
        β.relAgtsRateEval(a,M) + 
        γ.rate(a,M) 

(4) 

 
where α, β and γ are the weights attributed to each 

evaluation. 
For the evaluation of the ontology mapping 

information a simple approach is followed: 
 
mapInfoEval(a,M) = 
        δ.mapMetricsEval(M) + 
        ε.prevPerformanceEval(M) + 
        ζ.relEntitiesEval(a,M) + 
        η.valuedPropEval(a,M) 

(5) 

 
where δ, ε, ζ and η are the weights attributed to 

each evaluation, and: 
 
• The ontology mapping metrics, i.e. 

mapMetricsEval(M), is given by the 
percentage of covered concepts and properties 
of the agent’s ontology, and the average 
percentage of properties mapped by concept: 
 

mapMetricsEval(M) = 
        mappedConceptsPercent(M) + 
        mappedPropertiesPercent(M) + 
        avgMapPropByConceptPercent(M) 

(6) 

 
• The previous performances of the ontology 

mapping, i.e. prevPerformanceEval(M). In this 
case some historic information about the prior 
usage of the ontology mapping, namely the 
average loss of information during the 
transformation process (avgLossInfo(M)), can 
be considered: 
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prevPerformanceEval(M) = 
        1 – avgLossInfo(M) 

(7) 

 
• The ontology mapping related entities (i.e. the 

communities responsible for its creation and 
maintenance) comparing with the ones the 
agent trust. relEntitiesEval(a,M) is given by 
the sum of the weight attributed by the agent to 
the trusted entities that are related to the 
mapping (CE(a,M), meaning common entity 
between a and M). This value is then divided 
by the sum of the weights of all entities that the 
agent trusts (TE). If no weight is attributed it is 
considered to be 1: 
 

relEntitiesEval(a,M) = 
∑./0123��,45��,6��
∑./0123��,75�  (8) 

 
• The ontology’s concepts or properties covered 

by the mapping, comparing with the ones 
valued by the agent, i.e. valuedPropEval(a,M). 
It is given by the sum of the weights attributed 
by the agent to the properties/concepts that are 
both valued by the agent and covered by the 
mapping (CP(a,M)), divided by the sum of the 
weight of all properties/concepts valued by the 
agent (VCP): 
 

valuedPropEval(a,M) =	∑89�:;<��,4=��,6��∑89�:;<��,>4=�  (9) 

 
To evaluate the ratings given by related agents, the 

SN-i consults the relationship graph, selecting the 
agents with closest relations (i.e., relations with higher 
positive value) with the analyzed agent who rated the 
ontology mapping. The SN-i can continue searching the 
graph for related agents until the obtained information is 
considered sufficient. The value of the analysis is given 
by the average of the ratings (rate) made by the related 
agents (RA), weighted by the intensity of its relation to 
the agent (relVal). 

 

relAgtsRateEval(a,M) =	∑ ?9@A�@��,��.?�<9��,6�C∈EF
∑ ?9@A�@��,��C∈EF

 (10) 

 
By considering the information about the ontology 

mapping, and not only the evaluations made by the 
related agents, the cold start problem (a typical problem 
of collaborative recommendation systems that rises 
when an item, here an ontology mapping, has no 
previous evaluations) does not occur. The historic 
information about ontology mapping’s performance, 
namely average loss of information during the 
transformation process, enables a fair comparison 
between those ontology mappings that contemplate only 
a relatively small part of an ontology (that in the current 
context is usually the only part that is relevant) with 
those who have a higher coverage but the same relevant 
parts. 
 

4.2.2. The Confidence Value of an Ontology 
Mapping for a Pair of Agents 

When SN-i receives a request to evaluate a set of 
ontology mappings for a pair of agents, the process 
described above (Section 4.2.1) is repeated for each 
mapping for each of the two agents, i.e., for a pair of 
agents, namely agent a and agent b, SN-i calculates the 
confidence value of each mapping M for agent a 
(mappingTrustValue(a,M)) and for agent b 
(mappingTrustValue(b,M)), and the confidence value of 
the mapping M is obtained by averaging the calculated 
values: 

 
mappingTrustValue(a,b,M) = 
        (mappingTrustValue(a,M) + 
         mappingTrustValue(b,M)) / 2 

(11) 

 
4.2.3. The Level of Trust an Agent Should Have 

with another Agent 
The level of trust that an agent should have with another 
(confidence value of the relation) is determined in a 
similar way to the previously described for the ontology 
mapping. In this case the SN-i considers the ratings that 
the agents closest to the one that performed the request 
gave to the agent that is being analyzed 
(relAgtsAgtEval) and the one given by the agent itself 
(rate). It also considers the existence and intensity of a 
relation between the requester and the analyzed agents 
(relVal). The metric can be represented as: 

 
agentTrustValue(a,b) = 
        λ.relVal(a,b) + 
        µ.relAgtsAgtEval(a,b) + 
        σ.rate(a,b) 

(12) 

 
where a is the agent that performed the request, b 

is the agent being analyzed, and λ, µ and σ are the 
weights attributed to each component. The evaluation of 
the related agents’ ratings of agent b can be obtained by: 

 

relAgtsAgtEval(a,b) = 
∑ ?9@A�@��,G�∗?�<9�G,��I∈EF

∑ ?9@A�@��,G�I∈EF
 (13) 

 
When an agent seeks advice about another, some 

information like (i) the tendency of the agent’s ratings 
(i.e. if the rates given by other agents are stable, 
increasing or decreasing), (ii) the agent’s prestige 
(obtained through the analysis of its positive relations), 
and (iii) the agent’s global and local satisfaction 
(obtained through the analysis of the transactions’ 
negotiation both with the requester agent and with all 
agents) can be very important, and should be provided 
as additional information about the agent. 

Some evaluations (represented by equations 4, 5 
and 12) have weights associated to each component that 
allows differentiating its relevance to the final value. 
These weights are defined by the user at the simulation 
configuration. 
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5. CONCLUSIONS 
New generation of e-commerce applications allows e-
commerce actors (represented by software agents) to 
adopt different ontologies to describe their universe of 
discourse, their needs and their capabilities, raising an 
heterogeneity problem that is seen as a corner stone for 
interoperability, namely for communication. Therefore, 
to achieve a consistent and compatible communication, 
agents need to reconcile their vocabularies, through an 
ontology matching process, resulting in the alignment 
of their ontologies. While in several domains of 
application the alignment specification can be done in 
design-time, e-commerce scenarios require that 
alignment specification is done in run-time since e-
commerce actors have no prior knowledge of the other 
actors with whom they will interact. 

AEMOS relies on the conviction that the 
marketplace must provide a technological framework 
promoting and enabling the semantic integration 
between parties through the use of ontology matching. 
Yet, it is our conviction that the marketplace must 
encourage agents to play an important role in the 
required matching process. Even though, that cannot be 
a mandatory issue and therefore the marketplace must 
be equipped to deal with agents having different 
ontology matching capabilities. It is envisaged that by 
taking part in the matching process agents may become 
more confident in the underlying communication 
process and in face of that consider the e-commerce 
exchanged data (e.g. RFP and PP) more reliable (safe) 
and consequently become more proactive in the 
marketplace. 
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ABSTRACT 

This paper specifies a Decision Support System 

(DSS) devoted to manage Intermodal Transportation 

Networks (ITN). With the aim to support decision 

makers in the management of the complex processes in 

the ITN, we describe the architecture of a DSS and its 

main components. In order to obtain a generic DSS, we 

employ the Unified Modeling Language (UML) to 

describe the components and the architecture of the 

DSS and we apply the solutions based on Service 

Oriented Architecture, the simulation drivers and 

window services.  

 

Keywords: Decision Support System, Intermodal 

Transport Network, Unified Modeling Language, 

Simulation. 

 

1. INTRODUCTION 

An Intermodal Transportation Network (ITN) is defined 

as a logistically linked system integrating different 

transportation modes (rail, ocean vessel, truck etc.) to 

move freight or people from one place to another  in a 

timely manner (Boschian et al. 2011; Crainic and Kim 

2007; Macharis and Bontekoning 2004). There is a 

great availability of various alternative means and 

routes and so the complexity of ITN is continuously 

increased. On the other hand  the availability of the new 

Information and Communication Technologies (ICT) 

that could be used  to support the  Decision Makers 

(DM) and the huge amount of acquired information, 

require the development of new models and methods for 

decision support (Coronado et al. 2009, Giannopoulos 

2004). It is widely accepted that  ITN decision making 

is a very complex process, due to the dynamical and 

large-scale nature of the intermodal transportation 

chain, the hierarchical structure of decisions, as well as 

the randomness of various inputs and operations. 

Researchers have followed similar approaches from 

other application areas (e.g., production processes), and 

they have identified different hierarchical/functional 

levels for transportation systems (Dotoli et al. 2009, 

Caris, Macharis, and Janssens 2008). More precisely the 

levels are the following: a) the strategic level, related to 

the long-term definition of the transportation network, 

to the selection of the different transportation modes 

and to the evaluation of the feasible flows (capacities of 

the nodes and of the arcs); b) the tactical level, related 

(on a middle-short term) to the management of logistic 

flows connected to the information flow and to the 

transportation network that is topologically and 

dimensionally defined at the higher (strategic) level; c) 

the operational level, including real-time decisional 

processes that concern the resource assignment, the 

vehicle routing definition, and so on. In particular, 

assuming a real time availability of the information 

regarding the conditions of the network (like 

unexpected requests of transportation, variations in the 

availability of the transportation system, road conditions 

and traffic flows), operational decisions should be taken 

in a dynamic context. 

Since intermodal transportation is more data-

intensive than conventional transportation means, the 

modern ICT tools help to produce, manipulate, store, 

communicate, and/or disseminate information and 

provide useful information about the state of the system 

in real time and therefore manage and change on-line 

paths, vehicle flows, orders and deliveries. Dotoli et al. 

(2009) proposed an integrated system that is based on a 

reference model and a simulation module to support the 

decision making process. The integrated system tracks 

the state changes from the real ITN and evaluates 

performance indices typical of the tactical and real time 

management, such as utilization, traffic indices and 

delivery delays (Viswanadham, 1999). 

This paper takes into account the integrated system 

proposed in (Dotoli et al. 2009), and it specifies a 

Decision Support System (DSS) devoted to manage 

ITNs for taking tactical decisions, i.e., in an off-line 

mode, and operational decisions, i.e., in real time. 

Indeed, due to the complexity of the system, the DM 

needs support during the decision making process. 

There are proposed typical methodologies for decision 

making, which depend on the type of  ITN problems 

that are addressed. Moreover, suitable optimization 
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algorithms can be used for the definition of new long 

term policies, and employ the treatment of massive 

volumes of data to address multicriteria problems. In 

any case, the utilization of computer-based  approaches 

to support the decision making procedures is a 

necessity.  Different type of computer-based systems 

have been developed that are used  widely according to 

the activity and the type of problem that they support.  

This paper proposes a generic DSS that is devoted 

to manage complex ITN systems, based on  the Unified 

Modeling Language (UML) (Miles and Hamilton 

2006), a visual modeling language that is suitable to 

describe and specify software engineering. Moreover, 

we specify the components and the architecture of the 

DSS and the corresponding software tools. In addition, 

all solutions included in the proposed  DSS are based on 

a Service Oriented Architecture (SOA) approach that 

guarantees the interoperability of the simulation and 

optimization drivers. 

 

2. THE DSS STRUCTURE 

In this section, we describe the main components of the 

proposed DSS. 

Usually DSSs are categorized on the basis of 

different characteristics of the systems, e.g. whether 

they are for personal or group oriented decision making 

(Gorry and Scott Morton 1971; Keen and Scott Morton 

1978; Delen et al. 2010; Power 2002). Based on the 

type of the application, DSSs are divided in desktop and 

web based applications. Despite the different categories 

of DSS, all of them share common characteristics; i.e., a 

typical DSS should include four main components: the 

data component, the model component, the decision 

component, and the interface component. Here, a UML 

class diagram is used to describe the main structure of 

the DSS. In particular, UML has standard notation and 

syntax and is composed of thirteen main types of 

diagrams, each one serving a different purpose and 

describing the system from different points of view. We 

consider two views of the DSS: the structural view is 

described by the package and class diagrams that 

illustrate the different types of objects which the system 

consists of and their relationships; the behavioral view 

is described by activities diagrams that describe the 

rules that the system follows to operate in a complete 

and correct manner, to avoid misunderstanding on both 

the user side and the developer side. 

 

2.1. The DSS Components 

Figure 1 shows the UML class diagram of the proposed 

DSS architecture. More precisely, each class is 

represented by a rectangular box divided into 

compartments. The first compartment holds the class 

name, the second holds attributes and the last holds 

operations. More precisely, attributes are qualities and 

named property values that describe the characteristics 

of a class. In addition, operations are features that 

specify the class behavior. Moreover, classes can 

exhibit relationships that are represented by different 

graphic connections: association (solid line), 

aggregation (solid line with a clear diamond at one end), 

composition (solid line with a filled diamond at one 

end), inheritance or generalization (solid line with a 

clear triangle at one end), realization (dashed line with a 

clear triangle at one end) and dependency (dashed line 

with an arrow at one end). By class diagrams each 

component can be modeled as a different class 

illustrating the different types of objects that the system 

can have and their relationships. 

 

 
Figure 1: The DSS Structure 

 

In the following we briefly specify the DSS components 

shown in Fig. 1.  

Data component. This module is a database that 

can be denoted as internal and external data base. The 

data are internal if they come from organization’s 

internal procedures and sources such as products and 

services prices, recourse and budget allocation data, 

payroll cost, cost-per-product etc. Moreover, external 

data are related to the competition market share, 

government regulations etc. and may come from various 

resources such as market research firm, government 

agencies, etc. In some cases the DSS can have its own 

database or it may use other organizational databases 

that can be connected directly with them. 

Model component. This component mainly 

includes a simulation model, a mathematical model, and 

a set of optimization algorithms suitable to analyze 

effects of choices on the system performances. The 

models describe the operations at different management 

levels and the type of functions varies with the 

operation that they support. 

Interface component. This module is the part of 

the DSS that is responsible of the communication and 

interaction of the system with the DM. Such a 

component is very important because regardless of the 

quality and quantity of the available data; the accuracy 

of the model is based on this interface. Indeed, this 

component includes an Information Communication 

System (ICS) that is able to interact with the real system 

and maintains the consistency between the stored data 

and the real system. 

Decision component. This component consists of 

two second level classes: the operational decision class 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 151



and the tactical decision class. Moreover, such classes 

include the performance indices that have to be 

considered in order to take the decisions. In addition, in 

relation with the performance indices and the object of 

the decisions, the DSS has to collect the decision rules 

and the optimization procedures that are used by the 

model and the simulation component.  

 

3. THE DSS ARCHITECTURE  

This section describes in detail the DSS components 

presented in Section 2. Moreover, Fig. 2 shows the 

architecture of the realized system by enlightening the 

connections among the modules.  

 

 

Figure 2: The DSS architecture. 

 

3.1. The Data Component 

We distinguish three different kinds of data. The first 

data are managed by the Data Base Management 

System (DBMS) that stores the internal data used by the 

decision and the simulation components. More 

precisely, the DBMS stores the requests of a new 

simulation with its input data, the data related to 

internal variables of the simulation model, and the 

outputs produced by simulations. Furthermore, the 

DBMS contains the queue of the requests to be sent to 

the simulation server, the state of each request and the 

results of the simulation. Moreover, it stores the 

description of all the simulation models that are 

available for the simulation runs. 

The second and third kind of data are stored in the 

Data System: the internal data and the external data. 

The internal data represent all data necessary to describe 

the internal procedures, e.g. the time required for each 

activity, the number of available resources, the capacity 

of parking areas and safety levels, etc. On the other 

hand, the external data are information coming in real 

time from the system: the current number of vehicles, 

the information about the conditions of the roads, the 

accidents, the road maintenance works, the weather 

conditions, etc. 

3.2. The Model Component 

The model component is the core of the DSS: it consists 

of the simulation model and the optimization 

component.  

 

3.2.1. The simulation model  

The simulation model mimes the system, applies the 

optimization strategies proposed by the optimization 

module and provides the performance measures. 

In the proposed solution, the simulation model is 

implemented by the Arena servers. In particular, each 

Arena server consists of the following main elements: 

 The ARENA software. In such a server the 

simulation models are implemented and 

executed in the Arena Rockwell environment 

(Kelton 2009). 

 The Windows service. The service is 

automatically started, it monitors the DBMS, 

as soon as a new simulation request is loaded, 

the service executes the simulation by the 

arena driver and loads results on the DB. 

 ARENA driver. This component is the driver 

that connects the system to the software 

ARENA: it is in charge of starting and 

stopping simulations. 

By the proposed architectural solution, we can 

provide a set of Arena servers and each server is 

independent from the others. Then, the number of 

operative Arena servers can dynamically change on the 

basis of the computational effort that is required in real 

time. Moreover, such an approach allows a parallel 

execution of the simulation requests by reducing the 

total execution time. 

 

3.2.2. The Optimization Component 

The second basic module of the model component is the 

optimization module (see Fig. 1) that combines a 

variant of Particle Swarm Optimization (PSO) 

(Kennedy 1995) with an Optimal Computing Budget 

Allocation (OCBA) scheme (Chen 2000). In particular, 

the original PSO algorithm was introduced in 1995 by 

Eberhart and Kennedy (Kennedy 1995). Its main 

concept includes a population, called a swarm, of 

potential solutions of the problem at hand, called the 

particles, probing the search space. The particles 

iteratively move in the search space with an adaptable 

velocity, retaining in a memory the best positions they 

have ever visited, i.e., the positions with the lowest 

function values (considering only minimization 

problems). The exploration capability of PSO is 

promoted by information exchange among particles. 

More specifically, each particle is assigned to a 

neighborhood. In the global PSO variant, also known as 

gbest, the neighborhood of each particle is the whole 

swarm and the overall best position is the main 

information provider for all particles. On the other hand, 

in the local PSO variant, also known as lbest, the 

neighborhoods are strictly smaller, usually consisting of 

a few particles. In such cases, each particle may have its 

own leader that influences its velocity update. In real 
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life problems we usually accept good enough solutions 

instead of the globally optimal solution. Therefore, in 

case of “noisy” functions, “following” the “best” 

particle becomes a bit involved since the actual value of 

a particle is obscured by noise and repeated function 

evaluations are required in order to more accurate 

estimate the true value. Especially in situations where a 

function evaluation is a costly process, a compromise 

should be reached between the need for an accurate 

estimate of the true value and the need to have as few as 

possible unnecessary function evaluations.  

The OCBA was proposed by Chen (2000) as a 

procedure to optimal allocate a predefined number of 

trials/replications in order to maximize the probability 

of selecting the best system/design: allocate replications 

not only based on the variance of the different designs 

but also taking into account the respective means. More 

specifically, the noisier the simulation output (larger 

variance), the more replications are allocated while 

more replications are also given to the design that its 

mean is closer to that of the best design. 

The global version of the PSO uses the mean 

values for each performance measure that are evaluated 

by a low number of replications. Then using the OCBA 

procedure more replications are allocated in order to 

increase the probability of correctly identify the best 

particle, whose value is used to guide the search of the 

swarm. 

 

3.3. Interface Component 

In the presented architecture we implement two 

interfaces: the first interface connects the simulation 

module with the Model Base Management Server 

(MBMS) by means of the Dialog 

Generation/Management Server (DGMS) module; the 

second one connects the DSS and the real system 

through the MBMS. 

In particular, the ICS module (see figure 2) 

represents the information system of the whole 

infrastructure and is the interface between the real 

system and the information system. It updates the 

system status stored in the Data System in real time. 

The DGMS allows the communication between the 

decision component and the simulation component. It 

receives requests from the decision component such as 

running a new simulation or retrieving the results of a 

finished simulation. All requests coming from the 

MBMS are loaded into the DBMS by the DGMS. In 

order to guarantee the modularity of the architecture and 

the possibility to execute the DSS components under 

different platforms, we implement the following three 

different ways to communicate with the DGMS: 

 Web Service (WS). The WS can trigger a new 

simulation, provides information about the 

state of the request and gives the simulation 

results. A web service is a process running on a 

server and allowing a client to execute a 

process on the server. This kind of application 

communicates by the Simple Object Access 

Protocol (SOAP). 

 TCP Socket. This application is a process 

running on the server that creates a listener on 

a preconfigured communication gate. The 

MBMS sends messages to DGMS by the TCP 

channel. These messages are strings codified 

by a prefixed communication protocol. By this 

application the MBMS can request a new 

simulation or access to stored data. 

 File Watcher. This process monitors the files 

on a shared folder. As soon as a new file is 

loaded by an FTP client, it analyses the 

contents of the file and executes the 

corresponding operations. When a simulation 

goes to an end, the file watcher creates a report 

file in the same folder so that all data are 

available to the client. 

Furthermore, the MBMS shows data to the DM: if 

the current performance of the system is not 

satisfactory, then the DM can decide to evaluate the 

impact of some decision using a “what if” approach. 

The MBMS allows the DM to run a simulation directly 

without the decision module control. This proposed 

solution is very useful for the DM and contributes to 

generalize all the features offered by the DSS. 

 

3.4. The Decision Component 

The MBMS server implements the decision component. 

In particular, it monitors the system state stored in the 

Data System component and decides if it is necessary to 

run a new simulation or not. Indeed, if the performances 

of the system decrease, then the decision component 

starts the optimization and the decision procedure. 

Figure 3 shows the used decision approach that is based 

on the optimization module and the validation by the 

simulation. More precisely, the optimization algorithms 

propose some solutions that are sent to the simulation 

module. The ICS provides the current state of the 

system by returning the values of the variables that 

cannot be determined by the DSS. Then the DSS 

invokes the simulation module: the simulation starts and 

applies the proposed management strategies. The 

obtained performance indices allow evaluating the 

impact of the proposed solution on the system. Then a 

new set of candidate variables are passed to the 

simulation model and the process continues till the 

algorithm leads to a satisfactory decision described by a 

set of candidate variables. In this model, the candidate 

variables are the controllable inputs that may change in 

the tactical or operational decision making process. 

In the proposed DSS, the hybrid optimization 

module (PSO+OCBA) is connected by a web service to 

the simulation module. The optimization module sends 

inputs and the number of replications for each candidate 

solution/design and it records the outputs, again through 

the web service.  

The average values of the outputs are sent to the 

OCBA procedure that decides if a number of extra 

replications are required. The average outputs are used 

to guide the PSO procedure: the process is repeated till 

a good number of available replications is obtained. 
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Figure 3: The Decision approach 

 

On the basis of the current state of the system and 

the design variables, the DSS can be used to take 

decision both at the tactical and operational levels. In 

particular, at the tactical level the input variables are 

generated stochastically, while at the operational level 

the inputs come from the ICT tools of the real systems. 

 

4. THE PILOT CASE 

The proposed DSS has been realized to manage at 

tactical level an ITN composed of the port of Trieste 

(Italy), the dry port of Fernetti, and the railway station 

of the Roll on-Roll off freight trains. Mainly, the DSS 

deals with the decisions about the import and export 

flow of goods and the containers management and 

transportation. The DSS is designed in the framework 

of the SAIL Project, sponsored by the European 

Commission under the 7th Framework Program, 

Specific Program PEOPLE - Marie Curie Actions. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: ARENA MODEL 

 

In order to specify the simulation model in 

Boschian et al. (2011), the authors identified the main 

events occurring in a transportation system and 

described the main classes of the system: the port area, 

the inland port area, the road connection system and the 

rail network system. Furthermore, some interviews are 

previously performed to the actors involved in the 

process and the necessary data and the relations are 

collected. The involved resources and their availability 

are identified and the following performance indices are 

considered: 

 throughput, i.e., the number of units boarded in 

a time units; 

 average lead time, i.e., the time elapsed from 

the arrival of a new units till its system output; 

 the average resources utilization; 

 the average queue lengths of the users that 

have to acquire resources. 

Figure 4 shows a sketch of the simulation model 

realized in the ARENA environment. The DSS allows 

us to identify all the weakness and the bottlenecks of the 

system. Moreover, some optimization strategies are 

proposed and analyzed at tactical level. 

 

5. CONCLUSIONS 

This paper specifies a Decision Support System devoted 

to manage Intermodal Transportation Networks and to 

take tactical and operational decisions. We describe the 

DSS architecture and, in particular, the decision process 

that is based on two main modules: the optimization and 

the simulation module. Moreover, we show how the 

DSS is designed by applying SOA and web server 

approaches. Hence, the obtained DSS can be realized in 

a distributed framework in order to face the system 

complexity. 

Future work will describe in more detail the 

decision procedures of the DSS. 
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ABSTRACT 
 

Spintronics attracts at present much interest because of 
the potential to build novel spin-based devices which 
are superior to nowadays charge-based devices. 
Utilizing spin properties of electrons opens great 
opportunities to reduce device power consumption in 
future electronic circuits. Silicon, the main element of 
microelectronics, is also promising for spin-driven 
applications. Understanding the details of the spin 
propagation in silicon structures is a key for novel spin-
based applications. We investigate the surface 
roughness induced spin relaxation in a silicon-on-
insulator-based spin field-effect transistors for various 
parameters including the potential barrier at the 
interfaces, the film thickness, and shear strain. Shear 
strain dramatically influences the spin opening a new 
opportunity to boost spin lifetime in a silicon spin field-
effect transistor. 

 
Keywords: spin relaxation, k·p model, shear strain, 
surface roughness, spin MOSFET 

 
1. INTRODUCTION 
 

Since modern microelectronic devices are near to their 
fundamental scaling limits, a further boost of their 
performance could be eventually provided by changing 
their operational principles. Promising results have been 
already obtained by utilizing the spin properties of 
electrons. In order to achieve significant advantages by 
utilizing spin, materials possessing a long spin life-time 
and low relaxation rate must be used.  

Silicon is the primary material for micro-
electronics. The long spin life time in silicon is a 
consequence of the weak spin-orbit interaction and the 
spatial inversion symmetry of the lattice (Li and 
Appelbaum 2011, Li and Dery 2011). In addition, 
silicon is composed of nuclei with predominantly zero 
magnetic moment. A long spin transfer distance of 
conduction electrons has already been demonstrated 
experimentally (Huang, Monsma, Appelbaum 2007). 
Spin propagation at such distances combined with a 
possibility of injecting spin at room (Dash, Sharma, 
Patel, de Jong, Jansen 2009) or even elevated (Li, Van’t 
Erve, Jonker 2011)  temperature  in  silicon  makes  the 

 
 
fabrication of spin-based switching devices quite 
plausible in the upcoming future. However, the 
relatively large spin relaxation experimentally observed 
in electrically-gated lateral-channel silicon structures 
(Li and Appelbaum 2011) might become an obstacle in 
realizing spin driven devices (Li and Dery 2011), and a 
deeper understanding of the fundamental spin relaxation 
mechanisms in silicon is urgently needed (Song and 
Dery 2012). 

In this work we investigate the influence of the 
intrinsic spin-orbit interaction on the subband structure, 
subband wave functions, and spin relaxation matrix 
elements due to the surface roughness scattering in thin 
silicon films. Following Li and Dery (Li and Dery 
2011), a k·p approach (Bir and Pikus 1974, Sverdlov 
2011) suitable to describe the electron subband structure 
in the presence of strain is generalized to include the 
spin degree of freedom. 

In contrast to Li and Dery (Li and Dery 2011), our 
effective 4x4 Hamiltonian considers only relevant [001] 
oriented valleys with spin included, which produce the 
low-energy unprimed subband ladder. Within this 
model the unprimed subbands in the unstrained (001) 
film are degenerate without spin-orbit effects included. 
An accurate inclusion of the spin-orbit interaction 
results in a large mixing between the spin-up and spin-
down states, resulting in spin hot spots along the [100] 
and [010] axes characterized by strong spin relaxation 
due to the spin-orbit coupling. These hot spots should 
be contrasted with the spin hot spots appearing in the 
bulk system (Cheng, Wu, Fabian 2010, Li and Dery 
2011). Their origin lies in the unprimed subband 
degeneracy in a confined electron system which 
effectively projects the bulk spin hot spots at the edge of 
the Brillouin zone to the center of the 2D Brillouin 
zone.  

Shear strain lifts the degeneracy between the 
unprimed subbands (Sverdlov 2011). The energy 
splitting between the otherwise equivalent subbands 
removes the origin of the spin hot spots in a confined 
silicon system, which should substantially improve the 
spin lifetime in gated silicon systems. 
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2. METHOD 
 

We solve numerically the Hamiltonian 
 

� = 	 ��� ����� ��	  (1) 

 
with ��, ��, and �� defined as  

 �
 =	 �			 ����� + ���������� + ���������� + ����			� �, (2) 

 

�� =	 �  !"# − ����% &'# − '"()∆+,&−'# − '"()∆+,  !"# − ����%
-. (3) 

 
Here . = 1, 2, I is the identity 2x2 matrix, mt and ml are 
the transversal and the longitudinal silicon effective 
masses,	'/ = 0.15 × 26/8 is the position of the valley 
minimum relative to the X point in unstrained silicon, !"# denotes the shear strain component, 9�� ≈ ;<�� −;/��, and D = 14eV is the shear strain deformation 
potential. The spin-orbit term =#⨂�'"?" − '#?#� with 
 ΔAB = 2 C∑ EFGHI�HJKEJHL∇N×IO�HF�P	KQR�QS C, (4) 

 
couples states  with  the  opposite spin projections from 
the opposite valleys. ?" and ?# are the spin Pauli 
matrices and =# is the T-Pauli matrix in the valley 
degree of freedom. In the Hamiltonian (1) ���� is the 
confinement potential, and the value ∆+, = 1.27meVnm 
computed by the empirical pseudopotential method 
(Figure 1) is close to the one reported by Li and Dery 
(Li and Dery 2011). 

 

3. RESULTS AND DISCUSSION 
 

3.1. Valley splitting calculations 
 

First we investigate the dependence of the valley 
splitting on the value of the potential barrier at the 
interfaces. The numerical results are obtained for the 
wave vector k||[110] with the values  '" = 0.1nm-1 and '# = 0.1nm-1. Figure 2 shows the splitting for different 
values of the quantum well width. The valley splitting 
theory in SiGe/Si/SiGe quantum wells (Friesen, Chutia, 
Tahan, Coppersmith 2007) predicts that in the case of a 
symmetric square well without an electric field the 
valley splitting is inversely proportional to the 
conduction band offset ΔUV at the interface. 

 However Figure 2 demonstrates clearly that the 
dependence is more complicated. For the quantum well 
of 1.36nm width the splitting first increases but later 
saturates. For the quantum well of 3.3nm width a 
significant reduction of the valley splitting around the 
conduction band offset value 1.5eV is observed. A 
further increase of the conduction band offset leads to 
an increase of the subband splitting value. For the 
quantum well of 3.3nm thickness the valley splitting 
saturates at about 0.17meV. 

 

 
Figure 1: Empirical pseudopotential calculations of the 
spin-orbit interaction strength by evaluating the gap 
opening at the X-point between X1 and X2 for finite kx 

 
 

 
Figure 2: Splitting between the lowest unprimed 
electron subbands as a function of the conduction band 
offset at the interface for different thicknesses of the 
unstrained silicon film without electric field 

 
For the quantum well of 6.5nm width a 

significant reduction of the valley splitting is observed 
for a conduction band offset value 0.2eV. The subband 
splitting saturates at a value 0.04meV. Although for 
the values of the conduction band offset smaller than 
4eV the valley splitting depends on ΔUV, for larger 
values of the conduction band offset it saturates 
indicating that the strength of the orbit-valley 
interaction at the interface is proportional to ΔUV  
(Friesen, Chutia, Tahan, Coppersmith 2007).  

The valley splitting as a function of the conduction 
band offset for the film of 3.3nm thickness without the 
electric field is shown in Figure 3. Without shear strain 
the valley splitting is significantly reduced around the 
conduction band offset value of 1.5eV. For the shear 
strain value of 0.25% and 0.5% the sharp reduction of 
the conduction subbands splitting shifts to a smaller 
value of ΔUV However the region of significant 
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Figure 3: Valley splitting as a function of the 
conduction band offset for the film thickness 3.3nm 
without electric field 

 
 

reduction is preserved even for the large shear strain 
value of 0.5%. The value of the valley splitting at 
saturation for large shear strain is considerably 
enhanced as compared to the unstrained case. 

The influence of the effective electric field on the 
region of sharp splitting reduction is demonstrated in 
Figure 4. With the electric field applied the reduction 
in the region of interest around the conduction band 
offset value 1.5eV becomes smoother. However, for 
values of the conduction band offset smaller than 
1.5eV the reduction of the valley splitting is still 
observed. For the values larger than 1.5eV the subband 
splitting slightly increases and then saturates. For the 
electric field value of 0.05MV/cm the saturation value 
of the valley splitting is almost equal to the saturated 
valley splitting value without electric field. For the 
stronger electric field of 0.5MV/cm the valley splitting 
reduction vanishes completely and the splitting 
becomes almost independent of the conduction band 
offset. 

According to Friesen et al. (Friesen, Chutia, 
Tahan, Coppersmith 2007) the barrier height ΔUV does 
not directly enter the expression of the valley splitting 
for a perfectly smooth interface in the presence of the 
electric field. The result shown in Figure 4 for the 
large electric field value is in a good agreement with 
the theory. 

The splitting of the lowest unprimed electron 
subbands as a function of the silicon film thickness for 
several values of the conduction band offset at the 
interfaces is shown in Figure 5. The valley splitting 
oscillates with the film thickness increased. According 
to the theory (Sverdlov, Baumgartner, Windbacher, and 
Selberherr 2009), we generalize the equation for the 
valley splitting in an infinite potential square well 
including the spin-orbit coupling as   
 

 
Figure 4: Dependence of the valley splitting on the 
conduction band offset at the interface for different 
values of the electric field, the shear strain value is 
0.125%, and the quantum well width is 3.3nm 

 

ΔUJ = �#R�W
��<X���#R��Y�����#R�� Zsin ^X��#R

��Y���#R� '/_`Z, (5) 

 
with TJ, a, and b defined as  
 TJ = cJ��<,  (6) 

 a = ��Wℏ����,  (7) 

 

b = XΔAB� &'"� + '#�) + e !"# − ℏ�����% f�. (8) 

 
Here t is the film thickness. As it was shown earlier the 
conduction band value of 4eV provides a subband 
splitting value close to the saturated one. Because 
Equation 5 is written for an infinite potential square 
well, a slight discrepancy is observed between the 
theoretical curve and the numerically curve calculated 
for the conduction band offset value 4eV in Figure 5. A 
large value of the conduction band offset shows better 
agreement between the theory and numerically obtained 
results.  

The valley splitting as a function of the quantum 
well width for different values of the effective electric 
field is shown in Figure 6. Without electric field the 
valley splitting oscillates as shown in Figure 5. With 
electric field the oscillations are not observed in thicker 
films. According to Friesen et al. (Friesen, Chutia, 
Tahan, Coppersmith 2007) the condition for the 
independence of the valley splitting from the quantum 
well width is 
 L� > �c�ℏ���iQjkl�m.  (9) 
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Figure 5: Splitting of the lowest unprimed electron 
subbands as a function of the silicon film thickness for 
several values of the band offset at the interface, the 
shear strain value is 0.05%, kx = 0.1nm-1, ky = 0.2nm-1 

 
For thinner structures, the quantization is caused 

by the second barrier of the quantum well. The shape of 
the oscillations is therefore similar to that in the absence 
of an electric field. For the electric field of 0.05MV/cm 
the quantum well width should be larger than 6.9nm in 
order to observe the valley splitting independent on the 
quantum well width. This value is in good agreement 
with the simulation results shown in Figure 6. 

We now discuss the effect of shear strain on the 
conduction band splitting and spin relaxation due to 
scattering induced by the surface roughness. The 
surface roughness scattering matrix elements are taken 
to be proportional to the square of the subband function 
derivatives at the interface (Fischetti, Ren, Solomon, 
Yang, and  Rim  2003).  A (001) oriented   silicon film 
of 4nm thickness is considered, the incident wave 
k||[510], the values '" = 0.5nm-1, '# = 0.1nm-1, the 
scattered wave no||[5p1p0], the values '"o  = −0.5nm-1, '#o  = −0.1nm-1, the spin is injected along [110] 
direction. 

Figure 7 shows the dependence of the valley 
splitting on strain. Without electric field the valley 
splitting reduces significantly around the strain values 
0.116% and 0.931% as shown in Figure 7. With electric 
field applied the minimum around the strain value 
0.931% becomes smoother, however, for the strain 
value around 0.116% the sharp reduction of the valley 
splitting is preserved. For large electric field the valley 
splitting reduction around the value 0.931% vanishes 
completely. For the strain value 0.116% the sharp 
reduction of the valley splitting is still preserved at a 
minimum value, which is determined by the spin-orbit 
interaction term, only slightly affected by the electric 
field. As follows from Equation 5 the splitting between 

the subbands depends on  !"# − ℏ�����% , and the 

degeneracy between the unprimed subbands is 
increased, when this term is nonzero. 

 
 

 
Figure 6: Splitting of the lowest unprimed electron 
subbands as a function of the film thickness for 
different values of the effective electric field, the shear 
strain value is 0%, the conduction band offset is 4eV, 
kx = 0.1nm-1, ky = 0.1nm-1 

 

 
Figure 7: Splitting of the lowest conduction subbands 
as a function of shear strain for different values of the 
electric field, the quantum well thickness is 4nm, the 
conduction band offset is 4eV, '" = 0.5nm-1, '# = 0.1nm-1 

 
For '" = 0.5nm-1, '# = 0.1nm-1 the strain value 

0.116% causes this term to vanish and minimizes the 
valley splitting, in good agreement with the first sharp 
valley splitting reduction in Figure 7. The valley 

splitting is also proportional to Zsin ^X��#R��Y���#R� '/_`Z. 
The second minimum in the valley splitting around the 
strain value 0.931% in Figure 7 is because of the zero 

value of the Zsin ^X��#R��Y���#R� '/_`Z term. The effective 

electric field alters the confinement in the well and is 
therefore able to completely wash out the minimum in 
valley splitting due to the sine term. However, in 
agreement with (5), it can only slightly affect the 
minimum due to the shear strain dependent 
contribution, in agreement with Figure 7. 
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Figure 8: Intravalley scattering matrix elements 
normalized by their values for zero strain as a function 
of shear strain for different electric field values 

 
 
  

 
Figure 10: Dependence of the normalized spin 
relaxation matrix elements and valley splitting on the 
angle between the incident and scattered waves for the 
quantum well thickness is 4nm, the conduction band 
offset is 4eV, '" = 0.5nm-1, '# = 0.1nm-1, Uqrist  = 0MV/cm, !"# = 0.01% 

 
3.2. Scattering and relaxation matrix elements 

calculations 
The surface roughness at the two interfaces is 

assumed  to  be  equal and statistically independent. It is 
described by a mean and a correlation length (Fischetti, 
Ren, Solomon, Yang, and Rim 2003). Figure 8 and 
Figure 9 show the dependences on strain and electric 
field of the matrix elements for the intra-subband and 
inter-subband scattering. The intra-subband scattering 
matrix elements have two decreasing regions shown in 
Figure 8. These regions are in good agreement with the 
valley splitting minima in Figure 7. For higher fields the 
second decreasing region around the shear strain value 
of 0.9% vanishes. For the electric field of 0.5MV/cm 
the intra-subband matrix elements are sharply reduced 
only for the shear strain value of 0.116%.  At the same 
time, the inter-subband matrix elements show a sharp 
increase around the shear strain value of 0.116%. 
 

 
Figure 9: Intervalley scattering matrix elements 
normalized to the value of the intravalley scattering at 
zero strain as a function of strain for different electric 
field values 

 

 
Figure 11: Dependence of the normalized spin 
relaxation matrix elements and valley splitting on the 
angle between the incident and scattered waves for the 
quantum well thickness is 4nm, the conduction band 
offset is 4eV, '" = 0.5nm-1, '# = 0.1nm-1, Uqrist  = 0MV/cm, !"# = 0.92% 
 
The electric field does not affect much the valley 
splitting provided by the zero value of the term  !"# −ℏ�����% , and the sharp increase in the inter-subband 

matrix elements is observed at higher fields.  
At the same time the electric field washes out and 

a sharp minimum around the shear strain value of 0.9% 
in Figure 9 occurs. With the electric field increased the 
confinement pushes the carriers closer to the interface 
which results in both inter-and intra-subband scattering 
matrix elements increased. 

Figure 10 and Figure 11 show the sum of the inter- 
and intra-subband spin relaxation matrix elements 
(normalized to the intravalley scattering at zero strain) 
on the angle between the incident and scattered wave 
vectors simultaneously with the valley splitting 
calculated for the scattered wave. As shown in 
Figure 10, for small strain the sharp increases of the 
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Figure 12: Spin relaxation matrix elements normalized 
to intravalley scattering at zero strain dependence on 
shear strain for several values of the electric field, '" = 0.5nm-1, '# = 0.1nm-1 

 

relaxation matrix elements are correlated with the 
minima in the valley splitting, which occur for the 
values of the angle determined by zeroes of the  !"# − ℏ���P��P%  term. This is the condition of the 

formation of the so called spin hot spots characterized 
by spin mixing. In contrast to Figure 10, the valley 

splitting reduction due to the Zsin ^X��#R��Y�
��#R� '/_`Z term 

shown in Figure 11 does not lead to sharp increases in 
the spin relaxation matrix elements on the angle 
between the incident and scattered waves. 

The dependence of the spin relaxation matrix 
elements shear strain for several values of the electric 
field is shown in Figure 12.  

The spin relaxation matrix elements increase until 
the strain value 0.116%, the point determined by the 
spin hot spot condition. Applying strain larger than 
0.116% suppresses spin relaxation significantly, for all 
values of the electric field. In contrary to the scattering 
matrix elements (Figure 8 and Figure 9), the relaxation 
matrix elements demonstrate a sharp feature only for the 
shear strain value of 0.116% at zero electric field. Large 
electric field leads to an increase of the relaxation 
matrix elements due to the additional field-induced  
confinement  resulting in higher values of the surface 
roughness induced spin relaxation matrix elements. 

 
3.3. Overlap calculations 

In the presence of strain and confinement the four-
fold degeneracy of the n-th subband is partly lifted by 
forming an n+ and n- subset (the valley splitting), 
however, the degeneracy of the eigenstates with the 
opposite spin projections uv⇑x and u v ⇓x within each 
subset is preserved. 

The degenerate states are chosen to satisfy 
 z⇑ u v ||	|uv⇓x � 0,  (10) 
 

with the operator | defined as 

| � cos � ?� � sin � &cos� ?" � sin � ?#), (11) 
 

where � is the polar and � is the azimuth angle defining 
the orientation of the injected spin. However, the 
expectation value of the operator f computed between 
the spin up and down wave functions from the different 
subsets is nonzero, when the effective magnetic field 
direction due to the spin-orbit interaction is different 
from the injected spin quantization axis:  
 |̅ � z⇑ u v ||	|∓u ⇓x � 0.  (12) 
 

Figure 13, Figure 14, and Figure 15 show the 
dependence of | ̅on the orientation of the injected spin 
for kx = 0.1nm-1, ky = 0.1nm-1 for different values of 
shear strain. The absolute value of the overlap | ̅
characterizes the strength of the spin up/down states 
mixing caused by the spin-orbit interaction. The spin 
mixing significantly decreases with shear strain 
increased in the whole range of spin orientations. This 
result explains the spin relaxation reduction with shear 
strain.  

 

 
Figure 13: Dependence of the overlap of wave functions 
between two lowest conduction subbands on the spin 
injection direction for kx = 0.1nm-1, ky = 0.1nm-1, the 
shear strain value is 0% 

 

 
Figure 14: Dependence of the overlap of wave functions 
between two lowest conduction subbands on the spin 
injection direction for kx = 0.1nm-1, ky = 0.1nm-1, the 
shear strain value is 0.1% 
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Figure 15: Dependence of the overlap of wave functions 
between two lowest conduction subbands on the spin 
injection direction for kx = 0.1nm-1, ky = 0.1nm-1, the 
shear strain value is 1% 

 
4. CONCLUSION 
 

We have investigated the lowest unprimed electron 
subband splitting in a thin film of a SOI-based silicon 
spin field-effect transistors in a wide range of 
parameters, including the conduction band offset at the 
interfaces, the width of the film, the effective electric 
field, and the shear strain value. We have included the 
spin-orbit interaction effects into the effective low-
energy k·p Hamiltonian to investigate the valley 
splitting, scattering, and spin relaxation induced by the 
surface roughness. We have demonstrated that the 
valley splitting minima due to zero values of the sin-like 
term can be removed by the electric field, but the 

minimum due to a vanishing  !"# − ℏ�����%  term is 

preserved even for large electric fields. We have shown 
that, due to the inter-subband splitting increase, the 
matrix elements for spin relaxation decrease rapidly 
with shear strain. Thus, shear strain used to enhance  
electron mobility can also be used to boost spin 
lifetime. 
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ABSTRACT 

Fish bones in fillets can be serious problem both to the 

consumer and to the processing company.  Filets with 

bones are likely to reduce the consumption especially in 

traditionally weak fish consumption areas.  Fish bones 

can be dangerous leading to wounds in the human 

digestion tract. Fish, such as cod, have fine structured 

skeleton and the bone density is lower than that of man.  

Five cods where scanned with a normal hospital 

computer tomography (CT) scanner.  Their skeletons 

were segmented out of the data set and a model 

reconstructed.  The model is evaluated by visual 

inspection and compared to the cod to see what is 

missing from the skeleton.  The density of the bones 

and otoliths is measured.  The results show an almost 

complete skeleton with thin bones compared to the 

pixel size of image and with bones that are considerably 

lower in density than trabecular human bones. 

 

Keywords: Modelling, Cod, Bone detection, Computer 

tomography   

 

 

1. INTRODUCTION 

Detection of cod bones is of interest in the food 

processing industry.  At the moment bone detection is 

done by humans that visually look into the fish filet in 

front of an illuminated desk.  The file lies on a 

transparent plastic plate with a light source underneath 

the plate.  Light penetrates through the plastic and the 

fish filet and this way the observing human can detect 

bones or other obstacles inside the filet.  If a bone is 

detected the part of the file is cut away.   Disadvantage 

of this method is that it is not reliable, not every bone is 

detected.  Another disadvantage is that humans are 

different in detecting the bones making varying 

outcome of the fish processing.  Thirdly, as pointed out 

by Mery and collaborators 2011, every product needs to 

be fully reliable to ensure consumer safety but humans 

tend to get tired and that calls for redundant checks 

which in turn both slow down the processing time and 

increase costs.  Slower processing time also reduces the 

quality of the fish. 

These circumstances call for a reliable and cost 

effective way to detect bones in fish filets.  Several 

methods have been discussed in the literature.  Many of 

them are discussed in Mery and collaborators 2011.  

Also some of us have worked on the issue, see 

Andersen 2003.  Most of these works have in common 

that they process two dimensional images of the filet.  

Either light or X-ray images are used.  Then several 

different image processing approaches are used to 

detect bones.  Still, automatic detection of fish bones is 

extremely difficult, particularly regarding the smallest 

bones.  Also Mery and collaborators 2011 come to this 

conclusion. 

 Accurate three dimensional (3D) information about 

the cod skeleton can help in the development of 

automated bone detection methods. Pre-information can 

help localizing where to expect bones.  Filleting and 

other fish processing machines can build upon that.  

Using X-ray computer tomography imaging (CT) the 

cod skeleton can be reconstructed in three dimensions to 

a certain degree.  Some bones might be missing from 

the images due to extremely small thickness or their low 

density, i.e. low X-ray attenuation. 

In this work a common medical computer tomography 

is evaluated for detecting bones in fish.  A 3D model is 

made of the cod’s skeleton and inspected upon missing 

bones or bones reduced in size.  The hypothesis is that 

thin bones and of low density might be missing or not 

modelled in full size.  Results are promising for further 

research in this application. 

 

 

2. MATERIAL AND METHODS 

Two cods where scanned in a normal hospital CT 

scanner.  They were scanned in one scan, meaning that 

the scanning parameters are the same for both cods.  

The CT data was then processed to segment the cod´s 

skeleton from the rest of the tissue. 

 

2.1. Material 

The two cods are 63 cm and 62 cm long respectively.  

They were caught at the cost of Iceland and time from 

catch to scan is counted in hours but not exactly known. 

They had been processed in a normal way, the fish was 

gilled, the trunk cut open and the interstitials taken 

away.  They had been kept cold with ice from the 

moment of catch to scan but not frozen.  No salt was 
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used.  They are very similar in size, one is though a 

little bit longer and with bigger circumference. 

 

 

2.2. CT scan 

The CT scanner used is a Philips Brilliance 64 designed 

for human clinical use.  The lowest available X-ray tube 

voltage of 80 KV was used corresponding to soft tissue 

examination. A spiral CT was made with slice thickness 

of 0.67 mm, a distance of 0.33mm from centre of one 

slice to the centre of the next slice, i.e. in the z direction 

along the scan axis. This means that the slices are 

redundant; each slice covers half of the same volume as 

the next slice before covers.  So there is a 50% 

redundancy.  To cover the total length of the cods body, 

63cm and 62 cm respectively, 1909 slices were needed.  

The image matrix of each slice has 512 x 512 pixels 

covering an area (field of view) of 344 mm both in x 

and y direction.  So the size of each voxel is 0.672 x 

0.672 x 0.670 mm.  The total amount of data for both 

cods is therefore 512 x 512 x 1909 that is in total 500 

Mega voxels.  Each voxel is digitized with 12 bit or 1,5 

byte so the total amount of data is 1,5 x 500 giving 750 

Mbyte of data for the whole scan of the two cods.  The 

data set of the cod´s contains three dimensional 

information of tissue density, and therefore also of the 

skeleton, of the whole cod.  Since each tissue type has a 

different density the different tissues can be analyzed 

with this data, so the skeleton and bones can be 

differentiated from the tissue. 

 

 

2.3. Bone segmentation 

Specialized software (Mimics) designed for analysis of 

human CT images is used for analysis of the cod’s 

tissue.  Each CT slice is a two dimensional (2D) image 

of a cross-section though the cods body.  Each 2D 

image is composed of picture elements, in short pixels, 

and is referred to as voxels, volume elements, in a 3D 

image.  Each of them is characterized by its Hounsfield 

value, HU.  The staple of these cross-section images 

along the longitudinal axis of the cod make up the 3D 

description of its whole body.  By sorting out the voxels 

having their HU values in certain interval special tissue 

type can be separated from the rest of the body, i.e. 

segmented.  The group of voxels segmented makes out 

a geometrical model of the corresponding tissue.  

The X-ray attenuation property is specific for each 

tissue type.  The following formula describes the 

attenuation of an X-ray passing through a material of 

length x: 

 

     
         (1) 

 

where I0 is the intensity of the incoming X-ray and I the 

intensity of the X-ray after being attenuated in the 

material it was passing.  μ is called attenuation 

coefficient and is a property of the material.  Hounsfield 

units (HU) are calculated from the formula: 

 

        
             

      
                                                (2) 

 

This way each voxel in the 3D data set gets its specific 

HU value characterising the X-ray atenuation properties 

of the material in that specific point of space.  This 

value is relative to water.  The HU for water is zero.  

Tissue that has higer density and therefore attenuates X-

rays more than water have positve HU.  This is the case 

f.ex. for muscles and bone.  Tissue that has lower 

density and therefore attenuates X-rays less than water 

have negative HU.  This is the case f.ex. for fat and 

lungs in human.  Now the process of segmentation can 

be described by the following somwhat simplified steps: 

 

1. First a so called mask is created by using 

thresholds.  It is composed by all the 

voxels that have HU value in a defined 

interval.  We use HU in the interval from 

226 up to 3071 

2. Next a function called region growing is 

used.  By starting at a voxel within the 

skeleton it finds all voxels that are 

connected to the starting voxel.  This is 

done for all disconnected parts of the 

skeleton. 

3. Step three is done manually. Voxels which 

were left out are added manually to the 

mask. It is also possible to perform this 

step after step four. 

4. The fourth step is so called erode region 

growing.  There can be voxels included in 

the model that do not belong to the 

anatomical structure of interest.  To 

eliminate these they are separated from 

the model with at least one voxel layer 

and erased.  Then normal region growing 

is performed again and a new mask is 

created. 

5. The fifth step is to do dilate region 

growing if too many voxels have been 

erased from the structure. This gives a 

desired structure of the fish.  

6. Step six is used when certain regions of 

interest are analyzed.  The model is then 

divided into smaller parts by the help of 

Boolean operations. 

 

In this work the result of the segmentation process 

described above is a 3D model of the cod skeleton 

including the fins and the otoliths.  After segmentation 

the tissue analysis is made on the basis of Hounsfield 

(HU) values and pixel distribution.  Volume, density, 

distribution can be measured and evaluated. 

Further description of our segmentation methods 

and tissue analysis methods can be found in Helgason 

2011, Gargiulo 2012 and Johannesdottir 2006. 
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2.4. Tissue analysis and evaluation 

Bone density measurments were done for the following 

parts of the skeleton: all bones, tail, head, body without 

head, operculum bone, mid section and the otoliths.  For 

this the skeleton model was divided into these parts and 

a special mask made for each.  In that form the HU 

values of the voxels belonging to each part can be 

processed and used in calculations.  The average bone 

densiy in ecah part was calculated according to the 

following equation: 

 

       
 

 
    
 
       (3) 

 

Where n is the number of voxels inside the 

corresponding part of the cods skeleton, that is beloging 

to a model of that part. Many of the fish bones are 

considerably thiner than the dimensions of the voxels 

which are 0,672 x 0,672 x 0,67 mm.  This means that 

beside the bone itself other tissue types influence the 

HU value for the particular voxel.  Mostly that is soft 

tissue that lowers the HU value. And since all voxels 

that have lower HU than 226 are excluded from the 

skeleton model it is to be expected that particulary thin 

bones are not a part of the skeleton model.  This can be 

the case even though the thin bone has high density.  

This leads to the assumption that the average HU 

numbers calculated according to equation 3 from the 

voxels in the different parts of the skeleton are not 

necessarily accurate.  They can be both higher and 

lower. 

 The cod skeleton model is inspected visually on the 

computer screen and compared to a normal cod 

skeleton.  Missing elements are registered.  These can 

be whole bones or a part of a bone.  Another effect is 

that bones of sub-voxel size lying close together are 

seen as one plane and not as individual bones.  This is 

the result of the limited resolution of the CT device. 

 

 

 

3. RESULTS 

 

The results are shown in table 1 and in figures 1- 5.  

Table 1 gives an overview of average bone density in 

several parts of the cod´s skeleton.  Figure 1 and 2 show 

the skeleton of the cod´s head.  Figure 3 gives the 

model of the whole skeleton of both cod´s.  This shows 

in particular the possibilities to find single bones.  

Figure 4 shows the operculum bones and figure 5 the 

otoliths. 

 

3.1.   Cod bone density 

Table 1 gives an overview of density in some parts of 

the cod´s skeleton.  The values are calculated with 

equation 3 for the whole skeleton and six different parts 

of the skeleton.  The two examples of cod show no 

substantial difference in bone density.  Though cod 2 

has higher values in all parts except in the operculum 

bone. The tail bones have the lowest density.  The mid 

section, where the most valuable parts of the fish are, 

has a HU of 750 as does the head.  Interesting is the 

considerable higher density of the otoliths, which brings 

up a question about the purpose of this. 

 The bone density values from all skeleton parts 

show that they are good X-ray attenuators and hence 

suggest that X-rays are suitable for their detection and 

CT devices are applicable for that purpose. 

 

 

Table 1: Average density values of cod bones at various 

locations in the skeleton.  There is no considerable 

difference between the two cod´s. 

 Cod 1 Cod 2 

All bones 769.0 HU 787.2 HU 

Tail 511.7 HU 554.6 HU 

Head 750.5 HU 771.9 HU 

Body ( no head ) 721.5 HU 737.5 HU 

Operculum bone (Fig. 4) 901.4 HU 879.3 HU 

Mid section 752.2 HU 754.3 HU 

Otolith (Fig. 5)  2928.9 HU 2935.0 HU 

 

 

3.2. Bone model 

Figure 1 and figure 2 display the same model of the 

cods head.  Figure 1 shows the head model from the 

right side and figure 2 shows the same head model from 

the front.  As can be seen these figures the skeleton of 

the cod head is almost complete. Some missing 

elements are very thin or of low density. At other places 

bones even of sub-voxel dimensions are detected as 

such but are displayed at the least as a whole voxel 

giving the flash perception of a thicker or more massive 

bone.  This is only of concern for small structures.   

 

  

 
Figure 1: Cod head skeleton model seen from the right 

side.  The model is reconstructed from CT data. Some 

structures have dimensions smaller than the voxel size 

and are not imaged in full extent. 
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Figure 2: The same model as in figure 1 but rotated 90 

degrees, that is the cods head skeleton seen from the 

front. 

 

Figure 3 shows the two skeleton models, one from 

each cod.  Let us recall that the models are made from 

1909 CT slices, each 0,67 mm thick and 0,33mm apart.  

That results in a clear model displaying also thin bones 

in diameter smaller than the voxels.  But it also clearly 

displays the drawbacks of the applied CT scanner.  

From investing figure 3 following observations can be 

made: 

 

 Bones that are in diameter smaller than the 

voxels are, in some cases, still imaged as 

bones, are therefore part of the model 

 Bones with higher density than the lower 

threshold of 226 HU are not in the model if 

they have small diameter and contribute not 

enough to the voxel to raise its HU value 

above the threshold.  Especially bones that 

have a smaller diameter distally are shown 

shorter than they are in reality since the density 

values for the distal voxels are beneath the 

lower threshold. This can be seen in the tail 

and in the side fins in figure 3.  

 Thin bones that lie close to each other are 

modelled as one piece or one plane.  This can 

be seen in the tail and very clearly in the side 

fins in figure 3.  In the side fins the bones are 

arranged as rays from a light source.  The 

distance between the increases going from 

proximal to distal.  Proximal they are modelled 

as one piece but distal they are modelled as 

separated bones.  In between there is an area 

where they are in one piece but the formation 

of bones can be seen. 

 Comparing the models of the two tails of the 

cod´s in figure 3 it can be observed that the 

lower part of the lower cod has bones that are 

modelled as single bones all the way up to the 

spine.  As a contrast to that in the upper part of 

the same tail the bones fusion in one solid 

body.  That is also the case in the tail of the 

upper cod. 

 

The results show a complete model of the two cod 

skeletons.  Missing parts, as described above, give a 

somewhat false perception of the anatomy of the 

skeleton.  Some bones in the model are too short and 

some are too thick and still others have fusion in one 

piece.  This does not disturb the human eye so much 

since it can build on previous experience on how 

skeletons like this are built. But it is a problem for 

automated vision.   

Figure 4 shows models of the operculum bone in 

the two cod´s.  This is the bone with the highest density 

in the cod´s body.   

 

Figure 3: Two cod ske 1etons.  The models are a result from 1909 CT slices 0,67 mm thick and 0,33 mm apart.  The whole skeleton 

can be seen, although some bones are not in their full length, others appear more voluminous than they are in reality and some are not 

distinguishable from each other and form a solid body 
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Figure 4: Operculum bone model from the two cod´s 

under inspection in this work. They are the most dense 

bones in the fish, meaning that they have the highest 

HU values on average. 

 

 

3.3. Otoliths 

The otoliths models are shown in figure 5. The otoliths 

give important information on the cod and can be 

analyzed to some extent in these images.  They are the 

objects in the cod´s body with the highest density and 

are considerably denser with more than 2900 HU where 

as the next one, the operculum bone, has 900 HU.   

 

 
Figure 5: Shows the otoliths, i.e. most dense part of the 

cod placed inside the cod head. 

 

DISCUSSION AND CONCLUSION 

Detection of thin bones of low density can be done and 

they can be modelled in a cod skeleton.  This 

information can be of use in detecting single thin bones.  

However if the bones are tight together they are not 

detected as single bones but rather like a merged single 

piece or plane.  Reconstructing the fish skeleton from 

CT data can be done to a certain degree.  Missing parts 

due to small thickness or low density, could in a normal 

case, be predicted using anatomical knowledge of the 

species being investigated.  Another way to increase the 

accuracy of the cod´s skeleton model would be to use a 

CT device with higher spatial resolution.  At the same 

time the field of view can easily be smaller.  These two 

goals go together well.  They can be reached simply by 

diminishing the diameter of the gantry’s aperture having 

the scanned object further away from the CT sensors 

and nearer to the X-ray tube.  This gives enlarged 

projections of the subject onto the sensors. 

 Automated processing of fish requires exact and 

reliable work but at the same time devices that are not 

too expensive and with low running cost.  Medical CT 

devices have in recent years become considerably more 

cost effective.  This is also the case for micro CT 

devices for research purposes.  This gives the hope that 

CT technology can be made cost effective for food 

processing.  Further research is, however, necessary to 

pinpoint the requirements of a CT for fish processing. 
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ABSTRACT 
Multi-agent systems are commonly used for simulation 
purposes. The authors focused on agent-based 
technology in the business process simulation, 
especially on the analysis of the agent-based simulation 
outputs in order to facilitate the verification of the used 
methodology. The paper deals with an analysis of 
agents’ behavior in multi-agent model of business 
processes. The main goal of the paper is to find, how 
selected methods can influence finding of behavioral 
patterns of selected agents in the system and how the 
amount of extracted sequences can be reduced. 
Extraction of behavioral patterns was performed by 
process mining and pattern mining methods with the 
focus on the sequences. The authors present the 
comparison of selected methods for the definition of 
agents’ behavior with the focus to selected 
characteristics of observed methods. Behavioral patterns 
and relations between them create complex networks; 
thus, the extraction of behavioral patterns is optimized 
by spectral graph partitioning. Moreover, the 
visualization of groups of agents with similar behavior 
is presented. 

 
Keywords: system modeling, multi-agent systems, 
behavioral patterns, process mining 

 
1. INTRODUCTION 

The overall idea of proposed methodology is to 
simulate real business processes and to provide 
predictive results concerning the management impact. 
This should lead to improved and effective business 
process realization. The paper deals with the analysis 
and visualization of agents’ behavior to facilitate the 
verification of the simulation model and to effectively 
observe the reaction of the model in relation to the 
initialization of its input attributes, or in relation to the 
influence of the model environment. 

The presented approach deals with a lot of 
influences that are not able to be captured by using any 
business process model (e.g. the effects of the 

collaboration of business process participants or their 
communication, experience level, cultural or social 
factors). The statistical method has only limited 
capabilities of visual presentation while running the 
simulation. Finally, an observer does not actually see 
the participants of business process dealing with each 
other. 

Agent-based simulations dealing with a company 
simulation can bring several crucial advantages (De 
Snoo 2005), (Jennings et al. 2000). They can overcome 
some of the problems identified above. It is possible to 
involve unpredictable disturbance of the environment 
into the simulation with the agents. All of the mentioned 
issues are the characteristics of a multi-agent system 
(MAS). 

This paper is structured as follows. Section 2 
briefly informs about the multi-agent framework 
developed. Section 3 contains the description of the 
proposed method used for the analysis of the agents’ 
behavior in the multi-agent system, and finally, the 
experiments with real data collection from multi-agent 
system are presented in Section 4.  
 

2. AGENT-BASED SIMULATION MODELING 
The authors deal with the agent-based simulation 
model, which is described in (Macal and North 2005), 
with the focus to Business Process Management (BPM) 
(Yan et al. 2001). Usual business process simulation 
approaches are based on the statistical calculation, as 
can be seen for example in (Scheer and Nuttgen 2000, 
Islamov and Rolkov 2010). But only several problems 
can be identified while using the statistical methods. 
The model uses the advantages of the agent technology 
(communication, cooperation, social behavior), to 
describe some of the core business processes of a 
typical business company. The authors developed a 
business process simulation framework (Vymetal et al. 
2012) in order to simulate the real behavior of the 
company on the market. JADE (Bellifermine 2010) 
platform was used for the implementation, which 
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provides running and simulation environment allowing 
for the distribution with thousands of software agents.  
 The core of this paper is the analysis of agent-based 
simulation outputs. To ensure the outputs, above 
mentioned framework was used to trigger simulation 
experiments. The simulation framework covers business 
processes supporting the selling of goods by company 
sales representatives to the customers. It consists of the 
following types of agents: sales representative agents 
(representing sellers), customer agents, an informative 
agent (provides information about company market 
share, and company volume), and manager agent 
(manages the communication between seller and 
customer). All the agent types are developed according 
to the multi-agent approach. The interaction between 
agents is based on the FIPA contract-net protocol; see 
Figure 1 (FIPA 2002).  

 

 
Figure 1: FIPA Contract-Net Protocol 

 
The number of customer agents is significantly higher 
than the number of sales representative agents in the 
model because the reality on the market is the same. 
The behavior of agents is influenced by two randomly 
generated parameters using the normal distribution 
(amount of requested goods and a sellers’ ability to sell 
the goods). In the lack of real information about the 
business company, there is possibility to randomly 
generate different parameters (e.g. company market 
share for the product, market volume for the product in 
local currency, or quality parameter of the seller). The 
influence of randomly generated parameters on the 
simulation outputs while using different types of 
distributions was presented in (Vymetal et al. 2012). 
The simulation uses random values instead of real data. 

The overall workflow of the system proposed can 
be described as follows (see Figure 2). 

The customer agents randomly generate the 
requests to buy some random pieces of goods. The sales 
representative agents react to these requests according 
to their own internal decision functions and follow the 
contracting with the customers. A production function is 
used to define the value of the negotiated price. The 
purpose of the manager agent is to manage the requests 
exchange. The contracting results into the sales events. 
More indicators of sale success like revenue, amount of 
sold goods, incomes, and costs are analyzed as well. 

Each action running in the simulation framework was 
recorded in the log file. The log file serves as a dataset 
for further analysis described in Section 4.  

 
Figure 2: Workflow of Proposed System 

 
3. ANALYSIS OF AGENTS’ BEHAVIOR 
The verification of the business process model is based 
on the analysis of recorded outputs.  The approach 
described in this paper is focused on the analysis of 
agents’ behavior in the model, which is recorded in a 
log. The log is a simple text file, where each row 
represents one event. The main structure, which is valid 
for all agents, consists of TimeStamp (date and time 
when the event was performed), AgentID (each agent 
has its unique ID), AgentClassName, TypeOfAction, 
ActionAttribute.  

Definition of the agent behavior was performed 
using the methods of process mining (Aalst 2011; Aalst 
et al. 2004). Then, the agents’ behavior in the model can 
be described by a set of event sequences. The paper is 
oriented to comparison of methods used for finding 
behavioral patterns of the agents and to their description 
on the basis of similarity of extracted sequences.  

Behavioral patterns were extracted by the methods 
used for the sequence comparison; their description was 
provided using methods of text processing.  Two basic 
groups of algorithms for the comparison of two or more 
categorical sequences are generally known. The first 
group divides the algorithms by the fact, whether the 
sequences consist of ordered or unordered elements. 
The second group of algorithms focuses on the 
comparison of the sequences with the different lengths 
and with the possible error or distortion. 

The agent behavior in the business process 
simulation can be described by a set of event sequences. 
A sequence is an ordered list of elements (in this 
approach events), denoted ),...,,( 21 meees = . Given two 
sequences ),...,,( 21 meees =  and ),...,,( 21 lfffu = . 
Sequence s is called a subsequence of u, denoted as 
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us ⊆ , if there exist integers 1...1 21 ≤<<<≤ mjjj  
such that jmmjj fefefe === ,...,, 2211 . Sequence u is 
than a super sequence of s. 
 
3.1. Comparison of Sequences 
For easier description of the agents’ behavior, 
behavioral patterns were extracted with the focus to the 
similarity between the sequences.  

The basic approach to the comparison of two 
sequences, where the order of elements is important, is 
The longest common substring (LCS) method (Gusfield 
1997), see example in Table 1. As obvious from the 
name of the method, the main principle of the method is 
to find the length of the common longest substring. 
Given the two sequences ),...,,( 21 meees =  and 

),...,,( 21 lfffu = , we can find such subsequence  
),...,,( 21 pgggv = , where )1()1( −+−+ == kjkik feg for all 

pk ,...,1=  and lmp ,≤ . 
The LCS method respects the order of elements in 

the sequence. However, the main disadvantage of this 
method is that it can find only the identical 
subsequences, where no extra element is presented in 
the sequence. For some domains, typically where a 
large amount of different sequences exists, this fact 
gives too strict limitation. As a solution of this problem 
can be considered The longest common subsequence 
method (LCSS), described for example in (Hirschberg 
1977), see example in Table 1. Contrary to LCS 
method, this LCSS method allows (or ignores) the 
inserted extra elements in the sequence, and therefore, it 
is immune to slight distortions. 

 
 1. 2. 3. 
Sequence s EABCF EAEBCE ABBCC 
Sequence u ZABCT FABCF EABCE 
LCS ABC BC AB 
LCSS ABC ABC ABC 
T-WLCS ABC ABC ABBCC 
Table 1: Results of Algorithms for Subsequence 
Detection 

 
Whether the similarity of compared sequences is 

defined as a function using a length of common 
subsequence, one characteristic of this method can be 
found. The length of the common subsequence is not 
immune to the recurrence of the identical elements, 
which can occur only in one of the compared sequences. 
We can find such situations, for example due to 
inappropriate sampling or due to any kind of distortion. 

In some applications, it is suitable (or sometimes 
even required) to eliminate such type of distortions and 
to work with them like with the equivalent elements. 
The solution is in another method, The time-warped 
longest common subsequence (T-WLCS) (Guo, A. and 
Siegelmann, H. 2004), see example in Table 1. The 
method combines the advantages of LCSS method with 
dynamic time warping (Müller, M. 2007). Dynamic 
time warping is used for finding the optimal 

visualization of elements in two sequences to match 
them as much as possible. This method is immune to 
minor distortions and to time non-linearity. It is able to 
compare sequences, which are for standard metrics 
evidently not comparable. 

The method emphasizes recurrence of elements in 
one of the compared sequences. Due to this fact, the 
length of the common subsequence can be longer than 
the shorter length of the compared sequences. In the 
experiments described in the paper, the authors compare 
the impact of LCS, LCSS and T-WLCS methods to 
finding the behavioral patterns and to construct the 
agents’ profiles based on their behavior in multi-agent 
system. 

 
3.2. From Log to Agents’ Network 
As the first step of the approach, a set of agent profiles 
was generated. In the agent profile, each agent has 
assigned its set of sequences performed by it. The 
sequences were extracted using similar principle as 
extraction of traces in business process analysis (Aalst 
2011). However, in our approach, the trace is defined in 
relation to one agent, not to one case. Given a set of 
agents },...,,{ 21 nAAAA = , where each agent is 
described by its set of sequences representing the 
agents’ behavior during the business process simulation 
in the MAS. Thus, we have for all iA  a set 

},...,,{ 21 miiii sssS = . Set of all possible sequences, 
which can occur in the log is given by iSS ∪=  for all 

ni ,...,2,1= . 
Afterwards, finding the behavior patterns of agents 

was performed. Since obtained sequences are often 
similar with inconsiderable differences, the next three 
steps of proposed approach are oriented to finding 
behavioral patterns, which can better describe the 
agents’ behavior during the simulation. Finding of 
behavioral patterns is based on a weight of the sequence 
relation. In the paper the results for three methods: LCS, 
LCSS, and T-WLCS are compared.  

A weighted graph ),,( WEVG = describing 
relations between the sequences was constructed, where 
the nodes represent sequences ( SV = ) and edges are 
evaluated by the weight of the relation between two 
sequences (depending on the selected method), and 
which is higher than selected threshold ( θ>ijw ). 

The obtained graph is then divided into clusters 
with the similar sequences using spectral clustering, 
improved by our proposed Left-Right Oscillate 
algorithm. For more details, see our previous work 
(Martinovic et al. 2012). Thus, set of sequences S is 
divided into clusters jC , where jCS ∪=  and 

cj ,...,1= , which is count of the clusters. 
Afterwards, selected clusters are described by its 

representatives, called behavioral patterns. The main 
principle is that each representative is the most similar 
to the other sequences in the cluster. Finding a 
representative sequence of a cluster jC  is based on 
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finding a sequence with the maximal sum of relation 
weights (depending to the selected method) to the other 
sequences ks within the cluster jC . 

For each agent jA  its own reduced profile jP  is 
then created, which determines the agent using 
behavioral patterns. The reduced agent profile is a 
binary vector of a dimension c (count of clusters), 
which gives information about characteristic behavioral 
patterns of the given agent. 

A weighted graph describing the relations between 
agents was generated at the last step. The nodes of the 
graph represent the agents identified by its unique ID, 
vertices represent the relations between the agents. The 
relation between agents was defined by the similarity of 
their behavior using cosine measure. 

 
4. EXPERIMENTS ON SIMULATION MODEL 
In the experiments, the log file generated by MAS for 
the simulation of one year with 52 turns (one turn is 
equivalent to one week) was used. The log file 
contained 557760 records of agents’ activities. Four 
types of agents: ManagerAgent, InformativeAgent, 
CustomerAgent and SellerAgent were defined in the 
simulation model. The basic description of the log file is 
presented in Table 2. 

 
Agent Class Records AgentInstances 
ManagerAgent 54 1 
InformativeAgent 107 1 
CustomerAgent 406 482 498 
SellerAgent 151 098 51 
Sum 557 760 552 

Table 2: Log File Description 
 
4.1. Sequence Extraction 
The records from the log file were used for the 
extraction of sequences. As mentioned in Section 3.2, 
the methodology of Aalst was used, modified to our 
approach based on the multi-agent system requirements. 
During the extraction, each sequence was related to one 
agent; its start and end points were detected by the start 
and the end of one turn. For described data collection, 
we have obtained set S consisted of 1974 sequences, 
and 24 types of different sequences used in the 
simulation. We assume more diverse output in future 
experiments, due to planned simulations with more 
variable initialization of input parameters of agents. 
 

4.2. Finding of Behavioral Patterns 
This phase of the experiments was oriented to an 
exploration, how the different methods for measurement 
of relation weight between two sequences can influence 
the finding of the behavioral patterns. The following 
methods have been tested: LCS, LCSS and T-WLCS. 
All the methods can find the longest common 
subsequence α of compared sequences xβ  and yβ , 
where yx βαβα ⊆∧⊆ , where Sx ∈β  and Sy ∈β . 

For description of used methods, see Section 2. The 
relation weight wR  was counted by Equation 2. 

)(*)(
)*)((),(

2

yx
yxw ll

hlR
ββ

αββ = ,  (1) 

where )(αl is a length of the longest common 
subsequence α for sequences xβ and yβ ; )( xl β  and 

)( yl β  are analogically lengths of the compared 
sequences xβ and yβ , and 

))(),((
))(),((

yx

yx

llMax
llMin

h
ββ
ββ

=   (2) 

Table 3, Table 4 and Table 5 describe obtained 
components with similar sequences for each method 
and for different threshold θ (level of relation 
weight wR ). 

θ Components (Size) Isolated Nodes 
0.9 1 (2) 22 
0.8 2 (2,2) 20 
0.7 3 (2,2,2) 18 
0.6 4 (2,2,2,2) 16 
0.5 4 (4,4,2,2) 12 
0.4 5 (6,6,2,2,2) 6 
0.3 3 (11,7,2) 4 
0.2 3 (11,8,2) 3 
0.1 3 (11,8,2) 3 
Table 3: Components of Sequences, LCS 

 

θ Components (Size) Isolated Nodes 
0.9 1 (2) 22 
0.8 2 (2,2) 20 
0.7 3 (4,2,2) 16 
0.6 4 (5,2,2,2) 13 
0.5 3 (9,4,2) 9 
0.4 4 (9,6,2,2) 5 
0.3 3 (11,7,2) 4 
0.2 3 (11,8,2) 3 
0.1 3 (11,8,2) 3 
Table 4: Components of Sequences, LCSS 

 
θ Components (Size) Isolated Nodes 

0.9 2 (7,2) 15 
0.8 3 (7,3,2) 12 
0.7 3 (8,7,2) 7 
0.6 3 (9,8,2) 5 
0.5 2 (11,8) 5 
0.4 3 (11,8,2) 3 
0.3 3 (11,8,2) 3 
0.2 3 (11,8,2) 3 
0.1 3 (11,8,2) 3 

Table 5: Components of Sequences, T-WLCS 
 
As we can see from Table 3 and Table 4, we have 
obtained for level θ=0.2 the same 3 components of 
similar sequences for both methods LCS and LCSS, 
while for method T-WLCS the same 3 components have 
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been obtained even for level θ=0.4, see Table 5. Which 
is important, each method has for higher levels of θ 
different outputs. 
 

 
Figure 3: Sequence Components - LCSS, θ=0.2  
and θ=0.4 
 
In Figure 3 and Figure 4, we can see the examples of 
visualized graphs with colored components of similar 
sequences for LCSS and T-WLCS method with selected 
threshold θ. 
 

 
Figure 4: Sequence Components – T-WLCS, θ=0.4  
and θ=0.6 
 
The detailed description of obtained clusters of 
sequences for the method T-WLCS (θ=0.4) is presented 
in Table 6. The same clusters with the same sequences 
were obtained for the methods LCS and LCSS with 
θ=0.2 as well.  
 

Cluster Seq. ID Sequence Activities 
C0 9 1;2;3;4;5;7;8;7;8;7;8;7;8;7;8;7;8;7;

8;7;8;7;8;7;8;7;8;7;8;10; 
 10 2;3;4;5;7;8;7;8;7;8;7;8;7;8;7;8;7;8;

7;8;7;8;7;8;7;8;7;8;10; 
 13 2;3;4;5;7;8;12;10; 
 14 2;3;4;5;7;8;7;8;7;8;7;8;7;8;12;10; 
 15 2;3;4;5;7;8;7;8;12;10; 
 16 1;2;3;4;5;7;8;12;10; 
 17 2;3;4;5;7;8;7;8;7;8;12;10; 
 18 2;3;4;5;7;8;7;8;7;8;7;8;7;8;7;8;7;8;

7;8;12;10; 
 19 2;3;4;5;7;8;7;8;7;8;7;8;12;10; 
 20 2;3;4;5;7;8;7;8;7;8;7;8;7;8;7;8;12;1

0; 
 21 1;2;3;4;5;7;8;7;8;7;8;7;8;12;10; 
C1 1 6;6;6;6;6;6;6;6;6;6;6;6; 
 2 6;6;6;11; 
 3 6;11; 
 4 6;6;11; 
 5 6;6;6;6;6;6;11; 
 6 6;6;6;6;11; 
 7 6;6;6;6;6;11; 
 8 6;6;6;6;6;6;6;6;11; 
C2 11 2;9;10; 
 12 1;2;9;10; 

Table 6: Detailed Description of Sequence Clusters,  
T-WLCS method, θ=0.4 

For selected weight level θ, the obtained clusters of 
similar sequences were assigned as behavioral patterns. 
Then, each behavioral pattern was described by its 
representative, see Section 3.2. The example of one 
cluster obtained using LCS method (θ =0.3) can be seen 
in Table 7, where the sequence with ID 19 has been 
selected as a representative of this cluster. 
 

wR  Seq. ID Sequence 
0.44 17 2;3;4;5;7;8;7;8;7;8;12;10 
1 19 2;3;4;5;7;8;7;8;7;8;7;8;12;10 
0.81 21 1;2;3;4;5;7;8;7;8;7;8;7;8;12;10 
0.49 14 2;3;4;5;7;8;7;8;7;8;7;8;7;8;12;10 
0.35 20 2;3;4;5;7;8;7;8;7;8;7;8;7;8;7;8;12;10 

Table 7: Example of representative sequence, LCS 
method (θ=0.3) 
 
The behavioral patterns has been used for the 
description of agents’ behavior, see Section 4.3. 
 
4.3. Agents‘ Network Based on Behavioral Patterns 

The last step of proposed approach was the 
generation of agents’ network based on the obtained 
behavioral patterns. Example of such network is 
presented in Figure 5, which demonstrates the agents' 
communities based on similar behavioral patterns 
extracted using LCS method (θ=0.3). 

 

 
Figure 5: Agents' Communities Based on Behavioral 
Patterns, LCS (θ =0.3) 
 
CONCLUSION 
The paper deals with the analysis and visualization of 
the agents’ behavior to facilitate the verification of the 
simulation model and to effectively observe the reaction 
of the model in relation to the initialization of the input 
attributes, or to the influence of the model environment. 
The proposed method was used for the determination, 
whether the agents which are included in the multi-
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agent system have the appropriate behavior like has 
been programmed. 

The agents’ behavior was described using the 
behavioral patterns, obtained via sequential pattern 
mining methods and methods for the determination of 
relations between the sequences. Concretely, LCS, 
LCSS, and T-WLCS methods were compared in the 
experiments to discover, how the selected method can 
influence the finding of the agents with the similar 
behavior. 

The detailed description of the outputs obtained 
using each method was presented in Section 4.2. From 
the obtained outputs we can see, that each method has 
its specific approach to the determination of the 
relations between the sequences. Due to this fact we can 
say, that each method can be used for different type of 
data collection. Moreover, the selection of the method 
depends on what process with selected behavioral 
patterns we intend to do.  

In the cases, where we need more detailed division 
of sequence clusters to find more accurate behavioral 
patterns like in this data collection from the multi-agent 
system, LCS method is the most suitable. In other cases, 
where we have large data collections with various types 
of sequences (typical domains are analysis of users’ 
behavior on the web, or analysis of business processes), 
method T-WLCS is better to use. This method is 
immune to minor distortions and to time non-linearity, 
and emphasizes the recurrence of the elements in one of 
the compared sequences. Finally, LCSS method 
generates the outputs more similar to LCS method, but 
more compact.  

Visualized groups of agents with similar behavior 
during the simulation, extracted using LCS method is 
presented in Figure 5 

As presented in the described experiments, LCS 
method is the most suitable for the presented data 
collection. However, we assume more diverse output in 
future experiments with proposed simulation model, 
due to planned simulations with more variable 
initialization of input parameters of agents. Therefore, 
T-WLCS or LCSS method will be more suitable in the 
future experiments with MAS.  
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ABSTRACT 
Current hardware development is characterized by an 
increasing number of multi-core processors.  The 
performance advantages of dual and quad core 
processors have already been applied in high-speed 
calculations of video streams and other multimedia 
tasks. New options arise from the increasing power of 
new graphic processors.  They include up to 1600 
shading processors, which can also be used for 
universal computations at present. The paper discusses 
possible applications of graphic processors in 
simulation and other areas of high computation needs, 
like FEM or flow-analysis. The implementation of 
parallel threads on more than one core requires 
substantial changes in the software structure, which are 
only possible inside the source code. The paper also 
introduces feasible architectures and compares the 
CUDA and OpenCL approach. 

 
Keywords: Grid computing, CUDA, OpenCL   

 
1. INTRODUCTION 
Since 2005, we have observed a quiet revolution in 
hardware development – the performance of graphic 
processor units (GPU) has been developing at a speed 
leading to a ten times higher performance against 
standard central processors (CPU) (see Fig. 1/from 
(Kirk and Hwu 2010). But the development of CPU´s 
has been slowing down since 2003 due to energy 
consumption and heat-dissipation issues limiting a 
further increase of clock frequency. As demonstrated in 
Fig. 1, the performance of actual graphical processing 
units (GPU´s) achieves 1000 GFlops, a value lying in 
the range of older super computers. It is quite sure, that 
this revolution will continue also in the next years as a 
result of a very strong competition between the two 
major players – AMD and NVIDIA. 
 As a matter of fact, simulation science has already 
searched for the highest feasible performance 
(Wiedemann 2000). Otherwise, there exist completely 
new hardware architectures and requirements (see 2.2). 
The imple¬mentation of parallel threads on a large 
number of cores leads to substantial changes in the 
software structure. Changes like these are only feasible 
inside the source code and cannot be executed with 
COTS-simulation systems. 

 As a conclusion, we may expect a new era of high 
performance software development. This paper 
introduces not only options and constraints of the new 
hardware, but also the changes in the simulation 
software resulting from 
. 

 
 

Figure 1: Performance chart ((Kirk and Hwu 2010)) 
 

 
The new hardware architecture of modern GPU´s was 
primarily designed for high-end 3D-computer games. In 
these games, the high quantity of processors is used for 
parallel computing of high-quality images with fine-
grained textures and sophisticated rendering algorithms. 
The first versions of such GPU´s were tailored to 
special purposes and could not carry out universal 
computations (Kirk and Hwu 2010). The current 
versions are now capable of calculating common types 
of algorithms with double precision.   

Resulting from the orientation on graphic 
algorithms, the hardware also follows a special 
architecture.  First the host system and the graphic 
processor have separate memory and control areas. 
Programs for the graphic processor must be compiled in 
a special way and transferred to the graphic subsystem. 
The memory bandwidth of the GPU is up to ten-fold 
higher than the standard RAM memory of the host.  

The GPU processor is divided into a number 
(16…128) of computing blocks, whereby each block 
consists of a grid of streaming core processors (cores). 
The number of cores inside a block is not fixed, but can 
be defined dynamically by the control program. High-
end GPU processors, like the ATI Radeon™ HD 5870, 
are equipped with up to 1600 streaming cores.  
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Figure 2: GPU architecture ((Kirk and Hwu 2010) 

 
Memory organization is a significant limiting fact. 

The fastest memory is the shared memory inside the 
blocks. Only cores inside a block are able to 
communicate upon shared memory and to synchronize 
their work. Synchronization of cores between different 
blocks is slow and poorly supported!  These aspects 
should be considered, when simulation scenarios are 
evaluated. A second, much more critical constraint is 
the single program multiple-data (SPMD) programming 
model of GPU´s. This means, that inside a block, only 
one program is executed over different areas of data. If 
a program like this includes a branch, then the 
alternative else-branch is performed after executing the 
then-branch, which slows down execution at all. For 
graphical applications with large data streams, like 
encoding of videos or rendering complex 3D scenes, 
this model is suitably adapted, since it reduces the 
necessary ratio of logics inside the small processors.  

If a complex program is executed, this 
programming model must be considered carefully! An 
approach is demonstrated on the following pages. 

 
2.  GPU´S IN UNIVERSAL COMPUTATIONS 

 
2.1. General discussion of multi core applications 

The main algorithms and mathematical foundations of 
simulation systems are well defined and efficient 
(Heusmann and Wiedewitsch 1995). Although the 
software tools for continuous (CS) and discrete 
simulation (DS) are very different, there exist two 
general options for using parallel computing 
environments.  
First, the model itself is divided in smaller sub-models 
and each sub-model is computed on one core. This 
Parallel Simulation approach has been known for about 
25 years (Perumalla 2006). As a result of the necessary 
communication between the sub-models, this approach 
is very complex.  

During the last decade the possible speedup 
degreed. The main reason is the nearly constant 

communication speed and increasing computation 
performance. The communication speed of standard 
parallel computers is limited by the simple 
pheno¬menon of distance between the computing cores. 
Let us assume a distance of 30 cm, only, than it takes 
the signal at light speed about 1ns (t=s/v=0.3m/3*10e-8 
m/s), lying in the range of 3 periods of a 3 GHz 
processor. Additional delays occur by the electronics’ 
latencies themselves.  In summary, the resulting 
speedup of parallel computation can decrease (fall 
down?) to 2 or even below 1 on multi-core machines, 
when the models are not suitably distributed on the 
cores. However, the new hardware architecture of 
GPU´s may improve this situation again: First, by 
smaller distances of the core inside the chip die (<2mm) 
and second, by optimized synchronization hardware 
inside the same chip.  

The second approach uses each core for computing 
exactly one simulation model, which is also known as 
Hyper Computing (Perumalla 2006). The larger number 
of cores is used for calculating the models n-time, e.g. 
by applying different random number seeds. Speeding 
up of such computations is nearly equal to the number 
of the cores and could be guaranteed in practice.  

From a practice point of view, the Hyper 
computing approach is very interesting and to be used 
easily, if we leave the single simulation view and look 
on the whole simulation process.  Nearly all larger 
simulation studies must consider random numbers 
inside the model or different input data scenarios. For 
statistical correctness, over 20 or more simulation runs 
must be executed for getting significant results.  If there 
are different input data sets – Ndatasets, this number 
can be multiplied by the number of simulation runs 
Nruns, since all runs are independent one from each 
other and can be computed simultaneously. As a 
conclusion, running Ndatasets * Nruns , we obtain 
Ndatasets statis¬tical significant results over all data 
input sets.   

If there are no different input scenarios, than 
Ndatasets  runs could be used for making a sensitive 
test, which provides significant information about the 
quality of simulation variables used. 

 
2.2. Performance considerations in Hyper 

Computing 
 

Against the background of the new GPU architecture, it 
makes sense to subdivide calculations into two different 
classes. Typical graphical computations are also 
subdivided into different computation classes, like 
transforming, rendering and shading of 3D objects with 
textures. The resulting GPU architecture (see Figures 2 
and 1.2) provides an adequate support to different 
computing groups.  
Let us assume that the simulation models only differ in 
their specific random numbers, whereas input data and 
computation are always the same. This is true for a 
large number of continuous simulations, but only a 
small number of discrete event simulations. 
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Concludingly, a set of Ndatasets can be computed with 
Nruns each, whereby each block of Nruns computes one 
significant result for one of the datasets. 
 Since the maximum number of  Ndatasets * Nruns 
is 512, a definition of  Nrun =32 runs and Ndatasets = 
16 data sets is a good practical combination. 

 
 

Figure 2: Hyper computing scenarios 
 
If such a combination of variance and sensitive 

computation is realized, than the possible speedup can 
be the number of parallel running cores, in this case up 
to 512! This speedup does not depend on special 
methods of disaggregation of complex simulation 
models.  The method can be adapted easily to new 
hardware characteristics, e.g. if the limit of 512 
computing units in a block is extended (up to 1024 or 
more?)  in the next years. 

 
2.3. Typical scenarios for independent and equal 

simulation runs in a Hyper Computing context  
 

In the field of continuous simulation, all formulae 
must be equal and only differ in the vector index of the 
input data and the index of the random number 
generator:  
     dv/dt =  f(  a(idx), vstart(idx), rand(idx) )         
The value of the idx-variable is equal to the blockidx-
value of the core inside the block. The blockidx is 
automatically determined by the host program at the 
start of the parallel runs and counts all the used cores 
from 1 to N.  
In the example, each run may have different values for 
acceleration a, the initial speed vstart and the random 
values of the motion, like wind or engine 
characteristics. Like mentioned before in chapter 2.2, 
additional cores can be used for calculating sensitive 
tests or different data input sets. 
A similar formula may be used for Monte-Carlo-
simulations (MC) (e.g. for determining ∏ ) :  
    for (int i=1; i<= experiments; i++)  
    {  x =  rand1(blockidx);  y = rand2(blockidx);  
        r_testPI =  x * x  +  y * y; 
        if (  fabs(r_testPI) <  Radius)     hit++;  
    }   PI = hit / experiments * 4; // get PI by MC  

The rand1() and rand2() are typical random number 
generators, where the seed and current value are stored 
in a vector, referenced by the blockidx-value again. For 
both applications, speedup may grow up to the number 
of cores used in parallel.  

2.4. Parallel execution in discrete simulation 

Application of GPU´s in the discrete event simulation is 
much more difficult. In general, the objects are very 
different in their characteristics, and thus code 
execution is not equal, which, in turn, slows down 
execution speed in the context of the single program 
multiple-data (SPMD) programming model. 
One special option is possible, if the simulation model 
consists of objects with nearly identical characteristics 
and an equal schedule sequence (e.g. each minute a 
customer is served or nothing is done)! Such a code for 
one object of some hundreds of objects could be 
described by the following expression:  
 
        while (  running ) 
        { if  ( mynext_time >  simtime) 
              //  do nothing  
              else  {    /* do  actions  */   
  p= getnextproduct(blockidx); 
              optime = workon_product(p);  
              mynext_time = simtime +optime; 
          }  _syncthreads(); // wait for the other …  
 } 
In any case, the two branch sections then { } and else {}  
are executed in sequence and not in parallel, but the first 
section does nothing and  the loss of speed is minimal. 
The functions getnextproduct() and workonproduct() 
should execute the same code, only depending from the 
blockidx-value of the core, which corresponds to the 
number of the machine in the simulation model. 
Of course, this approach is limited by the restrictions of 
the single program multiple-data (SPMD) programming 
model. Much more complex discrete simulation models 
must be executed on different cores in result of their 
heterogeneous code, but the number of such cores is not 
so high.  Future work on the hardware will give new 
opportunities also for discrete simulation in this area.  

2.5. Using GPU´s for high-performance applications  

All the discussed scenarios for the different simulation 
methods are valid also for other computations in the 
CAD/CAM area. Like in simulation, the GPU can be 
used in two different modes: 
- If the data or computation model is distributed in 

space and the computation algorithms are the same 
with different parameters, the GPU cores can run in 
parallel over a distributed model. 

- If the data or model is not distributed, the cores 
could be used for equal runs with changing 
experiment parameters. For example, a complex 
CAD or CAM calculation could be done for 
different levels of external temperature or 
mechanical stress.  

Mixed modes of the two options are also possible! 
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2.6. Optimization with GPU´s  

A third level of parallelization is possible by using 
optimization techniques. The approach from chapter 1.3 
-1.5 can be extended by using the results of the basic 
runs in an optimization method with independent 
points, like the Monte-Carlo optimization method or 
genetic algorithms.  
On the GPU stream cores, a method like this would be 
distributed in the following way:  

• One single optimization point is calculated by 
16 or 32 cores inside one block.  

• 32 or 16 blocks are used for getting the points 
for 32 or 16 individuals in the search space. 

• One additional block works as an optimization 
control block and collects all the points and 
calculates the next generation of individuals. 

If there are more blocks available, the whole 
optimization run can be started for a second or third 
time with different starting values for using all 
computing cores. 
Let us assume that there are 32 runs executed for each 
of the 16 individuals.  With this assumption, we provide 
the maximum number of 512 cores on a computing unit. 
But if there are 1600 cores in a high performance GPU 
like the ATI HD 5870, we can perform three runs of 
these optimizations, providing a total speedup of 1500.  

2.7. Conclusion  

Consequently, it is easier and much more flexible to use 
a Hyper computing approach.  The major limiting factor 
is the single program multiple-data (SPMD) 
programming model inside the blocks, which defines 
some constraints on the bandwidth of code.  

 
3. PREREQUISITES AND FUTURE 

DEVELOPMENT  
 

The GPU hardware is supported by special API´s and 
C-style programming libraries. Both companies, AMD 
and Nvidia, provide special software drivers and 
programming environments (Nvidia 2012) (OpenCL 
2012) (OpenAcc 2012 ).   

3.1. CUDA, OpenCL and OpenAcc 

In 1999, Nvidia invented the GPU-multicore 
architecture and supported/ supports the hardware with 
its proprietary CUDA technology (Nvidia  2012). AMD 
and its subdivision ATI assist the own hardware and 
also the Nvidia hardware with the open and non-
proprietary OpenCL technology (OpenCL 2012). A 
third option is available since 2012 – the OpenAcc-
interface (OpenAcc 2012) .  
Until summer 2012, the final result of this competition 
has still been open:  

• Nvidia´s CUDA is more efficient and easier to 
use on the Nvidia GPU´s. 

• The OpenCL is much more flexible, but 
requires more development efforts. OpenCl 
can be executed also on multi- core CPU´s. 

• OpenAcc is only an extension of C-compilers 
and tries to generate automatic code for the 
GPU from standard C-code. The performance 
will be lower in most cases, but the ease of use 
will be higher compared to CUDA and 
OpenCL. 

From the author’s point of view, the final result will 
mainly depend on the OpenCL and OpenAcc 
development.  

3.2. New hardware opportunities  

New hardware from Nvidia, based on the next-
generation CUDA architecture codenamed “Fermi” 
brings the performance of a small supercomputing 
cluster to the desktop.  Compared to a Cray-1 from 
1980 with 150 MFlops and a price of about 8 Mio $ one 
card now offers 480 GFlops for a price of a desktop PC.  
Up to 4 cards can be combined in a PC, which offers a 
peak performance of nearly 2 Terraflops. The future 
development of the hardware will continue and the 
results will be very interesting for all areas of high 
speed computing !  

3.3. Final summary  

The new GPU architectures are very promising for 
applications with a high demand of computation for a 
low price. Practical results are feasible and will show 
speedup´s of some hundreds at a very interesting price, 
compared with traditional parallel computers.  
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ABSTRACT 

Numerous simulation games have been developed since 

the 60’s by researchers within the construction domain. 

These games were developed for a specific purpose and 

possess a unique implementation strategy and structure. 

This paper summarizes some of these games and further 

discusses a subset of them, particularly those developed 

within the COnstruction SYnthetic Environment 

(COSYE). A prototype for a game development 

framework was proposed based on review of these 

games. It is proposed to implement this prototype 

within a distributed simulation environment to ensure 

consistency, interoperability, and reusability of the 

components and the game as a whole. COSYE is 

chosen to provide such an environment because it has 

the necessary ingredients for developing and 

maintaining such a prototype. The paper further 

discusses some concepts of distributed simulation, the 

features that exist within the COSYE framework, and 

the standards on which the COSYE framework operates 

i.e. High Level Architecture (HLA). 

 

Keywords: Simulation games, prototype, COSYE, HLA 

 

1. INTRODUCTION 

The pace of the construction industry has traditionally 

been driven by the needs of its clients and national and 

global economies in general. This makes it a highly 

dynamic industry. Lately, projects within this industry 

have significantly evolved with respect to complexity 

and size.  They are generally larger and more complex, 

demanding more refined competencies, with respect to 

cost and time efficiency, safety and quality from the 

people executing them. As a result, average recent 

university graduates generally find it challenging to 

match this required skill set, especially if they are a 

product of a program that utilizes traditional methods of 

classroom instruction. Moreover, the industry is highly 

competitive at an individual and company level.  

 An effective way of resolving such issues is to  use 

methods complementary to traditional ones. Examples 

of these methods include site visits, the use of 

simulation games, the use of case studies and guest 

lectures from experts in the industry. Simulation games 

have a lot of potential to develop the desired 

competencies amongst students because they create a 

virtual construction site environment with which the 

students interact as though they were on a real job site. 

Also, the implementation of these games does not 

demand significant logistical requirements compared to 

the other methods, and yet, the players experience 

sufficient training time and the desired benefits are 

realized. Therefore, the use of simulation games in 

construction education needs to be given more emphasis 

and the tools required to support their use must be up-

to-date and easy-to-use.         

 This paper reviews the structure and development 

of past simulation games with the objective of deriving 

common features among them from which a generic 

game development prototype can be proposed. It is 

envisaged that this prototype will simplify the 

development process of future games. Although the 

prototype can be applied in any suitable environment 

while developing a game, the authors base their 

discussion in this paper on an environment that supports 

the development and execution of distributed simulation 

systems, COSYE, developed at the University of 

Alberta by the second and third authors of this paper.  

 

2. CONSTRUCTION MANAGEMENT GAMES 

A review of the various simulation-based games that 

have been implemented in the past within the 

construction domain reveals a significant degree of 

diversity with respect to their structure, internal 

processing algorithms and overall purpose. Nonetheless, 

they can be placed within two broad categories: process 

centric games and non-process centric games. 

 Process centric games are those that model site-

level operations using typical process interaction 
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modeling approaches. They involve a lot of resource 

manipulations and event scheduling (which replicate the 

complex logical sequence of project activity execution). 

The purpose of such games is to teach students how to 

allocate resources as construction progresses, and how 

to deal with other uncertain events that are typical of 

construction  projects such as labor strikes, equipment 

failures, bad weather and other unforeseen poor site 

conditions. These games develop student skill and 

knowledge regarding how to effectively keep projects in 

control amidst such unfavorable circumstances. 

Examples of games that have been developed in this 

category include: a foundation excavation game (Au 

and Parti 1969), CONSTRUCTO (Halpin 1976), a road 

construction game (Harris et al. 1977), the muck game 

(Al-Jibouri and Mawdesley 2001) and a tunneling game 

(Ekyalimpa et al. 2011). CONSTRUCTO was 

developed by Halpin in 1976 to teach students how to 

deal with unforeseen site conditions such as labor 

shortages and unfavorable weather conditions while 

executing a construction project. It was also aimed at 

teaching students how to manage resources on their 

projects from a constrained global resource pool. The 

foundation game developed by Au and Parti in 1969 

was focused on teaching students how to deal with the 

dynamics and uncertainties associated with building 

foundation excavation and construction. The muck 

game was introduced by Al-Jibouri in 2001 and its main 

purpose was to teach students the concepts involved in 

earth-moving operations.  

 The non-process centric games focus their efforts 

on teaching students the different concepts of bidding 

strategies, cost estimation, scheduling and dispute 

resolution. Examples of games within this category 

include Construction management game (Au and Parti 

1969), SUPERBID (AbouRizk 1993), STRATEGY 

(McCabe et al. 2000), equipment replacement game 

(Nasser 2002), virtual construction negotiation 

(Yaoyuenyoung et al. 2005), Easy Plan (Hegazy 2006), 

and MERIT (Wall and Ahmed 2006). Different versions 

of superbid have been developed since the release of the 

original version by AbouRizk. These have adapted 

different implementation approaches and have had some 

additions made to them, such as the virtual player 

implemented in a version of superbid within COSYE by 

AbouRizk et al (2010).  Details of this version of the 

game, along with other games implemented within 

COSYE, will be discussed in this paper.   

 In their paper, AbouRizk et al (2010) pointed out 

that with the advances in computing technologies, most 

of the games discussed above have been rendered 

obsolete as they can no longer be implemented on 

today’s computers. This could be attributed to the static 

nature of the methodologies that were used to 

implement these games.  Nonetheless, there are a 

number of insights to be gained from reviewing the 

different implementation strategies used for developing 

the games. These approaches can be summarized as 

those that were: (1) operated on standalone computers, 

(2) implemented in a database-server environment, (3) 

developed in a web-based environment and (4) 

implemented in a distributed simulation environment 

like COSYE. For a game setting, a file server, web-

based server and distributed simulation approaches offer 

more implementation flexibility and are acceptable. 

This issue will be further discussed in the conceptual 

framework for game development.   

 

3. DISTRIBUTED SIMULATION USING 

COSYE AND THE HLA 

COSYE is an application programming interface which 

supports the development of large-scale distributed 

synthetic simulation environments. It is based on the 

High Level Architecture (IEEE 1516) standard for 

developing large-scale models (AbouRizk and Hague 

2009) and facilitates the creation of separate simulation 

components (also known as federates) and their 

integration into a single simulation system (known as a 

federation) during execution.  

 The HLA standards are guidelines prescribed by 

the Institute of Electronic and Electrical Engineers 

(IEEE) to ensure that distributed simulation systems are 

developed in an interoperable, reusable and consistent 

manner. The HLA standard is comprised of three 

components, namely: the rules, the Object Model 

Template (OMT) and the Interface specifications.  

A typical distributed simulation system will be 

represented by one federation and a number of 

federates. A federation can be defined as a virtual 

space/environment which represents a distributed 

simulation system. It has different components 

(federates) that are responsible for its simulation 

behavior. A federate on the other hand is a piece of 

software with the capability of participating in a 

federation execution. Figure 1.0 shows a schematic 

layout of a distributed simulation system with the 

different components. Some of these components will 

be explained in detail. The COSYE framework provides 

the services required to create federates and integrates 

them into an executable federation. COSYE has 

different components which facilitate developers to 

achieve this. They include: a Run Time Infrastructure 

(RTI), an OMT editor, a federate host, and a federate 

form.  

 

3.1. The Run-Time Infrastructure (RTI) 

The RTI is software that hosts the virtual distributed 

simulation environment referred to as a federation. It 

also manages communications between the different 

components (federates) within this virtual environment, 

along with other features such as the object instances 

and messages within the environment. COSYE has its 

own RTI which has the ability to support multiple 

instances of federations. Communication exchanges 

between the components are not direct, but rather, to the 

RTI, which delivers these messages in the right order 

and right time. A message thread sent from the source 

to a receipt is referred to as a call while a response to 

such messages is referred to as a callback.  
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 The exchange of messages between the RTI and 

federate is accomplished in the HLA and COSYE 

through the federateambassador and RTIambassador, 

which reside within each federate (as shown in Figure 

1.0). A federate ambassador and RTI ambassador are 

classes defined within the Cosye.Hla.Rti library. These 

classes have methods which permit federate developers 

to make calls and receive call-backs. In COSYE, a 

federate ambassador is created within a federate by 

generating a new instance of the federate ambassador 

class as in any object-oriented programming 

development (using the new keyword). The RTI 

ambassador, on the other hand, is created when the 

federate successfully connects to the RTI server.  This is 

accomplished by invoking the connect method of the 

federate ambassador which takes the location of the RTI 

(i.e. its URL) as a string parameter.  If the call is 

successful, the method returns a reference to an object 

of type RTI ambassador that is stored for later use; 

otherwise an appropriate exception is thrown. 
 

Standard HLA & 

custom methods FedAmb

RTIAmb

R
T

I

RTI calls

RTI callbacks Federaten-1

Federaten

Federate 1

FEDERATION EXECUTION

Event handle 

(event à method)

Figure 1: Conceptual Model of a Typical Federation 

Execution in COSYE 

 

    All this is done before the federate joins any 

federation. Once these exist within the federate, it can 

send a message requesting to create a federation, join it, 

execute, resign and destroy the federation. Most 

communications from the RTI are received by the 

federate ambassador which in turn translates them into 

respective methods in which user defined 

code/algorithms are implemented. It is within these 

methods that a developer defines the overall behavior of 

the federate. The RTI ambassador has methods that 

facilitate a federate to send information/requests to the 

RTI.     

 

3.2. The COSYE OMT Editor and the Federate 

Object Model (FOM) 

The HLA standard stipulates that an OMT is comprised 

of a Federate Object Model (FOM) and a Simulation 

Object Model (SOM). The FOM documents the object 

model for the federation while the SOM documents a 

federate’s object model. The COSYE framework 

provides an OMT editor as a plugin within visual 

studio. This is added to visual studio after referencing 

the Cosye.Hla.OMT library within visual studio. The 

OMT editor allows developers to visually create and 

edit their FOMs or SOMs with ease. Figure 2.0 shows a 

screen shot of an FOM developed in visual studio. 

The FOM is a document that specifies all the 

objects that will participate in a given federation 

execution. It represents a structured way for developers 

to specify the objects and interactions that exist within 

the federation. This is achieved through the use of the 

concept of a class in the Dot Net sense. The HLA 

provides for two types of classes; those that represent 

object classes, and those that represent interaction 

classes. Objects represent instances which persist in the 

simulation while interactions represent messages and do 

not persist during simulation execution. 

 

 
Figure 2: Screen Shot of the COSYE OMT Editor in 

Visual Studio 

 

 The FOM is structured in such a way that allows 

for the definition and storage of these classes and their 

associated fields. For the object classes, the FOM 

documents the name of the class and its attributes. The 

FOM includes specifications of the interaction class 

name and its parameters. However, lacking within the 

FOM are the methods for these classes. In the FOM, the 

developer can also specify the data type of the attributes 

and parameters, permission to publish or subscribe to 

them and the nature of delivery of messages about these 

attributes during the simulation. Every federation must 

have one FOM that is documented according to the 

Object Model Template (OMT), as stipulated in the first 

rule within the HLA standards (Kuhl et al. 2000).  

 

3.3. The COSYE Federate Form, Federate Host and 

Test Federate 

The federate form is a component that exists within 

COSYE in the Cosye.Hla.Framework namespace. It can 

be added to a visual studio development project as an 

inherited form. A sample of a federate windows form 

within visual studio is displayed in Figure 3. 
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Figure 3: COSYE Federate Form in Visual Studio 

  

 This form can be used to develop a federate quickly 

without the need of several lines of code to implement 

its participation within a federation execution.  

 The federate host is a component that can be found 

within the Cosye.Hla.Framework name space in 

COSYE. This component serves as a container in which 

different federates participating in a federation 

execution are put together to provide a simple user 

interface. Figure 4 shows a screen shot of a sample 

federate host in COSYE. 

 

 
Figure 4: Federate Host (Adapted from AbouRizk 2011) 

  

 The federate host can also be used as an interface 

for (1) starting and shutting down the RTI (2) inputting 

specifications required for connecting to the RTI (i.e. 

the RTI host name, the port number and the name of the 

RTI) and (3) receiving inputs for creation of a 

federation (i.e. the federation name and the FOM 

location). The user can add or remove federates from 

the federate host using the respective buttons. The 

federation can also be created, executed and terminated 

within this interface. 

 The test federate is another component within 

COSYE that is used by both inexperienced and 

experienced developers. The former use it as a tool that 

facilitates the fast and easy creation, execution and 

destruction of a federation in COSYE. It helps them 

appreciate the manner in which COSYE manages the 

various services that the HLA provides for, such as 

management of: a federation, time, objects, ownership 

and declaration. The latter users apply it for verifying 

their federation development process. The test federate 

can also be used for verifying the behavior of the RTI. 

Figure 5 is a screen shot of a sample test federate within 

COSYE. 

     

 
Figure 5: The Test Federate Interface in COSYE 

 

The test federate traces a log of all the calls and 

callbacks made within the federation execution, along 

with the exceptions thrown.   

 

4. A REVIEW OF SIMULATION GAMES 

DEVELOPED IN COSYE 

Three games that were previously developed within 

COSYE are reviewed within this section with the 

objective of establishing features that are common to 

them. These features are then used as a basis for 

proposing the generic game development prototype for 

the construction domain. 

    

4.1. The Crane Lift Planning Game 

A “Mobile crane lift planning game” is the first of the 

three COYSE games to be discussed in this paper.  The 

objective of this game is to teach students the concepts, 

knowledge and skills necessary to analyze and plan 

heavy lift operations on a congested site using mobile 

cranes.  

 

 
Figure 6: Scenario Set-up Federate in the Crane Lift 

Planning Game (Adapted from Ekyalimpa and Fayyad 

2010)  

 

 The game comprised of three core federates, 

namely: a scenario-setup federate (developed by 

Ekyalimpa and Fayyad 2010), a player federate 

(developed by Jangmi et al. 2010) and an operations 

simulator (developed by Gonzales et al. 2010). Figures 

6 and 7 show screen shots of interfaces for the scenario-

setup federate and the player federate. 
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Figure 7: Player Federate in the Crane Lift Planning 

Game (Adapted from Jangmi et al. 2010) 

 

 In this game, an industrial construction site is 

assumed in which modules have to be lifted into place 

using mobile cranes. Modules arrive from a 

hypothetical assembly yard and would either be 

temporarily put aside while waiting to be lifted into 

position, or they would be offloaded into storage in case 

the predecessor modules have not yet been installed. 

This is because not all the modules arrive to site in the 

order in which they are to be erected on site. A finite 

number of mobile cranes with specified lift capacities 

were to be assigned to lift modules  the designed 

location. In some cases, a mobile crane would have to 

be moved from one location to another in order to 

complete a lift. Once a lift plan has been generated 

(speculating the modules to be lifted, the cranes to lift 

them and the positions in which the lifts should be 

executed), this information is passed on to an operations 

simulator that executes the plan within a simulation 

environment. From the simulation, we get an indication 

of the time taken to complete the entire operation, 

including vital statistics such as the utilization of the 

crane resources and the time consumed before modules 

are erected (waiting time). This is done in cycles 

(module arrivals lift plan generation and lift plan 

execution).  

 This game was developed as a term project in an 

advanced simulation course that makes use of the 

COSYE environment for simulation implementations. 

The game is comprised of five components (federates), 

namely: administrator, player, operations, visualization 

and emissions. The visualization and emissions 

federates are not discussed in this paper. A conceptual 

model for the game implementation (federation) is 

shown in Figure 8. 

 

1. Modules attributes: arrival 

date to site, weight

2. Cranes attributes: capacity, 

site availability dates

Work load & resource options: 

Modules to be lifted, options of 

cranes to use and possible 

location options for crane lifts

Lift orders: Modules to be lifted, 

cranes to use and selected crane lift 

location

Operations Federate

Player Federate

Administrator Federate

Lift plan execution efficiency: 

modules lifts, modules awaiting 

lift, crane utilization, module 

waiting time, module file length

B

B

B

Stored in 

database

Figure 8: Interaction between Federates in the Crane 

Lift Planning Game 

 

4.2. The Bidding Game (with a Virtual Player) 

Different versions of the bidding game have been 

developed since the release of the original version, 

SUPERBID, by AbouRizk in 1993. However, the 

version discussed in this section is that developed 

within the COSYE framework by AbouRizk et al 

(2010). The primary purpose of the bidding game was 

to teach students bidding strategies. This version of the 

game comprised of six federates (shown in Figure 9). 

At the beginning of the game, a federation is created by 

the administrator federate, into which it subsequently 

joins. If there is a need for a virtual player, the 

administrator federate starts up and enables an instance 

of it to join the federation. Player federates then join the 

federation with each player representing a unique 

general contractor. As each player federate joins the 

execution, an instance of each is created. A bank 

account is created for each player with an initial amount 

of money in it, which is randomly sampled from a 

statistical distribution. The market federate joins the 

federation execution creating an instance of a market in 

which projects and sub-contractors will exist for the 

general contractor to pick from as the game advances. 

The player makes a decision regarding which projects to 

bid on, secures a bond for the bid of interest, selects 

subcontractors, and then submits its bid, which includes 

their profit margin. As the game advances, the project is 

awarded to the contractor that submitted the lowest bid. 

The winning contractor is the one who creates the most 

value (has the most money in their account) at the end 

of the game. The performance of the player in each 

period is dependent on the quality of the subcontractors 

that the contractor chooses to use, their past experience 

in building similar projects and the location of these 

projects relative to the contractor’s location. 
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Projects for bid

Projects bidded, 

selected trades

Figure 9: Interaction between Federates in the Bidding 

Game 

 

4.3. The Tunneling Game 

The tunneling game was built off of an existing 

tunneling federation. This federation was initially 

developed to support the planning and analysis of a 

tunnel to be built, or one already in construction. 

Incorporating gaming features into the federation was 

possible because the HLA and COSYE developments 

facilitate extensibility while maintaining their inter-

operability and reusability characteristics. One 

component (federate) was developed from scratch to 

host a number of gaming facilities, namely: the user 

interface, the reporting facilities and the scenario 

generator. Figure 10 presents a screen shot of this 

federate. 

 

 
Figure 10: User Interface of the Tunneling Game 

(Adapted from Ekyalimpa et al. 2010)  

 

 Making use of the existing federate simulating an 

actual tunnel construction, the game created an instance 

of a tunnel which the students would be expected to 

construct. Attributes of the tunnel as such the length, 

depth, soil conditions, diameter, budget and schedule, 

would all be made available to the player. The tunnel 

instances are created from an access database that 

contains a list of different tunnel scenarios. This 

database also contains a list of different resources that 

would be required to execute the project. In this game, 

resource options would be made available to the 

players, such as different sizes of muck carts and 

different quality of TBMs (with respect to excavation 

rate and failure rate). Each of these would have a 

different cost associated with them. At the beginning of 

the game, players would be expected to develop a plan 

in which they decide the rate at which they would like 

to perform the work (meters advanced/day) and the 

resources  they would like to assign to achieve that 

work (size and number of muck carts, type of TBM and 

number of crew members). For each play period, the 

simulator would take this plan as its input and generate 

results (money spent, actual time taken and liner 

distance advanced) at the end of the period which would 

be available for the player to review. If the player were 

not content with their performance in the last period, 

they could change their plan in order to improve. At the 

end of the game session, players would be ranked based 

on their performance using earned value methodology. 

This game teaches students how to plan for the 

construction operations, especially within the domain of 

tunneling. A concept design for this game is presented 

in Figure 11. 

 

1. Tunnel instances & attributes: 

Length, depth, diameter, soil 

conditions, budget & duration

2. Tunnel construction resources & 

attributes: cranes, muck-carts, 

TBMs, trains, crews, surveyors

Tunnel to construct & resource 

options: Construction budget, 

duration; crane, TBM & train 

reliability & rental rates; crew wages

Work plan: TBM to use, train to use, 

number of muck-carts, crew sizes, length 

to excavate using these resources

Tunnel simulator 

Federate

Player Federate

Administrator Federate

Performance: Tunnel length 

advanced, schedule performance 

(SPI), cost performance (CPI), 

TBM and train utilization

A

A

A

Stored in 

database

Figure 11: Interaction between Federates in the 

Tunneling Game 

 

5. A PROTOTYPE FOR GAME 

DEVELOPEMENT 

Based on the review of the games developed in 

COSYE, a prototype for game creation was proposed 

which is intended to simplify the development process. 

The prototype was summarized from a perspective of 
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component software and then from an object model 

perspective. These are discussed in the following sub-

sections.  

 Given that there is a diverse range of environments 

in which construction management games have been 

implemented in the past, it should be mentioned that the 

generic game development prototype can also be used 

in any of these i.e. in a database-server setting or a web-

based environment. However, for the sake of discussion 

in this paper, a distributed simulation environment like 

COSYE is proposed for use.  

 

5.1. Software Structure of the Prototype 

The structure of the prototype represents the software 

pieces that need to be created to obtain a fully 

functional game. They include: an administrator, a 

process simulator, player and virtual player (shown in 

Figure 12). This section discusses the features expected 

in each piece, including their anticipated simulation 

behavior.  

 The game administrator is a component which will 

always exist within any simulation-based game because 

it controls the creation and destruction of the game. 

Besides this, the administrator regulates a number of 

features during the game session such as: 

 

 Managing the creation of possible game 

scenarios to be simulated. 

 Managing time (the length of time between 

decision windows and the length of decision 

window). 

 Varying the difficulty level of the game. 

 Tracking the performance of each player. 

 Enabling or disabling the virtual player from 

participating in the simulation. 

 In order to accomplish its time management 

responsibilities, this federate needs to be implemented 

as a time-stepped simulation. It also needs to be linked 

to a storage medium, like a database, from which it 

reads all the possible scenarios to be populated in the 

game. The administrator of the game, who in most cases 

will be a tutor of the instructed course, will require an 

interface for this federate which displays reports of 

player performance and other occurrences in the game 

during execution. This federate should have a criterion 

for rating the performances of each player. To guarantee 

that this federation will destroy the federation, it should 

be the last federate to achieve the “ReadyToTerminate” 

synchronization point, usually after a pre-determined 

criteria is achieved.     

The game simulator represents a component that 

uses the inputs from the player to processes the work 

that needs to be done. It generates performance 

measures based on the actual progress made in 

executing this work. It is also responsible for modeling 

the uncertainty that surrounds the execution of this 

work. In order to do this, the simulator federate needs to 

be implemented using a time management scheme. 

V-1

Administrator Process 

simulator

Virtual PlayerReal Player

Game Federation

RTI

 
Figure 12: Conceptual Model for the Game 

Development Prototype 

 

 This federate may be designed as a next-event 

simulation or a time-stepped simulation depending on 

how the processing of the operation is implemented. It 

is mandatory for all simulator federated implemented as 

next-event simulation to make use of a discrete event 

simulation engine in its implementation. This is not the 

case with a time stepped simulation.   

Regardless of the implementation approach used, 

simulator federates go through two cyclic windows 

during the game execution, namely, a simulation 

window and a decision window. The simulation 

window represents the phase in which the computation 

of algorithms is done to give rise to results which are 

then published. The simulator federate should be 

designed so that this simulation window occurs during 

the time granting state of the federate. The decision 

window, on the other hand, should be implemented in 

the time advancing state. This is shown in the protocol 

diagram in Figure 13. Federates involved in time 

management can have two possible states during 

federation execution, a time advancing state and a time 

granting state. A federate enters a time advancing state 

as soon as a call is made to the RTI to advance its time. 

In COSYE, this may be through a NextMessageRequest 

or a TimeAdvanceRequest. A federate enters a time 

granting state when it receives a time advance grant 

from the RTI.  

 
RunTimeInfrastructure(RTI)Federate A

TAR(T1)

TAG(T1)

TAR(T2)

Reflect Attribute Values(...)

Receive Interaction(...)

Federate in a time 

advancing state

Federate in a time 

granting state

Federate Thread RTI Thread

TAR = Time Advance Request

TAG = Time Advance Grant

 
Figure 13: Schematic of a Protocol Diagram showing 

the States in time-stepped federate 
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For event-driven federates, the simulation window 

involves invoking the 

DiscreteEventSimulationEngine.Simulate 

(theGrantedTime) and RTIAmb.NextMessageRequest 

(DiscreteEventSimulationEngine.TimeNext) methods 

sequentially. These two methods are implemented 

within the time advance grant call-back of the simulator 

federate (when the federate is in a time granting state). 

This represents the processing of simulation events 

(algorithms) which were scheduled within the 

ReflectAttributeValues and ReceiveInteraction call-back 

methods of this federate during its time advancing state.  

The decision window represents a phase when the 

simulation engine is not doing anything. During this 

window, results are viewed in the player federate. Also, 

choices submitted by each player are received by the 

simulator federate, which translates them into 

corresponding simulation events that are scheduled to 

take place at the appropriate time. 

In time-stepped federates, the simulation window 

is also within the time granting state of the federate. 

Simulation algorithms are processed within the time 

advance grant call-back method. The last statement 

within this method is a request for time advancement 

which changes the state of the federate into a time 

advancing state.  During the time advancing state, the 

ReflectAttributeValues and ReceiveInteraction call-back 

methods of this federate are invoked as messages arrive 

at the federate.       

 In case a process discrete event simulation model 

(such as a Simphony special purpose template model) 

already exists for the domain being modeled, this model 

can be federated so that it participates within the 

respective game federations as an event-driven 

simulator component. This concept was successfully 

applied in the development of the tunneling game. 

 The player component is the portion of the game 

which participants directly interact with. The most 

important aspect of the player is its interface design. 

This should be made so that it is easy for the player to: 

(1) view the different game options available for 

upcoming play periods, (2) make a choice and submit it 

and (3) view their cumulative performance results from 

previous play periods. The game should have the 

capability of creating a unique instance of the federate 

for each participant in the game, with the exception of 

the virtual player which should be created by the 

administrator.    

 A virtual player is an optional, although very useful 

component, which is included in a game execution in 

situations where players engaged within a game session 

are generally inexperienced. The virtual player 

represents an experienced participant from whom the 

other players can learn as a result of the challenges that 

it poses.  

 

5.2. Generic Federation Object Model for the Game 

Prototype 

One other aspect investigated when comparing the three 

simulation games developed in COSYE was the 

federation object model. These were compared to 

establish the existence or non-existence of common 

features amongst them. It was established that there 

were some aspects of commonality amongst them 

which formed a basis for the standard federation object 

model for future game development efforts. Table 1 

summarizes the object classes and parameter classes 

that should be present within an FOM of a game to be 

developed within COSYE. The associated attributes and 

parameters to these classes are also detailed. 

 
Table 1: Specifications of an FOM for the Game Development 

Prototype 

Class 

Type 

Proposed Class 

Name 
Attribute/Parameter 

Object 

class 

Player 

Name, performance 

parameters, 

performance rating 

Scenario - projects TBD 

Scenario - resources TBD 

Interaction 

class 

Simulation window 
Session number, 

time span 

Decision window 
Window number, 

time span 

Game play options  TBD 

Player decisions TBD 

Play period 

performance 
TBD 

 

 Details of the data types and send order (time 

stamped or receive order) are left to the developer to 

determine. For some of the classes, attributes or 

parameters are highly dependent on the nature of the 

game being developed, and hence, are left at the 

discretion of the developer to determine. These have 

been tagged as “TBD.” 

 

6. CONCLUSIONS 

The idea of using construction management simulation 

games as a teaching aide in construction education is 

relevant, especially in today’s industry where there are 

growing expectations for construction graduates to 

perform well on the job, particularly in the early years 

of their careers. Simulation games adequately resolve 

the challenges that such expectations pose by serving as 

tools that are used to develop the skills, knowledge and 

experience (while still in school) required to deal with 

the problems that graduates face. The advances in 

computer technologies provide an opportunity to extend 

the process of developing more relevant and exciting 

games to effectively achieve this goal. A conceptual 

model that structures, guides and simplifies such 

developments has been presented in this paper.  

 The COSYE framework is proposed as an 

appropriate environment in which such a prototype can 

be effectively implemented, although other 
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environments, such as  file server or web server systems 

can be used with a few modifications. The main features 

within COSYE that are required for developing a game 

federation have also been discussed.   
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ABSTRACT 

The Order Accumulation and Sortation Systems 

(OASS) are becoming more important as distribution 

centers try to gain competitive advantages.  There are 

certain key parameters that affect the performance of 

Sortation Systems. The effect of these parameters can 

be measured by how they are affecting throughput or 

average sortation time. The time required to sort mixed 

items depends on the sortation strategy employed in the 

system. A new strategy called Earliest Completion Rule 

has been introduced. In this study, an analytical model 

for calculation of average sorting time of a newly 

introduced sortation strategy has been developed. It has 

been observed that the new strategy decreases the 

sortation time significantly. While available analytical 

models assume that all orders are at the same size 

(quantity), in this study this assumption is relaxed. Both 

analytical models and simulations are employed to 

compare sortation strategies for different order 

combinations and for various design choices. AutoMod 

Software is used as the simulation tool. 

 

Keywords: logistics, sortation strategies, material 

handling, simulation 

 

 

1. INTRODUCTION 

In today's competitive world, it is desirable that a 

distribution center runs at its optimal settings to gain a 

competitive advantage. More efficient distribution 

centers are needed to respond to increasing competition 

and to an increased emphasis placed on time-based 

service. In distribution centers, long lists of orders are 

put together in an intensive way. Each customer order 

can include various items in different quantities. In 

classical order picking procedure, each order is 

collected by an assigned picker and the products in this 

list might be stored at different storage addresses. 

Therefore, pickers may end up travelling to far 

distances in a warehouse in order to complete the list 

and searching the items all over the warehouse. This 

situation often causes unnecessary transportation costs 

and ineffective worker utilizations. To overcome 

shortages mentioned above, the zone picking method is 

widely used in warehouses. In this picking method, the 

items from different orders are arranged over again 

(batch orders) and the same product types be collected 

by the same workers. With this method, order pickers 

are assigned to a specific zone. In this way, 

unproductive travel time will disappear. However, 

although this situation saves time and speed, the items 

of accumulated orders are completely mixed because 

the items collected by different pickers arrive of the 

packing are at different times. While waiting for the 

other items from the same order they are accumulated in 

a place. There is no doubt that these products (items) 

have to be sorted according to the product type and 

quantity before shipping. At this point, sortation 

systems (these are often automated systems) are used. 

The optimal condition for a given system studied 

would be one in which the rate of sortation (i.e., 

throughput rate) is maximized, thus minimizing the 

wave sortation time without increasing the capital and 

operating costs. There is a trade-off between the rate 

and cost. Using more resources such as labor and 

machines can increase the rate of sortation; however, 

the cost of sortation thus increases. This research 

focuses on maximizing the throughput rate of a given 

system and assumes that the other variables, such as 

cost and operating design parameters, are held within 

satisfactory limits.   
There are different sortation strategies available: 

namely, Fixed Priority Rule, Next Available Rule, and 

Earliest Completion Rule. Some analytical models for 

these sortation strategies have been developed in earlier 

studies. However, the sortation models are limited to 

one induction lane and one sortation lane. 

 

2. LITERATURE REVIEW 

Up to this point, only a few studies have dealt with 

Accumulation and Sortation Order System (OASS).The 

first example of related to sortation strategies is 

developed by Bozer et al. (1988). The Fixed Priority 

Rule (FPR) is for lane assignment by simulating 

different waves of orders. Johnson (1998) developed a 

dynamic sortation strategy which is called Next 

Available Rule (NAR) and compared it with “FPR". 
Eldemir (2006) developed an alternative sortation 

strategy called Earliest Completion Rule (ECR) by 

using order statistics.  
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 Closed-loop simple conveyor design researches 

contain a different numbers of induction lane and 

sortation lanes. Especially the first studies are 

hypothesized one induction and one sortation lane. 

However, later on, due to increase of orders and product 

variability, the conveyor design converted into many 

induction and sortation lanes. The following, table 

summarizes the literature on closed-loop conveyor 

system analysis according to the number of its induction 

and sortation lanes. 

 

Table 1: Literature Review about Conveyor Design 

 

3. SORTATION SYSTEM DESIGN 

 

3.1. One-One Model 

In One-One Model (Figure 1), one induction lane and 

one sortation lane are available. Induction lane is 

sometimes called as “accumulation lane”, as well. 

When the literature is evaluated thoroughly, it can be 

observed that this model is the first applied model to the 

re-circulating conveyor. For instance, Bozer and Sharp 

(1985) have carried out this model in order to develop 

sortation strategies. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: One - One Model Conveyor Design 

3.2. One-Many Model 

The One - Many Model (Figure 2) differs from the 

previous model since it has more than one sortation 

lane. When compared with others, this model is the 

frequently applied. For instance, Johnson and Lofgren 

(1994), Johnson (1998), Meller (1997) have used this 

model in their studies.  

 

 

 

 

 

 

 

 

Figure 2: One - Many Model Conveyor Design 

 

4. SORTATION STRATEGIES  

Sortation strategies can be classified into two families, 

fixed priority rules (FPR) and dynamic assignment 

rules. In fixed priority rules, the orders are prioritized 

before sortation based on a certain rule. Dynamic 

assignment rules are assignment strategies that consider 

the item locations on the conveyor. The most common 

examples of this family are the next available rule 

(NAR) and the earliest completion rule (ECR). All 

parameters are determined below: 

 

Table 2 : Notation 

y Number of items within an order 

m Number of orders within a wave 

l Length of closed-loop conveyor 

v Speed of conveyor 

t Time for an item to circulate around main 

sortation line 

n Number of accumulation lanes 

i Item index within an order 

j Order index within a wave 

q Number of orders sorted thus far 

 

Sortation Literature Summary 

Citation Method 

Problem Setting 

One  
Ind. 

Many  
Ind. 

One  
Sort 

Many  
Sort. 

Bozer and 

Sharp (1985) 
Simulation       

Bozer et al 

(1998) 
Simulation      

Johnson and 

Lofgren(1994) 
Simulation      

Johnson 

(1998) 
Analytical      

Meller  

(1997) 
Analytical      

Schmidt and 

Jackman(2000) 
Analytical       

Johnson and 

Meller(2002) 
Analytical      

Russell and 

Meller(2003) 
Descriptive      

Bozer  

(2004) 
Analytical      

Eldemir 

(2006) 
Analytical       
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4.1. Fixed Priority Rule (FPR) 

Sortation time evaluation by using Fixed Priority Rule 

is exemplified underneath. The number of accumulation 

lanes is accepted as one and the number of items within 

the order is constant. 

The length of the track (closed-loop conveyor) is: 

 v

L
T 

         (1) 

 

Assuming that the location of item i in the order j 

is uniformly distributed onto the conveyor, items will 

keep their positions on the conveyor throughout the 

sorting process, because the closed-loop conveyors 

speed is constant. Thus sorting time is found by 

subtraction of the last item from the first item. 

The probability distribution function for the 

uniform distribution will be: 
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The expected time for the first item to arrive to the 

sortation lane will be: 
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In the same way, the probability distribution 

function of the last order statistic will be: 
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The expected location of the last item will be: 
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Thus, the expected time difference between the last 

item and first item will be: 

 

1

)1(






y

yT
ETS

       (6) 

 

Under FPR, the orders are ranked at the beginning 

of the sortation process. Two fixed priority rules which 

are commonly used in industry: namely “the smallest 

order first” and “the largest order first”.   The expected 

dispersion is the same for all orders since the location of 

the items in each order is independent from the other 

items of the other orders. For this reason, the index of 

[j] is eliminated from the expression (5). The expected 

gap between order [j] and following order [j] is the 

expected difference between the position of the first box 

in the order [j] and the last box in the previous order [j]. 
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 Under FPR, the sorting time for all orders within 

the specific wave will be the sum of all gaps and 

spreads as follows: 
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4.2. Next Available Rule (NAR) 

In the Next Available Rule, once sortation of an order is 

finished, the next order is selected dynamically. 

Sortation lane selects the first item (box) that arrives 

and the items belong to same order as the next for the 

sortation process. Those boxes will be sent to shipping 

next. The expected sorting time for each of them 

depends on the number of orders which left to be sorted.   

In this Next Available Rule, the expected sorting 

time for each order is depends on the number of orders 

which left to be sorted.  Assuming that the locations of 

the items (l) in the remaining orders are independent 

and uniformly distributed, and q the number of orders 

sorted. Then the following formulation shows the 

probability distribution function of the first box: 
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 The expected value of the gap between the last 

item of order [q] and the next order is given below: 
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 The expected location of the last item of the order 

[q+1] is thus derived: 
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 Additionally, the expected time difference between 

the last item and first item will be: 
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 Under NAR, the sorting time for all orders within 

the specific wave will be as follows: 
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4.3. Earliest Completion Rule (ECR) 

In the dynamic assignment category, another sortation 

strategy model is the Earliest Completion Rule (ECR). 

When sortation of an order is finished, the next order is 

determined based on the location of the last items. The 

order with the last item being closest to the 

accumulation lane is selected as the next order to be 

sorted. Like NAR, the sortation time will depend on the 

number of orders which are going around on the main 

sortation lane. Assuming that all items are randomly 

and uniformly distributed on the closed-loop conveyor 

and the item locations are independent of each other, 

from order statistics, the probability density function of 

the last item of an order (fly) will be the following: 
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 The cumulative distribution of ly will be: 
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 The decision time comes for the next order; there 

are m-q orders which are waiting to be sorted. 

Therefore, there will be m-q last cartons which are 

distributed on the closed-loop conveyor with probability 

density function given by (14). Among these last 

cartons, the one with lowest l value located closest 

distance to the accumulation lane will be selected. The 

probability density function of this smallest l value can 

be attained by using the first order statistics. 
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 The expected order sorting time [q+1] can be 

found from the following statement: 
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 In Earliest Completion Rule, the total wave 

sortation time is given: 
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5. EXPERIMENTATION 

 

5.1    One-One Model 

 

5.1.1 Analytical Model 

An empirical method is used to compare ECR, FPR and 

NAR. In developing the analytical models, several 

assumptions are made to facilitate the analysis. To 

illustrate the expressions for the three sorting strategies, 

the time to traverse the re-circulating conveyor is T = 

100 seconds, and there are m = 10 orders in each wave 

with y = 5 boxes per order. For analytical model 

experimentations, MAPPLE software is used. 

 

Table 3: Sorting Times for Numerical Examples 

Sorting Sequence 

(Order number) 

Order Sorting time (seconds) 

FPR NAR ECR 

1 83,33 80,39 57,26 

2 83,33 80,43 58,40 

3 83,33 80,49 59,70 

4 83,33 80,56 61,19 

5 83,33 80,65 62,94 

6 83,33 80,77 65,04 

7 83,33 80,95 67,64 

8 83,33 81,25 71,02 

9 83,33 81,82 75,76 

10 83,33 83,33 83,33 

Total 833,30 810,64 662,29 

 

5.1.2 Simulation Model 

A simulation method is used as well in order to 

compare ECR, FPR and NAR. Several assumptions are 

made to facilitate the simulation analysis. To illustrate 

the expressions for the three sorting strategies, the time 

to traverse the re-circulating conveyor is T = 222, 8 

seconds, and there are m = 10 orders in each wave with 

y = 5 boxes per order. A hundred repetitions are done 

for each simulation experiment. Then, the mean value 

of these repetitions is taken. 
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Figure 3: One-One Design Model Simulation Figure 

 

 For simulation model experimentations, 

AUTOMOD software is used. Figure 3 is the figure of 

the AutoMod software for One-One Design Model.  

 

Table 4: Sorting Time Comparison for One-One Model 

by Using Simulation Model 

Model FPR NAR ECR 

One-One Model 2.248,78 2.179,25 1.841,70 

 

5.1.3 Simulation Model versus Analytic Model 

Simulation model and Analytical model outputs 

according to different scenarios are illustrated in the 

following Table 5. 

 

Table 5 : Sorting Time Comparison for One-One Model 

Both Simulation and Analytical Models 

Orders/  

Wave 

Items/  

Orders 

Wave Sorting 

Time (seconds) 

Wave Sorting 

Time (seconds) 

Analytical Model Simulation Model 

FPR NAR ECR FPR NAR ECR 

24 1 2676 214 214 2915 442 442 

12 2 1784 1478 992 2033 1724 1484 

8 3 1338 1246 974 1574 1507 1268 

6 4 1070 1033 878 1298 1279 1120 

4 6 765 754 695 1003 991 920 

3 8 595 591 563 823 829 792 

2 12 412 411 403 640 643 634 

1 24 214 214 214 442 442 442 

 

As Table 5 demonstrates, the Simulation Model’s 

results are higher than the Analytical Models in every 

case. The reason for this is that in the simulation model, 

there are some additionally spent times. The following 

figure points out spending time locations on the 

simulation system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Extra Times Spending for Simulation 

 

 Table 6 shows averages of extra time for each 

spending point, which are shown in the previous figure. 

Besides, if subtraction is taken from simulation model 

to analytical model, the average difference is 

approximately 239 seconds. Also, the sum of the extra 

spending time is 234.86 second. Thus, we can say that 

these two numbers are too close to each other.   

 

Table 6: Sort of Spending Time for Simulation 

Spending Time Duration 

Transfer Time 1 49,5 

Transfer Time 2 29,76 

Transfer Time 3 35,2 

Load Creation time 69,7 

Packaging Time 50,7 

Total Time 234,86 

 

5.2    One-Many Model 

 

5.2.1 Simulation Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: One - Many Design Model Simulation Figure 

 

 As can be seen clearly, the best One-Many Model 

is ECR model. Since the lowest value emphasizing the 

average of the total sorting time is given by ECR model. 
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Table 7 : Sorting Time Comparison for One - Many 

Model by Using Simulation Model 

Model FPR NAR ECR 

One-Many Model 690,61 678,72 651,21 

 

5.3   Random and Equal Number of Items in the Order 

Earlier studies assumed that the number of items in an 

order is the same. For example, in Johnson’s article 

(1998) an accepted item number is y=5 for any event. In 

practice, it is known that it cannot be provided for every 

wave. The number of items varies from one order to 

another. 

 

Table 8 : Sorting Time Comparison of Sorting 

Strategies According to Number of y 

 
Number 

of y 
FPR NAR ECR 

One-One  
Model 

Random 2142,65 2.116,97 1.818,30 

Equal 2248,78 2.179,25 1.841,70 

One-Many  
Model 

Random 668,95 650,04 636,46 

Equal 690,61 678,72 651,21 

 

As illustrated by the figures above, random item 

size provides more time saving than equal item size also 

this does not reflect reality. 

 

5.4 Number of Orders versus Number of Items 

Different numbers of items and order combinations are 

designed in order to comprehend the sortation strategies 

behavior for various situations. After preparing 8 

combinations, for example, 24-1 means that there are 24 

different orders within a wave and all orders have only 

one item. Table 9 represents the strategies’ results: 

 

Table 9:  Total Sortation Time for Different Sortation 

Lanes in One - One Model 

Orders/ 

Wave 

Items/ 

Orders  

Wave Sorting Time (seconds) 

FPR NAR ECR 

24 1 2.915,41 441,8 441,8 

12 2 2.032,74 1.723,56 1.484,25 

8 3 1.574,19 1.506,52 1.268,18 

6 4 1.297,91 1.279,31 1.119,80 

4 6 1.003,05 990,58 919,74 

3 8 822,74 828,92 792,45 

2 12 639,51 642,73 634,12 

1 24 441,8 441,8 441,8 

 

As can be seen in Figure 6, great savings can be 

accomplished in total sortation time for every 

experiment by using ECR. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Total Sortation Time for Different Sortation 

Lanes in One - One Model 

 

5.5 Effect of the Distance between Sortation Lanes  

The following section will discuss whether distance 

between sortation lower is significant or not. In order to 

understand the effect, different model configurations are 

redesigned. The following two figures are about One-

One Model. In the first figure, the sortation lane is 

located close to the induction lane to avoid a waste of 

time to reach the sortation lane. In the second one, the 

sortation lane is placed at the furthest point from the 

induction lane. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Close Sortation Lane for One - One Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Remote Sortation Lane for One-One Model 

 

Two designs are compared by sending the same number 

of orders and items. The results are shown in Table 10. 
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Table 10 : Different Distances between Sortation Lanes 

for One-One Model 

Position of  

Sortation Lane 
FPR NAR ECR 

Close 2.248,78 2.179,26 1.841,71 

Remote 2.248,03 2.179,14 1.841,61 

 

As it can be understood from both tables and 

Figure 9, there is no significant difference in total 

sortation time between “Close” and “Remote” design. 

Thus the effect of the distance between sortation lanes 

in One-One Model is unimportant. 

 

 

 

 

 

 

 

 

 

 

 

Figure 9: Effect of Distance between Sortation Lanes 

 

The same analysis is repeated in One-Many Model. 

Differently from the previous figure in this figure, there 

are two sortation lanes. The following section will 

discuss whether, in this case, the distance between lane 

is significant or not. In order to understand the effect, 

two model configurations are redesigned. In the first 

figure, lanes are close to each other, whereas in the 

second figure they are located at the biggest possible 

distance. 

 

 

 

 

 

 

 

 

 

Figure 10: Close Sortation Lane for One - Many Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11: Remote Sortation Lane One - Many Model 

 

The two designs are compared by sending the same 

number of orders and items. Results are shown in Table 

11. 

 

Table 11: Different Distance between Sortation Lanes 

for One - Many Model 

Position of  

Sortation Lane FPR NAR ECR 

Close 1320,20 1502,12 1177,70 

Remote 1375,42 1553,47 1261,14 

 

As can be seen from in both Table 11 and Figure 

12 the close sortation lane gives the best results. In fact, 

the difference between the two designs is not extremely 

big, but not insignificant either. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12: Effect of Distance between Sortation Lanes 

for One - Many Model 

 

5.6 One –One Model versus One-Many Model 

In the under mentioned situations, 12 orders that have 

just 2 items are sent to One - One Model, while doubled 

orders, in other words 24 orders that have 2 items are 

sent to One - Many Model which has two sortation 

lanes. Before the sortation, our estimation is that both 

outputs should be close to each other. Because the 

second one has double performance if it is compare to 

first one so twice as many order can be sorted in the 

same time. 
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Figure 13: One – One Model versus One - Many Model 

 

 In this experimentation, number of orders m = 10 

and number of items y = 5 are taken. Then, the number 

of orders is reduced by half. The results of this set of 

experiments are listed in Table 12. 

 

Table 12: One - One Model versus One - Many Model 

Model Order Item FPR NAR ECR 

One-One 

Model 
10 5 1320,20 1502,12 1177,70 

One-Model 

Model 
5 5 1174,40 1147,94 1036,34 

 

 Distinctively, One-One Model for all strategy has 

less sortation time than One-Many Model. Thus, the 

doubling order size takes much more time even if one 

sortation lane to added. 

 

 
 

Figure 14: Effect of Distance between Sortation Lanes 

 

6. CONCLUSION 

In the course of this article, available sortation strategies 

have been compared and a set of modeling approaches 

in simulation and in analytical has been developed for 

the design and analysis of conveyor sortation systems. 

Consequently, the following conclusions can be drawn: 

Based on simulation models, FPR, NAR and ECR 

sortation strategies have been compared. Overall 

outputs are represented as follows in Figure 15. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15: Effect of Distance between Sortation Lanes 

 

Simulation models are developed for all designs, 

therefore, the results of simulation models are compared 

with analytical models and, this way, the simulation has 

been proved 

Different scenarios are simulated by varying 

design and operational parameters. In contrast to the 

conclusions drawn by earlier studies in the field, 

random item size in an order supports better results. 

Besides, it is more appropriate for a real case. 

 The impact of distance between sortation lanes has 

been examined by designing model configurations. For 

One-One Model, there is no significant effect, whereas 

in One-Many Model the effects of distance cannot be 

ignored. 

Design parameters and operational parameters 

have been compared. This study has demonstrated that 

adding extra sortation lane is insufficient to sort a 

doubled number of orders. 

 

Future research can be pursued in the following 

directions: 

 

• Analytical models for One - Many Model is 

required. In this research, analytical model is applied to 

only One - One Model. Thus, for other models, an 

analytical model should be developed in order to make 

comparisons with the result of the simulation model. 

• Order configurations can be varied. For 

instance, 120-1 order combination is worth examining 

in order to clearly contemplate the behavior of sortation 

strategies. 

• Other operational parameters such as conveyor 

speed, order assignment to specific lane before sorting 

and wave algorithm need to be conducted to see their 

effects. 

• Other design parameters such as type of 

conveyor (circular and non-circular) and length of 

circulation conveyor must be analyzed. 

• This research aimed to provide a case study. 

The design parameters of this study can be applied to a 

real case. 
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ABSTRACT 
Current simulation software typically provides limited 
types of storage components. But for accurate 
simulation results, warehouse operations have to be 
modeled close to reality. The static design of storage 
components found in current simulation software 
complicates the process of modeling. Especially the 
paths for workers or forklifts through a warehouse have 
to be defined manually. Furthermore, when the user 
makes changes to the warehouse layout he also has to 
adjust the paths. This process is cumbersome, time 
consuming and error prone. In this article we describe a 
warehouse system that can be customized to fit a 
diverse variety of storage types. Our implementation 
drives an automated mechanism, re-calculating paths 
when changes to the layout are made. Besides that, 
different storage types can be combined into one 
warehouse and the whole system may be reconfigured 
at runtime. At last we show the integration of the 
presented concepts into our research platform d3fact. 

 
Keywords: material flow systems, d3fact, simulation, 
warehousing 

 
1. INTRODUCTION 
Simulating a system to understand its behavior for 
certain inputs is a well-established scientific method 
and is broadly used in research as well as in the 
industry. Today’s enterprise simulation software uses 
network-based modeling to implement processes 
occurring in a company. Examples are production 
systems, warehousing systems or inter-company 
logistics. For these areas simulation software typically 
offers a wide range of building blocks where each 
contains a specific function or behavior. The 
combination of those blocks allows easy modeling even 
of complex scenarios. One part of a company that needs 
specific and detailed treatment is the storage area, 
because the question “Where to store this specific part?” 
can get quite complex and hard to answer. Some 
software packages therefore offer special products to 
answer just this one question (Incontrol Simulation 

Software 2012). Thus modeling a plausible, complex 
and customizable storage is an important task. Our 
approach of a generic warehouse component allows us 
to define arbitrary warehouse layouts. This includes the 
combination of different storage types, e.g. block or 
rack storages. Furthermore, the storages can be located 
throughout the whole model. 
When modeling a warehouse the definition of the 
drivable paths of the operating units (OU), e.g. forklifts 
or workers, consumes a major part of the deployed time. 
Especially, these paths have to be adjusted by the 
modeler every time the layout of the warehouse 
changes. In this paper we describe a solution that 
automatically adapts to layout changes and to 
reconfigured warehouse components at runtime. In our 
approach we integrate our generic warehouse 
component into a system for automated motion path 
finding (Fischer et al. 2010). This ensures that the OUs 
can be used throughout the model to transport goods. 
Due to the proposed design it makes no difference 
whether the goods are transported between machines, 
storages or, machines and storages. 
In this paper we present our concept of a generic 
warehouse implementation with integration to a generic 
transportation service utilizing OUs like forklifts or 
workers. Furthermore we briefly lay out the 
implementation into our simulator d3fact. 
 
2. CONCEPTS 
In the following we will briefly describe the scenario 
used throughout this paper and the ideas behind our 
concept. To illustrate one possible application of the 
described components we use the multi-floor building 
example, which was introduced in Fischer et al. (2010). 

The building is a factory laid out on three floors 
with production areas on the top floor, a storage area on 
the middle floor and a distribution center at its base (see 
Figure 1). Forklifts or workers either transport the 
production work pieces. Therefore ramps and stairs 
connect the different floors. The factory produces wheel 
caps. Plastic pellets are pressed into unfinished 
components. These components are then further 
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processed into two different finished products. 
Customers can order the unfinished components (for 
individual processing) and of course the finished 
products. The model supports orders in large quantities 
as well as rush orders in small quantities. Products can 
be stored in large quantities on the middle floor. The 
lower floor is used as a packaging and shipping area. 
Forklifts transport large quantities of orders, while the 
workers can retrieve small quantities for rush orders or 
when parts are found to be missing during 
prepackaging. To model these dynamics the workers 
must have access to every storage area in the model, 
even the interim storages. 

We can now use our warehouse component and its 
adaptive logistics to model the (interim) storage on the 
different floors. On each floor, storage racks are 
located. In the front of most of the machines block 
storages for interim storage can be found. Since we are 
not modeling the different storages as different 
warehouses in terms of our warehouse component, we 
can access every stored work piece from everywhere at 
any time. Using our warehouse component we can even 
easily add, move or remove storage racks at runtime 
without caring about the motion paths of the forklifts or 
workers. These paths are adapted to the new layout 
during the simulation. Furthermore, changes made to 
the set of storage components are also directly adapted. 
This enables rapid prototyping of new ideas and easy 
optimization of storage layouts, even throughout the 
whole factory. 

The warehouse component is based on the concept 
of separation of the storage of actual goods from the 
logistic operations, which are executed on the storage. 
Figure 2 shows the basic structure that results from this 
separation. There are two main components that make 
up a warehouse: The Storage and the Logistic 
Component. The first one holds the goods in a specific 
storage structure, e.g. in a block storage or rack storage. 
The latter handles the input and output operations of the 
warehouse by executing appropriate storage/ retrieval 
operations. These operations can involve OUs moving 
the goods. The paths taken by the OUs to process the 
operation must be set manually in current simulation 
software. Because the manual approach takes a lot of 
time, we propose the usage of an automatic motion 
planning system. 

 

 
3. RELATED WORK 
While there are many applications of warehouse 
simulations the number of related works, addressing 
generic and easy-to-use modeling approaches for 
warehouse simulations, are very scarce. 

Muller (1989) identifies components that need 
special attention when building an automated 
warehouse system. He describes three modeling 
approaches and notes that the modeling complexity 
differs for different objectives and uses. Unlike us he 
does not outline a generic component, which lowers the 
modeling time, but gives general advices what to 
consider when modeling a warehouse for different types 
of simulation results. He identifies, among others, the 
warehouse layout and control logic, which we call 
strategy, as important components to consider when 
modeling a warehouse. 

Gunal et al. (1993) provides a simulation model for 
Automated Storage and Retrieval Systems (AS/RS) and 
gives conclusions about the general use of them. The 
authors found that most of their code they had written to 
simulate a particular warehouse could be reused for 
similar scenarios. Since they are focusing on AS/RS 
they do not provide a solution to change the layout of 
the warehouse. So their generalization is limited to 
characteristics of AS/RS like for example the number of 
aisles or the number of pick-and-drop stations. 

Takakuwa (1996) is also focuses on AS/RS and 
utilizes a component (building block) approach. He 
presents predefined AS/RS and Automated Guided 
Vehicles (AGVs) components that can be combined to 
serve different applications. Due to the focus on AS/RS 
systems with AGVs the presented components for the 
warehouse are not as highly customizable as ours. The 
only layout, which is supported, is the aisle based rack 
layout of AS/RS, which is one building block for which 
some parameters could be set. So the approach of 
splitting a warehouse in different components is done in 
that way that AGVs and conveyors are part of 
warehouses. In our simulator there also exists 
components for AGVs and conveyors, but we do not 
limit their application to warehousing scenarios. 

In contrast to that the problem of automated path 
finding in geometrical space is well researched. Motion 
planning in general is e.g. discussed in (Canny 1988) 
and (Brady 1982). de Berg et al. (2008) describes 
motion planning based on trapezoidal space partition, 
obstacle enlargement to support OUs with a size and 
how to support OUs with rotation. Latombe (1991) also 
addresses motion planning in general but furthermore, 

Figure 1: The Scenario: A Multi-Floor Factory 
Building. 

Figure 2: This Figure shows the Main Structure of the 
Warehouse Component in d3fact. 
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he discusses several problems in depth, one has to deal 
with when creating a motion planning system. This 
includes e.g. how to manage obstacles, multiple moving 
objects and kinematic constraints. The system (Fischer 
et al. 2010) utilized in this paper uses an octree as a 
structure to partition the geometric space. It is based on 
a two dimensional approach by Chen et al. (1997). Also 
there are methods, which especially can be used in 
warehouses. Klaas et al. (2011) describe a knowledge-
based approach on automated way finding for AGVs in 
dynamic warehouse environments (He also utilizes the 
method presented by Fischer et al. (2010)). A real-time 
motion planning method for highly dynamic 
environment with multiple participants is given in 
Vannoy and Xiao (2008). 

 
4. THE WAREHOUSE COMPONENT 
As stated before, the warehouse component is based on 
the concept of separating the storage of the actual goods 
from the logistic operations, which are executed on the 
storage (cp. Figure 2). 
 
4.1. The Storage Component 
The Storage Component defines the storage’s structure. 
One part of the structure is the position of the goods. 
This way, the Storage Component can determine the 
position of each good in space and the distance between 
them. This is needed, to compute the time needed to 
access a good and to proper visualize the storage. 

The other part describes through specific rules 
which positions and therefore which goods are 
accessible. In the following we explain the rule system 
on the example of a block storage. However, it is easy 
to model a specific, e.g. custom storage type, by just 
replacing the rules. The block storage depicted in Figure 
3 has a total space for eight goods, where goods occupy 
four spaces. Now the aforementioned access rules for 
block storages define the space B1 as inaccessible, 
because B2 is occupied. One has to remove the good 
from B2 to access B1. Also it is physically not possible 
to store a good in A2 without an occupied A1 space. 
Therefore, A2 is also inaccessible. 

To implement a new storage type, the structure and 
access rules have to be defined and stored goods of to 
be mapped to certain positions. This makes it very easy 
to customize a warehouse for a specific scenario. 

We further separated the goods from the actual 
space they are stored in (cp. Figure 2). This design 
enables the interchangeability of the storage types. The 
storage type can be modified by simply replacing a 
structure by another one and then remapping the stored 
goods to the new structure. Because the set of stored 
goods is not affected, this can be done even at runtime. 
The user now can start a simulation and change the 
parameters of the warehouse - including the storage 
type - while the simulation continues. This is a big 
advantage for rapid prototyping. Even while a 
simulation is running, a user can play around with the 
storage type and test the performance of each getting a 
direct feedback. 

 
 
4.2. The Logistics Component 
Until now, we only discussed the static structure of our 
warehouse. In this section we will explain how the 
goods are transferred in and out of the Storage 
Component. The Logistics Component represents an 
interface to a storage and executes the input and output 
operations on the storage component. 

The component itself is an abstract state machine 
and represents the generic input/output operation and 
the current state of such an operation. In our 
implementation an operation can be in the three states 
Idle, Searching and Delivering. A separate Logistics 
Procedure contains the logic how a particular good is 
stored or retrieved. The supervising component uses the 
procedure to compute the time needed for a particular 
operation. Such a procedure can e.g. implement the 
usage of OUs like forklifts or workers, represent a 
harbor crane, or an AS/RS. More abstract the procedure 
can even be directly related to the storage type and 
allow the implementation of physical processes like 
gravity for chute based storage types. 

In our scenario of the multi-floor factory the racks 
on the second floor are embedded into the usual 
material flow using procedures that utilize forklifts to 
transport the goods. However, the interim storages in 
the top floor at the machines are embedded into the 
material flow using simple procedures with a static 
timed delay. Furthermore, to let workers from the lower 
floor also “see” and access these storages for rush 
orders, the interim storages have a second logistics 
component with a procedure utilizing the workers. In 
Section “MODEL-WIDE MOTION PLANNING 
INTEGRATION” we will cover the implementation of 
this system into a model wide transportation system in 
detail. 

 

A B C D

1

2

Figure 3: This is a Basic Representation of a Block 
Storage. There are Eight Spaces in this Storage. In Four 
of Them Goods are Stored. 

Figure 4: Several Logistics Access One Storage. Each 
Logistic has its own Production Definitions and 
Strategy. 
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This design of the logistics component has several 
advantages. Due to the decoupling of the logistics from 
the storage, it is easy to change the properties, like the 
storage capacity or type - especially at runtime. 
Furthermore, several logistic components can serve one 
storage component at the same time as you can see in 
Figure 4. In that figure you can see an example of two 
Logistic Components accessing one storage object. This 
enables, e.g. the modeling of several harbor cranes 
unloading a container ship or several forklifts serving 
one storage object at the same time. 

 
To allow the combination of all kinds of storage 

types into one “logical” warehouse we use second-level 
Logistics Components. These components aggregate 
several first-level components and the storage structures 
they are attached to as it can be seen in Figure 5. If an 
input/output-operation has to be executed the second-
level component delegates the operation to the 
appropriate first-level component. This allows the 
integration of the first-level components into the 
material flow as usual and furthermore provides the 
same interface for the overall warehouse. Depending on 
the logistics component responsible for the current 
operation, the state of the second-level component is 
adapted. This ensures parallel operations for the 
different first-level components but also sequential 
operations on a particular logistics component. 
Depending on the state of the first-level components 
one could also choose different strategies, although we 
didn’t explore this further. Besides the structural 
planning, the warehouse strategy usually is the focus of 
optimization in real life. Since changes made to the 
strategy usually do not result in expensive investments, 
it is a usual practice to optimize this part first. A 
strategy in the warehouse component determines a free 
storage space for a good to be stored in the component. 
Due to the volatility of the strategy, it is a separate 
component in the Logistic Component. This allows the 
strategy to be exchanged with customized 
implementations for static models and during runtime. 
It is even possible to have the strategy exchanged 
automatically, e.g. triggered by events generated from 
the simulation. 

 
5. LAYOUT-ADAPTIVE WAREHOUSE 

LOGISTICS 
Utilizing an automated motion planning system to 
access a storage object allows the implementation of 
layout-adaptive warehouse logistics. Up to this point, 
we assumed that the storage structure of a warehouse is 
static. The layout of a warehouse component was 

interchangeable, but the layouts themselves are static. 
This circumstance prevents the optimization of some 
important aspects of warehouses and their layouts, 
especially during a simulation run. A modeler might 
want to try different values for the gap between racks in 
a storage object to optimize space utilization and access 
by forklifts. Goetschalckx and Ratliff (1991) explain an 
approach to calculate optimal lane depths in block 
storage systems and compare their results to traditional 
concepts where all lanes have the same depths. With our 
system, a simulation-based comparison could be easily 
done with several different lane configurations. 

The current, static implementation results in a try-
and-error approach, which makes the optimization of a 
warehouse layout slow and cumbersome. One reason 
for this is, that by changing certain values of a 
warehouse, many other values have to be changed as 
well. For example, when using OUs to access a 
warehouse the Logistic Procedures need to know the 
exact positions of the goods to calculate the time needed 
to move. When the position of a storage object is 
changed or the layout of the scene changes, the motion 
paths to the storage spaces can get compromised. In 
current implementation the modeler has to manually 
adapt the paths, which is a complex and cumbersome 
task. 

With the integration of an automated motion 
planning system, we enable the modeler to freely 
reposition storage structures. This enables him to easily 
test different settings. Furthermore, due to the proposed 
separation of the different components, changing the 
location of a storage object does not affect the stored 
goods or current operation. This means, the modeler can 
adjust the layout during a simulation run, getting direct 
feedback. How we integrated the motion planning into a 
model-wide transportation system is explained in the 
next section. 
 
6. MODEL-WIDE MOTION PLANNING 

INTEGRATION 
An important factor for simulation analysis is realistic 
motion paths through a defined factory layout. 
Typically, these paths have to be modeled manually, 
which is a cumbersome, time consuming and error 
prone task. Besides that, these paths have to be 
manually maintained when changing the layout. 

To solve this problem Fischer et al. (2010) present 
a motion planning framework for automatic route 
calculation in three-dimensional environments. The 
framework is capable of automatic analysis of a given 
factory layout and of computation of motion paths for 
moving objects like fork lifts or workers (cp. Figure 6). 
At first the scene is divided into small cubes, called 
voxel. These voxel then are analyzed for a driving 
surface for a specific moving object, taking into account 
the size and the supported slope. 

A problem arises from the usage of these moving 
objects with a warehouse like the one from our scenario 
(cp. Figure 1). Because the racks are located throughout 
the factory, transportation tasks vary with the location 

Figure 5: A Second-Level Logistics Component 
Delegates Operations to Two First-Level Components. 
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of the object carrying out the task. Taking these 
variations into account are very important for the 
overall performance of such a simulation model. 

To solve this problem we use a supervisor that 
schedules transportation tasks to minimize the overall 
processing time. The system is implemented in a very 
generic way so that we can use it to carry out 
transportations from a machine to particular storage 
space or even to drive housekeeping processes. The 
supervisor is a core component of the model-wide 
transportation system. It collects transportation jobs and 
schedules them to the operation units. A job always 
contains a start and an end position. Based on these 
positions a pick-up and a drop-off time can be 
estimated. These are updated whenever the scheduled 
plan changes due to new or updated jobs. As stated 
earlier, the Logistics Procedures are the interfaces 
between the warehouse logistics and the transportation 
system. While the logistics component itself is 
integrated into the material flow. Consider, that one of 
the machines on the top floor of our example finishes a 
product. Now a worker has to transport the product to a 
rack. The logistics component, connected to the 
machine, receives the information about the finished 
product. It asks the procedure, how long does it take to 
transport the item. The procedure itself issues a new job 
with the start position being the machine and the drop-
off position being the rack to the transportation system. 
To control which OU processes which job, only certain 
OUs capable of handling the issued jobs are linked to 
the Logistics Procedure. The transportation system then 
integrates the job into its plan, considering the different 
available OUs and their positions. The procedure then 
notifies its parent of the estimated completion time, 
which changes its state from Idle to Delivering. When 
the job is finished the component returns into the Idle 
state. 

 
7. IMPLEMENTATION INTO D3FACT 
In our discrete event simulation software d3fact 
(Renken et al. 2011) we use a concept called 
composition and aggregation to remove the need for a 
static type hierarchy in our component definitions. 
While static inheritance type hierarchies are simple to 
understand since it is natural for us humans to arrange 

objects taxonomically (Sommerville 2004, Shaw and 
Garlan 1996), they can become hard to maintain 
because of the limited possibilities for enhancement. 
With the two patterns composition and aggregation a 
type hierarchy can be simplified or completely removed 
(Gregory 2009, Deacon 2005). The benefit of this 
concept is exposed when it is used to combine entirely 
different subsystems into one object. In d3fact an object 
is represented by a dynamic set of “properties”. While 
there are very different approaches to identify a set of 
properties, we use a generic container concept to sustain 
the object-oriented approach common in current 
simulation model architectures. The container type 
provides methods to manage its properties (add, delete, 
get by key, etc.). 

Simple properties like numerical values or strings 
are passive, meaning they do not react to state changes 
and also do not cause them. These properties are 
aggregated (the weak ownership): The container object 
owns them but they are not bound to the life cycle of 
the container object. The “logic” instead, is an active 
property, because it does react to state changes. E.g. 
when an event is caught, the “logic” initiates the 
processing of the event as a perception. Composition 
strongly binds a property to a container, which means 
the property is bound to the container’s life cycle and 
also receives a reference to it. Through this reference 
the property can access the container, the simulation 
core, the model and other objects within the model. 

We are able to attach so called “listeners” to 
various objects and also properties. Through these 
properties, objects are able to get notified when various 
events or changes happen in the simulated system, for 
example when other properties are changed. The 
listener concept allows for handling dynamics in the 
system, as well as implementing measuring figures such 
as throughput of a simulation model. 

The components presented in are implemented 
using this object-oriented approach. The Storage 
Component and the Logistic Component each are 
implemented as logic properties combinable in a 
container object. For commencing operations on the 
storage, the Logistic Component has a reference to the 
Storage Component. While the basic operations are 
composed into these containers, the specific behavior of 
the storage and the logistic is each implemented into a 
separate property. These are used by the logic properties 
to process events that are triggered by other parts of the 
scene. 
 
8. CONCLUSION 
We presented a generic and flexible warehouse 
implementation. The presented concept allows the 
modeling of different types of storages with minimum 
effort. The components can be combined to form 
bigger, logical warehouses. This allows the usage of 
model spanning processes like the fork lifts and workers 
retrieving goods from our example. Through the 
separation of the goods and the storage structure we are 
even able to reconfigure the components at runtime, 

Figure 6: Motion Planning in a Production Plant 
Modeled in d3fact. 
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enabling rapid prototyping. In combination with a 
motion planning component, it is possible to change the 
layout of the warehouse without caring about the 
motion paths for the operating units. 
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ABSTRACT 

Sports simulation can help to assess the 

performance of strategies and players in a sand-boxed 

environment. Ultimately it can lead to improved real-

life performance of actual teams if it is able to provide 

useful information to the team coach or manager. Many 

tools are now available for many different sports, most 

notably Soccer Server Simulator, a soccer simulator, 

that has already attracted many researchers from the 

artificial intelligence community into developing 

intelligent agents (soccer players) for them to form 

teams to play against each other in simulated matches. 

This paper presents a methodology for developing 

agents for testing and further developing the Handball 

Sport Simulator, which is based on the Soccer Server 

Simulator. The main contribution of this work is to 

provide a basic, expandable, agent architecture, 

specifically capable of playing at a Handball Sport 

Simulator server, while at the same time testing what 

features and sport’s rules of the Handball Sport 

Simulator have been implemented correctly. 

 

Keywords: workstation design, work measurement, 

ergonomics, decision support system 

 

1. INTRODUCTION 

 Agent-based models as means of portraying 

complex environments such as sport games are not new. 

These simulators consist of several agents cooperating 

and competing towards common or opposite goals. 

Information exchange, coordinating tasks or competing 

for resources are appropriate scenarios to be modeled 

through the multi-agent metaphor. This is also 

verifiable in real-life situations, thus making agents a 

valuable addition for simulators that attempt to simulate 

those scenarios, being sports simulators very complete, 

as cooperation and coordination are needed as well as 

the competition for a goal. 

 Several of these simulators exist, for many sports. 

One of the most widely known is the Soccer Server 

Simulator, which even has its own category in the 

RoboCup competition (Chen 2002). The goal of this 

simulator is to be a tool useful for the development and 

testing of artificial intelligence techniques, as it serves 

as a test-bed for teams of agents to compete with the 

same resources, implying that one team can only defeat 

another if it is tactically superior. As this simulator is 

agent based (each agent represents one player in a 

game), it allows for everyone interested in developing 

an agent to do so in any programming language, 

provided that it respects the client-server protocol that 

the Soccer Server Simulator requires.  

 However, there are still other sports that lack the 

availability of an easy-to-use agent-based simulator. In 

order to bridge this gap, a Handball Server Simulator 

(Santiago 2011) was recently developed, being based on 

the Soccer Server Simulator’s core engine. This allowed 

the Handball Server Simulator to retain most of the 

added value of the original Soccer Server Simulator, 

such as the ease of use and the ease of developing 

agents for it. However, being such a new simulator, 

there are currently no agents developed specifically for 

it, and as such, it is difficult to assert if the simulator is 

missing features (such as game rules) or if those already 

present were incorrectly implemented. 

 The purpose of this work is to provide a framework 

for the development of simple cooperative handball 

agents capable of testing the implemented features of 

the handball server. It is not the focus of this work the 

development of a highly robust and competitive 

handball agent. The agent can be later improved upon, 

as it is further tested with the simulator, while the 

simulator is also updated taking these tests into 

consideration. 

 The remaining part of this paper is organized as 

follows; the Methodology section, describes the 

designed model, how it was implemented and the 

limitation of certain approaches. The Results section 

provides some results of the testing of the prototype 

agent in the Handball Server Simulator, and finally the 

Conclusions section, summarizes the achieved goals 

and criticizing the obtained results whereas also 

providing some future goals for the rest of this project. 

 

2. RELATED WORK 

Multi agent simulation is a technique used for 

simulation in several scenarios with different purposes 

(Murakami 2003). One possible scenario for multi agent 

simulation to be used is team sports. The most notable 

simulator would be the Soccer Server Simulator that is 

used in the RoboCup competition (Chen 2002). There 

are practically no multi-agent sports simulators similar 

to the Soccer Server Simulator for other sports. In order 

to fill this gap the Handball Server Simulator was 
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developed (Santiago 2011). It provides a solution for 

simulating handball matches in a similar way to that of 

the Soccer Server Simulator.  

Although there are no other agents developed for 

the Handball Server Simulator, since the basis of the 

simulator is the Soccer Server Simulator, it is possible 

to adapt existing ones. Considering that most of the 

principles used in the development and testing of agents 

for the Soccer Server Simulator also apply for the 

Handball counterpart, an existing soccer agent can be 

adapted easily with minor changes in the client-server 

protocol and expected changes in its behavior, as it will 

now be playing handball and should perform 

accordingly. Having this in mind we opted to adapt an 

existing agent architecture, designed for the Soccer 

Server Simulator, into a Handball Server Simulator 

player. 

Zang and associates discuss on of how agent 

architectures can be developed specifically for the usage 

in the Robocup soccer simulator (Zhang 2000). They 

explain how agents interact with the simulation 

environment, capturing information from it, building 

representations of that information, deliberating and 

acting based on those representation and the 

information exchanged among them. They also provide 

an overview of the architecture of some teams which 

take part in that competition. The CMUnited-99 (Reis 

2001) (a former champion of the competition) was 

identified as having a behavior-based architecture, a 

common architecture for agents, as they take actions 

depending on the actual world state. Other architectures 

were identified, such as the layered architecture. This 

architecture is similar to that of the architecture used in 

this work, where there is a clear separation between 

layers of basic abilities or actions, client-server 

commands, interpretation of received information and 

higher level abilities, such as spatial reasoning and 

ponderation. This architecture can be found in teams 

such as RobologKoblenz99, among others (Certo 2007). 

Candea and associates noted the importance of 

coordination in multi-agent simulations such as the 

Robo Cup simulator (Candea 2001). They mention how 

communication based coordination can help improve 

team performance and self-organization in a more 

reliable way. Other forms of coordination, as well an 

autonomous coordination or heterogeneous agents’ 

coordination are referred. However, communication 

based coordination as a means of distributed 

coordination was found to be the preferred approach in 

their work, as it eases the burden of coordination 

(agents do not have to rely on “coach” like tactics) and 

ensures homogeneity. The issues identified, such as the 

dynamic assignment of roles and team strategies are 

important ones. These issues and the importance of 

roles in this context have also been identified elsewhere 

(Åberg 1998). 

Positioning the agents of a team correctly is also an 

issue, since the environment they are at is very 

dynamic. Akiyama proposed a solution for finding 

suitable positions for each agent, based on the status of 

the environment (Akiyama 2008). The method requires 

training data to be collected and has several advantages 

such as being fast, scalable, accurate and reproducible. 

A similar approach was that of Reis  and  his associates, 

that based the positioning and coordination of a team on 

predefined tactics and formations (Reis 2001). This 

allowed the team to dynamically change the gameplay, 

position and roles of its players in different situations of 

the game. They considered a “High level decision 

module” that was responsible for outputting adequate 

actions taking into account formations, roles, state of 

the world and the game’s situation. The adaptability of 

this solution provided very positive results with the FC 

Portugal team (using this approach) winning most 

matches against several of the RoboCup teams. 

Genetic algorithms have also been used for the 

training and performance evaluation of RoboCup 

simulator teams (Aronsson 2003). However, they are 

hindered by the usual limitation of this type of 

algorithms, such as overfitting, limited search space, 

expensive computation and premature convergence. 

Even so, it was proven that it is possible for software 

robots to learn the rules of simulated soccer. 

 

3. METHODOLOGIC APPROACH 

The aim of this work is to provide a framework for 

the creation of handball player agents for the Handball 

Server Simulator while also testing it via the agents 

developed with said framework. 

 

3.1. Specifications of a Handball Player Agent 

Although there are some similarities between the 

Soccer Server and the Handball Server, as they both 

simulate a team sport, played with a ball, two opposite 

goals on a rectangular field, since the rules for each 

sport are different, there has to be differences between 

them. 

As such, it is expected that a player agent 

developed for the Handball Server Simulator will differ 

from one aimed at the Soccer Server Simulator. Similar 

to a soccer player agent, however, a handball player 

agent will attempt to accomplish its goals while 

ensuring that the game’s rules are respected. In light of 

this, it is possible to adapt a soccer player agent’s code 

into a handball one as they differ (in terms of their own 

logic) in rules to respect (which influences their 

available actions). 

 

3.2. Handball Server Simulator communication 

protocol 

The Handball Server Simulator, like the Soccer 

Server counterpart is part of a client-server architecture 

consisting of a game (the server) that is disputed by two 

teams, formed by several players (the clients). The 

server will provide information regarding the game’s 

state to all of the agents so that the agents may 

deliberate upon it and act by sending to the server 

individual actions. Each agent receives both common 

(such as the game’s score or what the other players are 

saying) and unique information (such as what is in its 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 205



field of view) from the server. Thanks to this approach, 

both servers allow for clients to be implemented in 

diverse ways, as long as they respect the server’s 

protocol. 

Prior to designing and developing the agent’s 

behaviors it was deemed necessary the creation of an 

architecture for its basic modules. Since the Handball 

Server Simulator was based on the protocol of the 

Soccer Server Simulator, searching for a released 

simple Soccer Server Simulator agent’s code that could 

serve as a basis for this work. From that basic code, we 

could change the needed protocol parts and agent 

behaviors. 

Since the communication between the Handball 

Server Simulator and the clients (agents) is made via 

sockets (UDP/IP), these clients may be implemented in 

any language and run on any device as long as they 

comply with the server’s protocol. 

Determining what the protocol was, relied on 

consulting the Soccer Server Simulator’s protocol 

(Chen 2002) as well as the source code for the Handball 

Server Simulator.  The handball simulator has many 

common aspects with the Soccer Server Simulator’s 

protocol as it can be seen in the table 1 and table 2. 

 

Table 1: Comparison between Soccer Server Protocol 

and Handball Protocol (Client to Server) 

 

Soccer Server Handball Server 
Behaviour 

Init Init 
Registers the player in 

the server 

Kick Throw 

Allows a ball that is 

in possession by the 
player to be kicked or 

thrown with varying 

force and angle 

- Step 

The agent takes one 

step with the ball in 

its hand without 
releasing it (moving 

without dribbling) 

Catch Catch 
The agent catches a 

ball that is in his 

range of action 

Change_View Change_View 

Allows the agent to 

change its viewing 
angle. A wider angle 

allows for more 
information to be seen 

and a narrower one 

for the information 
seen to be of higher 

quality 

Say Say 

The agent can share 

information with all 

agents present in the 

field 

Move Move 

Places the agent 
instantly at a given 

position of the field 

(only available when 
the game hasn’t 

started) 

Sense_Body Sense_Body 

Asks for a 
sense_body command 

to be sent back from 

the server 

Turn Turn 

Allows the agent to 

rotate its whole body 
a variable number of 

degrees 

Turn_Neck Turn_Neck 

Allows the agent to 
only turn his head a 

variable number of 

degrees while keeping 
the rest of the body in 

the same orientation 

Dash Dash 

The agent is capable 

of running at a certain 
direction and intensity 

 

Table 2: Comparison between Soccer Server Protocol 

and Handball Protocol (Server to Client) 

 

Soccer Server Handball Server 
Behaviour 

Hear Hear 

Agent is capable of 
receiving all 

messages that were 

transmited to the 
server using the Say 

command from any 

agent 

See See 

Agent captures visual 

information relative 

to his position and 
orientation, as the 

presence of other 

players, the ball, 
goals or game lines 

Sense_Body Sense_Body 

Provides some 

information of the 
current situation of 

the agent such as 

current speed and 
stamina 

 

 As the above two tables show, there is not much 

difference from the handball server to the soccer server 

in terms of protocol. The two major differences are the 

Step command, that does not exist in the Soccer Server 

and the Throw command that behaves exactly like the 

Kick counterpart in the Soccer Server. The Step 

command is, as the name suggests, a step to be 

performed with the ball in hand (assuring that the ball is 

not lost, unlike dribbling with the ball in the Soccer 

Server). However, as the rules of Handball imply, only 

3 steps may be taken with the ball in possession. 

 

4. A FRAMEWORK TO DEVELOP HANDBALL 

PLAYER AGENTS 

 Since the goal of this work was to create a basis for 

the development of Handball Server Simulator agents, 

there was no need to choose a Soccer Server Simulator 

agent with complex behavior code. As such, the chosen 

base code was of the krislet-0.2 (Langner,2011) agent as 

it was a simple soccer agent that was already capable of 

processing many soccer server commands, being some 

of those commands also present in the handball server.      

 This agent was chosen instead of other candidates 

(such as Agent2D) as it contained nearly no logic for 

soccer or other sport-related notions, such as strategy. 

Since the focus of this work is mainly to create agents 

that test what features the handball server has working, 
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a complex agent isn’t needed. The portion of code that 

was responsible for the agent’s connection to the server 

was mostly left unaltered as the Handball Server 

Simulator’s protocol is similar to the Soccer Server 

Simulator’s in that aspect, and only values such as the 

port of the running server and team names were 

changed. Other elements, concerning the client-server 

protocol, that were present in the original agent’s code 

were replaced or omitted in the final code. 

 Besides the client-server protocol, the original 

architecture of the agent was mostly left intact. 

However, there were some changes worth noticing. 

 

Krislet 0.2

Client BrainData

Handball Agent

Client + Brain

 
Figure 1: Diagram representing original architecture 

(left) versus the final architecture (right) 

 

 As it can be seen in figure 1, above, the original 

architecture was multi-threaded. This feature served the 

purpose of running the “Brain” thread (responsible for 

the decision making process) concomitantly with the 

“Client” thread (responsible for the client-server 

communication and parsing of the data), allowing for 

the agent to never miss a server communication, even 

while performing the needed calculations prior to 

sending a command to the server. Although, in theory, 

this can be considered a useful feature there were some 

issues to be addressed: 

 Synchronism: If the “Brain” thread was processing 

a received command, the “Client” thread should not 

update that received command in the event of receiving 

a server communication, as it might lead to mixing old 

information with new one. This means that new 

information is stored in a stack and the Brain will access 

the next item in that stack whenever it is done 

processing the current one. This can lead to the client’s 

notion of the game’s current state to be severely out of 

synchronization with the server’s. 

 Wasted cycles: If the “Brain” thread finishes 

computing a command and has not received a new 

command to process, it will continuously verify if there 

are new requests to process. Even though the authors of 

the original code included a sleep call to help reduce the 

number of wasted cycles, this means that there is a 

possibility that the server and client are not 

synchronized, as the server may send new information 

to the client while the “Brain” thread is sleeping, 

wasting several milliseconds in this state. 

 All these issues pointed that a multi-threaded agent 

was difficult to synchronize and as such would not add 

any value to the solution, as it led mostly to wasted 

processing cycles. There is no gain in using separate 

threads for the retrieval and sending of commands and 

the processing of said commands if these tasks are to be 

executed sequentially. So, the architecture was changed 

to a single threaded one. This was done easily, and 

meant only changing the “Brain” thread’s infinite cycle 

to a simple function that would be called each time 

whenever the “Client” thread would receive the server’s 

commands. Part of the “Brain’s” thread was left intact, 

the part that dealt with initializations and preprocessing, 

as we felt it would not interfere with synchronization 

issues when the agent started processing game 

instructions. 

 

Table 3: Comparison between the original code’s 

protocol and the final code’s protocol 

 

Original Code Protocol Final Code Protocol 

Init 
Init (altered to 

include default values) 

Shoot 
Throw (operates the 

same way as shoot) 

Say (unused in Brain 

class) 

Say (altered to be 

used with objects of the 

Message class) 

Dash Dash 

Turn Turn 

Catch(unused in 

Brain class) 
Catch 

Move Move 

See See 

Sense_Body(unused 

in Brain class) 
Sense_Body 

Hear(unused in Brain 

class) 
Hear 

 

 As the above table 3 depicts, the original code’s 

protocol did implement many commands (the Client 

class had each command implemented individually as a 

function). However, many of these commands were not 

used for the original agent behavior. 

 Most notably, the original soccer agent’s code did 

not make use of the “say” command for inter-agent 

communication. This is a much needed feature for 

developing a cooperative team of agents for any team 

sport. In order to fill this blank, a “Message” class was 

created that allows the agent to send and receive 

coordination-specific content. 

 Instantiating a handball player and results 

After designing the final architecture of the agent, it was 

necessary to develop a prototype handball agent. This 

agent should make use of all the previous mentioned 

features of the developed architecture. The developed 

agent implements a simple behavior, as depicted in 

figure 2. 
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Ball Visible and 
no one to get it?

Ball in Range?

Yes

Turn 40º and search 
again

No

Dash towards it

No

Catch ball

Yes

Is opponent goal 
visible?

Less than 7m 
away

Yes

Shoot at goal

Yes

Some one asked 
for it?

No

Keep it and dribble

No

Pass it

Yes

No
Say that you are 

going to get it

 

Figure 2: Agent Behavior 

 

With this behavior, the commands present in table 

2 were tested. Note that inter-agent communication and 

coordination was also tested and allowed for simple 

teamwork to be achieved. The untested commands were 

inherited directly from the Soccer Server Simulator’s 

core engine and, as such, did not need any testing in 

order to validate them.  

 

Table 4: Test coverage of client-server commands 

Handball Server Testing Status 

Init Tested 

Throw Tested 

Step  Tested 

Catch Tested 

Change_View Untested 

Say Tested 

Sense_Body Tested 

Turn Tested 

Turn_Neck Tested 

Dash Tested 

Score Untested 

 

And the following simulator objects were 

identified and used correctly by the handball agent. 

 

Table 5: Simulator object identified and use in the 

agent’s behavior 

Object retrieved by 

“see” 

Presence in agent 

behavior 

Ball Present 

Flag Present 

Player Present 

Goal Present 

Line Present 

 Finally, we were able to validate the following 

rules of the sport[10] in the Handball Server Simulator. 

This validation was made by checking the messages that 

were sent and received by the agent and the server, and 

by the game’s referee. Additionally, most of these could 

be seen via the server’s graphical viewer. 

 

Table 6: Handball rules verification by the agent when 

connected to a server 

 

Handball Server 

Testing Status 

Handball Server Testing 

Status 

Do not block or 

kick ball using feet  

Server doesn’t verify 

Do not hold ball for 

more than three seconds 

Tested 

Do not bounce the 

ball, catch the ball and 

bounce it again 

Server doesn’t verify 

Take no more than 

three steps with the ball 

caught 

Tested 

Do not enter goal 

area 

Tested 

Do not touch the 

ball lying inside the goal 

area 

Server doesn’t verify 

Do not charge the 

opponents or run into a 

defending player 

Untested 

Do not engage in 

passive play 

Server doesn’t verify 

Do not steal the ball 

from the hands of an 

opponent 

Untested 

Do not push or hold 

attacking player’s body 

Untested 

Stay at least 3 

meters away from the 

attacking player when 

restarting the game 

Server doesn’t verify 

Goalkeeper cannot 

take the ball outside the 

area 

Tested 

Goalkeeper cannot 

take the ball inside the 

area 

Tested 

 

 As table 6 suggests, some defensive features were 

untested, as the focus of the agent’s behavior is mainly 

an offensive one. These untested features have to be 

validated by a human, (passive play, charging, pushing 

or holding adversaries) much like how “fouls” are 

handled by humans in the soccer server (Chen 2002). 

Other rules were not verified by the handball server, 
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meaning that although the agent was tested in a scenario 

where that rule would be infringed, the handball server 

did not punish the team for doing so. 

 

5. CONCLUSIONS AND FUTURE WORK 

 The current work served both the purpose of 

creating a foundation for the development of future 

handball server simulator agent behaviors and of 

exposing the limitations of the server that result in an 

unrealistic representation of the sport. Although nearly 

all issues are due to the fact that the server has its roots 

in the Soccer Server Simulator, these issues were less 

relevant there. These issues revolve around the fact that 

the simulator is a 2D simulator and the players’ 

physiognomy has been simplified. This means that at 

this time the server is incapable of determining if: 

 The ball has been blocked or kicked using the 

feet 

 The player is “in the air” when inside the goal 

area 

 There was physical contact, such as a collision 

between opposing players 

 The dribble was valid 

 The defending player is closer than 3 meters to 

the attacking player when the game is being 

restarted 

 The Handball Server Simulator is also missing the 

implementation of some other handball rules, but that 

does not have to do with the simulators limitations. In 

fact, even in real life some rules are difficult to apply; 

for instance, the “passive play” rule is triggered if the 

players in possession of the ball aren’t focused on 

attacking, solely preoccupied in maintaining the ball 

possession, a free throw is awarded to the opposing 

team. 

 The presented agent behavior server the purpose of 

proving that, currently, developing and testing handball 

agents is somewhat limited, as some rules of a handball 

game go unverified by the server. Furthermore these 

issues, if left unattended, can also lead to agents using 

strategies that would be rendered unusable in real life 

(such as long distance shots at the goal or passive play). 

Even so, these issues are acceptable due to the simulator 

being in its early days of development and having 

inherited some of these limitations from the Soccer 

Server Simulator. Hopefully, these foundations for the 

development of handball agents can help perfect the 

simulator, as it tested most of the rules and features 

already present in the Simulator. 

 We have presented the foundations of a handball 

agent, and also developed and tested a cooperative 

sample agent. Although the agent itself is still lacking 

some features, such as the capability of determining his 

position or the position of fellow and opposing players, 

these features can be easily added, thanks to the division 

of the “client” communication with the server and the 

“brain” component of the agent, responsible for the 

behavior and decision making of the agent. In fact, any 

further alteration to the agent is expected to be made 

only on the “Brain” component. 

 The next step for this project is to further develop 

the handball agent framework in parallel with the 

Handball Server Simulator. The development of a 

complete, cooperative and intelligent handball team of 

agents is the ultimate goal to be achieved. However, for 

that to happen, the Handball Server Simulator must see 

further development as well, to become more complete.  

Furthermore, testing new server features and developing 

more complex handball agent behavior will be needed 

and as such, the proposed handball agent framework 

will serve as a base for these future steps in this project. 
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ABSTRACT 
Mathematical models for atmospheric dispersion are 
being used in a wide variety of industrial applications. 
One of the most used Gaussian models is AERMOD, 
recommended by the US EPA to determine air pollution 
dispersion in urban and rural areas. AERMOD is used 
to determine the expected impact on air quality due to 
the operation of a sugar refinery located in a rural 
village in central Mexico. Air pollutant emission due to 
fuel oil and bagasse combustion during the refining 
process is considered as well as pre-harvest sugarcane 
burning. 

 
Keywords: air pollution, dispersion modeling, 
AERMOD, sugarcane processing, pre-harvest burning 
 
1. INTRODUCTION 
A high percentage of the sugar supply is obtained from 
sugar cane (Saccharum officinarum), which is one of 
the most extensively cultivated grasses in tropical and 
subtropical regions in the globe. Brazil is the major 
producer of sugar cane in the world, being Mexico the 
second most important producer in Latin America 
(CVCA 2010). 

An efficient crop can produce from 100 to 150 tons 
of sugar cane per hectare per year, having an efficiency 
of 12 to 13% for the extraction of sugar. In the 
extraction process, the sugar cane is grounded and 
squeezed to obtain the juice, generating bagasse as the 
principal sub-product. Bagasse consists basically of 
cellulose fibers, lignin and pentosan and has an elevated 
percentage of humidity (50%), sugar (about 2% on 
average) and strange materials (0.5% on average). 
Depending on different factors, such as ripeness, 
percentage of strange material, extraction type, etc., up 
to 15-25% of the grounded sugar cane corresponds to 
bagasse. This material has been used traditionally as an 
energy source for the production process in sugar mills, 
due to their calorific power, converting these facilities 
in self-sufficient for power generation and thus green. 
As the production process in a sugar mill includes 
internal combustion, typically air pollutants as 
particulate matter, NOx and SO2 are emitted to the 
atmosphere. 

The AERMOD dispersion model (US-EPA 2012) 
was used to estimate the effect of sugar cane processing 
in central Mexico; this model is a regulatory steady-
state plume modeling system provided by the US-EPA 
that includes a wide range of options for modeling air 
quality impacts of pollution sources, making it a 
popular choice among the modeling community for a 
variety of applications. 

AERMOD, as any other mathematical dispersion 
model, provides only an estimate of the atmospheric 
concentration of environmental pollutants, and its 
results depend on the quality of the corresponding input 
data, and the methodology used for its determination. 
 
2. CASE STUDY 
 
2.1. Study Area 
Sugar cane was introduced in Mexico during the 
sixteenth century; sugar industry infrastructure has been 
developed since then. In the southern region of central 
Mexico, sugar production and commercialization has 
been one of the principal subsistence means since 1690. 
Different ancient haciendas are now industrialized sugar 
refineries. The process includes boilers which are 
operated under three different conditions: fuel oil only, 
bagasse only and mixed fuel (fuel oil and bagasse) 
feeding, so typical combustion pollutants such as fly 
ash, smoke and flue gases are expected to be emitted 
into the air in the region. 

A typical sugar mill located in central Mexico at 
about 910 meters above sea level which has been 
working since approximately 75 years, is used to 
demonstrate the usefulness of the AERMOD. This 
sugar refinery is active during the sugar cane harvest 
time, which lasts 180 days (November – May). In this 
zafra period, the refinery works 24 hours a day and 
processes a daily average of 7 tons of sugar cane. Until 
two years ago, the plant was working with old 
processing units and 5 chimneys – including the 
original concrete chimney that has been in use since the 
mill started operations - using bunker oil fuel mixed 
with or without bagasse. Simple dust separators were 
used for controlling fly ash. However, as a response to 
claims of the surrounding local population, the process 
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was improved, more efficient dust control equipment 
was installed and fossil fuel use was reduced, using at 
present mainly biomass fuel (bagasse). The original 
concrete chimney was closed in May 2011 after the 
zafra period; it was replaced by a new chimney that 
started operations on December 6th, 2012. 
Nevertheless, although process conditions were 
considerably improved, the local population still claims 
that the sugar refinery is the most important source of 
pollution in the area. 

Another issue of importance is that usually the 
sugar cane is burned in the field previous to harvesting, 
in order to increase the efficiency of the refining 
process. The refinery can also process the so-called 
green or not burned sugar cane, which however lowers 
process efficiency as the direct harvesting generates a 
higher proportion of impurities as roots and leafs in the 
raw material.  

The raw sugar cane is supplied by 11 thousand 
hectares of cane plantations, owned by local peasants 
and distributed in different rather small and often 
irregular parcels located at distances up to 50 km from 
the refinery. According to its ripeness, approximately 7 
tons of sugar cane needed daily are selected from day to 
day. Generally, different parcels provide the daily need 
of raw sugar cane, so up to 12 different burning sites 
may be expected. The pre-harvest burning takes place 
during approximately one hour in the morning. As the 
harvesting season (November-May) coincides with the 
dry season and thus worst conditions for air pollutant 
dispersion, it is likely that this burning will have a 
negative impact on the air quality in the surroundings of 
the sugar cane parcels, emitting fly ash and smoke that 
are very visible to the local population. 

Figure 1 presents a general view of the studied 
sugar refinery; a difference in strength of emitted air 
pollutants is clearly visible in the photo; this is due to 
the specific operating conditions of each processing 
unit, as for example the used fuel type or effectiveness 
of the emission control systems. 

 Figure 2 shows a map of the study area, indicating 
the distribution of the sugar cane plantations near the 
mill.  
 

 
Figure 1. Studied Sugar Refinery 

2.2. Aim of the Study 
The general aim of the study is to determine the 
influence area for the dispersion of air pollutants 
emitted by a typical sugar refinery in a rural area in 
central Mexico, based on present operating conditions 
and the use of the Gaussian dispersion model 
AERMOD. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Map of the Sugar Factory and Surrounding 
Sugar Cane Plantations. The Shaded Area Marks the 
Property Limits of the Mill 
 

Specific aims are: 
• Estimate the surrounding air quality by means 

of mathematical dispersion modeling. 
• Determine whether or not the observed air 

pollution in the area can be assumed to come 
from the refinery. 

• Determine if recent changes in the process 
have resulted in improvements on local air 
quality. 

• Estimate the importance of the on-site sugar 
cane burning during the harvesting period. 

  
3. METHODS 
The AERMOD model was used to compare the 
contribution of the sugar refinery before and after the 
process improvements. Also the influence of sugar cane 
burning during the sugar cane harvest period on the 
particle concentrations was studied. The simulated 
pollutants are particulate matter (≤ 80 µm in aero 
dynamic diameter), NOx and SO2. AERMOD is a 
steady-state plume model that assumes that 
concentrations at all distances during a modeled hour 
are governed by the temporally averaged meteorology 
of the hour. In the stable boundary layer (SBL), it 
assumes the concentration distribution to be Gaussian in 
both the vertical and horizontal. In the convective 
boundary layer (CBL), the horizontal distribution is also 
assumed to be Gaussian, but the vertical distribution is 
described with a bi-Gaussian probability density 
function. In addition, in the CBL, AERMOD treats 
“plume lofting,” whereby a portion of plume mass, 
released from a buoyant source, rises to and remains 
near the top of the boundary layer before becoming 

Chimneys 
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mixed into the CBL. AERMOD requires only a single 
surface measurement of wind speed (measured between 
7 zo and 100m (where zo is the surface roughness 
height), wind direction and ambient temperature. The 
general concentration equation used by AERMOD is: 
 
𝐶 𝑥, 𝑦, 𝑧 = !

!
𝑝! 𝑦; 𝑥 𝑝! 𝑧; 𝑥  (1)

  
where Q is the source emission rate, 𝑢 is the 

effective wind speed, and py and pz are probability 
density functions which describe the lateral and vertical 
concentration distributions, respectively. 

 
3.1. Topography 
AERMOD can run on flat terrain or considering the 
topographic elevations of the receptors and sources 
considered in the model; this information can be 
extracted from a digital elevation model (DEM), 
available from USGS topographic data. The sugar 
refinery is located in a flat area; however, east of the 
study region an area of rough topography can be 
observed (figure 3), so AERMOD was run in the 
complex orography mode. To introduce the topographic 
information, the digital elevation model corresponding 
to the region surrounding the sugar cane production 
facility was downloaded from the www.webgis.com 
site. This file was converted to the required AERMAP 
format and included in the modeling project.  

 Figure 3 represents the topography of the study 
area in three dimensions.  

 
	  

 
 
 
 
 
 
 
 
 
 
 

Figure 3. Digital Elevation Model for the Sugar 
Production Facility Surroundings (Vertical 
Exaggeration = 3x) 

 
3.2. Meteorology 
Meteorological information provided by the Forestry, 
Farm and Livestock National Research Institute 
(INIFAP), was analyzed for the year 2011, and 
statistical wind information for May 2011 was used to 
set a downwind air quality monitoring campaign for the 
most important ambient air pollutants and 
meteorological parameters during the last two weeks of 
the 2012 zafra and harvesting period.  

Meteorological information of the study zone 
required by AERMOD includes: station number and 
location, year, Julian day, hour, temperature, wind 

speed and direction, precipitation, humidity, station 
pressure and cloudiness. The standard meteorological 
files are converted to “.sfc” and “.pfl” files, respectively 
for surface and upper air meteorological information. 
Cloudiness is not routinely measured in meteorological 
stations in Mexico, so it is assumed to be cero. For 
modeling effects, only events were considered where 
precipitation was cero, because particle transport 
reduces when precipitation exists. 

To generate the required “.sfc” y “.pfl” files, 
typical albedo, Bowen ratio y roughness length values 
are needed; these values were chosen according to the 
land use in the area, corresponding to respectively 
cultivated land from North to ESE directions and urban 
land use for the rest (see figure 4). Table 1 indicates the 
resulting land use parameters used in the AERMOD 
runs.  
 

 
Figure 4. Land Use Sectors Specified in the Model 

 
Table 1. Used Land Use Parameters 

Sector Albedo Bowen ratio Surface 
roughness length 

1 0.28 0.75 0.0725 
2 0.2075 1.625 1 

 
3.3. On-site Monitoring 
Preliminary AERMOD modeling was performed to be 
able to locate a temporary ambient air monitoring 
station in a specific site at the end of the harvesting 
period, in order to detect possible air pollutants 
transport from the refinery plant. 

During May-June 2011, wind was coming 
prevailingly from ESE-E and WSW-SW directions. 
According to this information, the 2012 monitoring site 
was set within the INIFAP research site, located at 
about 1.5 km from the refinery in WSW direction. 
Therefore, both the pollutant concentrations due to the 
dispersion of the sugar mill emissions when the wind 
was blowing towards the INIFAP and the background 
concentrations registered when wind was blowing in the 
opposite direction could be observed. The monitoring 
station was an AIRPOINTER (figure 5), which is a 
compact multi gas air quality monitoring system 

Sugar refinery 
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capable of continuously measuring CO, NO/NO2/NOx, 
O3, SO2, and PM2.5, and has meteorological sensors for 
wind speed, wind direction, ambient temperature, 
relative humidity, ambient atmospheric pressure, and 
precipitation. 

An additional portable DAVIS meteorological 
station was set at the top of an elevated water tank (45 
m) near the boiler stacks of the sugar refinery in order 
to check the representativeness of wind profile 
predictions of the model (figure 6). 

 

 
Figure 5. Air Pointer Monitoring Station Installed in the 
INAFAP 

 

 
Figure 6. Installation of a DAVIS Meteorological 
Station in the Sugar Refinery 

 
3.4. Sugar cane burning 
Sugar cane plantations in a 2 km radio area surrounding 
the plant were referenced geographically to be able to 
model the effect of daily sugar cane burning on air 

quality. Only the nearest plantations were considered, as 
parcels at further distances are not likely to affect air 
quality in the village. 

A daily processing rate of 7 tons of sugar cane 
corresponds to about 69.1 hectares/day; among the 
parcels dedicated to sugar cane harvesting in the 2 km 
radius around the facility, a random area of 69.1 
hectares was selected. Emission factors for pre-harvest 
sugar cane burning (US-EPA 2005; Ribeiro 2008; Hall 
et al. 2012) were used to estimate particulate and NOx 
emissions generated by the burning and the affectation 
was determined by means of the AERMOD model. 
Used emission pre-harvest burning emission factors are 
specified in table 2. 
 

Table 2. Emission Factors for Pre-Harvest Burning 
Pollutant Emission factor (g/s m2) 

PST 0.0092273 
NOx 0.0006944 

 
3.5. Plant Emissions 
Data of the emissions strength and physical 
characteristics of the 5 boiler stacks were provided by 
the staff of the sugar refinery. The physical 
characteristics of the sources are presented in table 3, 
while tables 4 and 5 indicate the emission strength 
before and after the change to the use of bagasse as a 
fuel. Note that emission source 1 corresponds to the 
concrete chimney that stopped working in May 2011; 
chimney 1b is the new chimney. 

 
Table 3. Physical Source Characteristics 

Characteristics Emission sources 
1 1b 2 3 4 5 

Height (m) 30 30 30 36 30 36 
Diameter (m) 0.6 2.3 1.62 1.6 1.6 1.6 

Exit velocity (m/s) 5.94 18.5 9.16 9.16 8.20 9.14 
Exit temperature (K) 399 458 433 494 427 458 
	  

Table 4. Average Source Emissions 2009-2011 

Pollutant Emission sources 
1 2 3 4 5 

SO2 (g/s) 7.2 22.34 26.42 19.33 20.25 
NOx (g/s) 0.46 4.91 2.35 3.37 3.47 
PST (g/s) 0.05 0.64 0.51 0.62 0.47 
  

Table 5. Source Emissions 2012 

Pollutant Emission sources 
1b 2 3 4 5 

SO2 (g/s) 91.75 NA 21.94 19.64 21.89 
NOx (g/s) 18.26 NA 4.31 3.84 4.41 
PST (g/s) 23.17 NA 4.84 1.94 1.93 
 

Tables 4 and 5 indicate that SO2 concentration has 
stayed the same after the process improvements, while 
NOx and PST concentrations have increased 
considerably. This is because bagasse has a lower 
calorific capacity, so more fuel is needed when using 
bagasse than when using fossil fuels. 
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3.6. AERMOD Implementation 
To implement AERMOD, the following activities were 
performed: 

• Obtaining of the DEM of the study region 
• Mounting of the regional topography in the 

terrain preprocessor for its posterior use in the 
AERMOD dispersion model 

• Obtaining of Google Earth maps for the study 
area and their geographical referencing  

• Adaptation of the 2011 meteorological 
information with the meteorological 
preprocessor AERMET and introduction of the 
resulting data in AERMOD 

• Specification of the modeling region and 
receptor grid 

• Compilation of the physical characteristics and 
emissions values for the emission sources 

• Physical determination of the geographical 
references of the emission sources and 
inclusion of the geo referenced elements in the 
dispersion model. 

 
4. RESULTS 
 
4.1. Meteorology 
The wind speed in the area is quite low, presenting 
average wind speeds of 2.1 m/s, 42% of calms and over 
80% of winds below 4 m/s. Predominant wind 
directions are from southeast in winter, and from 
southwest in summer, being the wind speed lower in 
winter. Figure 7 presents the wind rose for 2011. 

 

  
Figure 7. Wind rose in the study area, 2011 

 
4.2. Particulate Matter Concentration 
The 24-hour average PST concentration was estimated 
with AERMOD using the meteorological information 
for the 2011 zafra period. Operating conditions before 
and after the process improvements were modeled, 
using the land use parameters specified in table 1. 
Figures 8 and 9 respectively present the modeling 
results for the maximum 24-hour PST concentrations 
found during the zafra period, before and after the 
partial substitution of fossil fuel by bagasse. 

Figures 8 and 9 indicate that maximum 24-hour 
PST concentrations were found to be respectively 6 

µg/m3 when only fossil fuel is used and 39 µg/m3 when 
approximately half of the fossil fuel is substituted by 
bagasse. The increase of maximum PST concentrations 
is due to the lower calorific capacity of bagasse, so 
more bagasse than fossil fuel is needed for the sugar 
refining process. Still, the present fuel configuration 
generates local PST pollution far below the 210 µg/m3 
specified as the maximum concentration in the Mexican 
norm NOM-025-SSA1-1993. 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Figure 8. Maximum 24-hour PST Concentrations due to 
Sugar Refinery Operations, using Fossil Fuels. Ene-
May 2011 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Maximum 24-hour PST Concentrations due to 
Sugar Refinery Operations, using Bagasse and Fossil 
Fuels. Ene-May 2011 
 
4.3. Influence of the Pre-Harvest Burning 
To analyze the influence of pre-harvest burning on the 
air quality in the region, 6 parcels with an approximate 
total surface of 7000 ha in the neighborhood of the mill 
were randomly selected, simulating the selection of 
daily sugar cane crops according to their maturity; the 
emission factors from table 2 were used. 

Sugar refinery 

Sugar refinery 
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Figure 10 presents the result of the corresponding 
AERMOD modeling for PST concentration; the sugar 
cane parcels are indicated in red. It indicates that pre-
harvest burning in the fields near the refinery, although 
this last for only about an hour each morning, is 
generating huge hourly PST concentrations in nearby 
houses. Hourly concentrations over 175 000 µg/m3 are 
found, corresponding to 24-hour concentrations of 730 
µg/m3, and thus to 3.5 times the national standard of 
210 µg/m3. Big sugar cane parcels will cause more 
harm than smaller parcels, as the PST emissions are 
spread; up to 2 km from the burning front concentration 
values over the 24-hour standard can be expected. For 
NOx, a similar conclusion can be drawn, although NOx 
concentrations are lower than PST concentrations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10. Influence of pre-harvest burning on 
particulate matter concentration, hypothetical run for 
December 3, 2011 
 

It is important to note that 90% of pre-harvest 
burning PST corresponds to small particles (< 0.5 µm), 
which are dangerous to human health, as stated for 
example by Ribiero (2008).  
 
5. CONCLUSIONS 
AERMOD modeling indicates that pre-harvest burning 
of sugar cane presents local PST concentrations over 
3.5 the national standard; this phenomenon is a lot more 
important than PST pollution originated in the refining 
process. 

Although the use of bagasse in the extraction 
process is more sustainable than the use of fossil fuels, 
its use increments the PST concentrations expected in 
the surroundings of the sugar mill by approximately 6. 
However, none of the used fuel combinations generate 
PST concentrations that violate the national standard. 

Future work includes comparison of AERMOD 
results with ambient air concentrations recorded in the 
Air Pointer monitoring station during the 2012 zafra 
period. 
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ABSTRACT 
The purpose of this paper is to show how the platform-
independent meta-model for DEVS formalism we have 
been working on can be enriched with Object Constraint 
Language (OCL) constraints. OCL is a declarative 
language (without any side effect) and allows us to 
control both the class attributes and the relationships 
between classes, in order to facilitate the modeling 
process and even the code generation towards a DEVS 
framework. To do so, we chose to follow a MDE, and 
in particular MDA approach, because OCL 2.0 is now 
aligned with UML 2.0 and MOF 2.0, which parts of 
MDA. The implementation of our meta-model with its 
OCL refinements has been done within Eclipse 
Modeling Framework (in which OCL 2.0 has been fully 
implemented) and its meta-meta-formalism Ecore. 

 
Keywords: DEVS, modeling, MDE, MDA, EMF, 
Ecore, OCL, meta-modeling, PIM 

 
1. INTRODUCTION 
Since 20 years, with the great improvements in 
computers science, the interest for modeling and 
simulation has been evolving increasingly. Among the 
several formalisms dedicated to modeling and 
simulation of discrete-event systems, DEVS formalism 
appears to be the most famous one because of its ability 
to represent various systems (with its several 
extensions) and to simulate them. The interoperability 
of DEVS models is reduced because of the existing 
DEVS simulators. 

The approach our team has been working on aims 
to ease the modeling process, increase the 
interoperability of DEVS models and improve code-
writing process (using automated code generation). 
From our point of view, it can be done if we use some 
specific features of Model Driven Engineering (MDE) 
methodology and if we apply them to the world of 
modeling and simulation. The main advantage of MDE 
is that it is composed of a useful set of standards, and 
their purpose is to improve the reusability of the models 
and the code generation process.  

An important part of our approach is to allow the 
description of DEVS models in a unified way: it implies 
that such a description has to be achieved without 
considering the platform in which the models will be 
simulated. To stick to this philosophy, each DEVS 
model should conform to the same pattern. This pattern 

should provide all the necessary DEVS concepts in 
order to create DEVS models in a unified way: such a 
pattern is called a meta-model (it is fully detailed in a 
paper “in press”). It describes the syntax and the 
semantics of a formalism. 

A meta-model has to be described with a meta- 
formalism such as XML, or one of the concrete 
implementations of the well-known OMG Meta Object 
Facility (MOF). The one we used is the Eclipse 
Modeling Framework (EMF) Ecore, and can 
graphically be represented with UML class diagrams : 
we use them in this paper to present the main meta-
classes of our DEVS meta-model. 

The usual meta- formalisms are not refined enough 
to provide all the relevant aspects of a specification. 
They usually are cannot fully specify a modeling 
formalism, and they are often extended with the ability 
to express constraints. Even if those constraints can 
often be expressed with natural language, it is very hard 
to implement. Constraints must be expressed in a formal 
way. Object Constraint Language (OCL) provides such 
an ability. It is used to describe constraints on UML 
models as well as on MOF-typed meta-models, that is 
the reason why we said it was aligned with UML 2.0 
and MOF 2.0. 

We will use this language to define some important 
constraints on our DEVS meta-model : as a 
consequence, the number of meaningful models will be 
limited, but they will be more accurate. The purpose of 
this paper is to show how the needed constraints on our 
DEVS meta-model (and in a general way, on other 
meta-models) can be identified and implemented. Of 
course, those steps can be applied to any other kind of 
meta-models. 

This paper is organized as follows: the first part is 
the background section, it focuses on the essential 
concepts of DEVS formalism and software engineering 
(MDE, and in particular UML and MDA, OCL). We 
conclude it by a presentation of our approach dedicated 
to the improvement of DEVS models interoperability 
and object-oriented code generation towards DEVS 
simulators.  

The second part, which can be seen as a specific 
background, sums-up the most important features of the 
meta-model we defined for DEVS formalism : we give 
an overview of the meta-class hierarchy, then we focus 
on (using package diagrams associated to class-
diagrams) the DEVSExpression and DEVSRule 
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concepts, and we describe how we chose to represent 
the couplings between models. We conclude by a 
discussion, which highlights some conditions, in the 
formal definition of DEVS formalism, which are not 
expressed yet in our meta-model. This will introduce 
the third part, dedicated to the OCL constraints we put 
on the meta-classes which belong to DEVSExpression, 
DEVSRule and Coupling packages. After that, we give 
an example of a model which could have been validated 
without our constraints but which is now not 
meaningful anymore. We finally conclude this paper by 
giving an outline of it, and we say a few words about 
our future work.  
 
2. BACKGROUND 
All caps, bold, flush left. Use Times New Roman Font 
and 10 points in size. Start the text on the next line. 
Please use the “HEADING 1” style.  

The headings for the Abstract, Acknowledgements, 
Appendix, References and Authors Biographies 
sections are not numbered. Please use “HEADING” 
style. Insert one blank line before each heading. 

Do not include any kind of page numbers, headers 
or footers. Final page numbers will be inserted by the 
publisher. 

 
2.1. DEVS 
DEVS formalism, introduced in the 70’s by Pr. B.P. 
Zeigler (Zeigler 1989) (Zeigler et al. 2000) is based on 
discrete events, and it provides a framework with 
mathematical concepts based on the sets theory and 
systems theory concepts to describe the structure and 
the behavior of a system. 

Almost any system can be modeled with DEVS 
formalism, if it has finites states and finite transitions 
between its states, in a finite time interval, and interacts 
with its environment through events sent and received 
on its communication ports. A DEVS model represents, 
as other kinds of models do, a simplified version of 
reality. DEVS formalism is modular and hierarchical; it 
allows the definition of 2 kinds of models: atomic 
models and coupled models. DEVS makes an explicit 
separation between a model and its simulator: the latter 
is “automatically” built from the former. It has been 
formally proved that the entity “simulator” is able to 
execute correctly the behaviour described by the entity 
“model”. It has also been formally proved that DEVS is 
closed under composition, which means that a coupled 
model (composed of several models) can be seen as a 
unique atomic model. 
 As there exist many DEVS-oriented simulators and 
frameworks (DEVS Standardization Group 2012) the 
interoperability of DEVS models is reduced.  

 
2.1.1. DEVS Atomic Models 
The tiniest element in DEVS formalism is the atomic 
model. It is specified as follows. 

 
AM = < X, Y, S, ta, δint, δext, λ >, where : 
 

• X = {(p,v)|p InputPorts, v Xp} is the input 

events set, through which external events are 
received; InputPorts is the set of input ports 
and Xp is the set of possible values for those 
input ports 

• Y = {(p,v)|p OutputPorts, v Yp} is the output 

events set, through which external events are 
sent; OutputPorts is the set of output ports and 
Xp is the set of possible values for those output 
ports 

• S is the states set of the system;  

• ta: S → R0
+  +∞ is the time advance function 

(or lifespan of a state); 
• δint: S → S is the internal transition function; 

• δext: Q × X → S with Q = {(s,e)/s S, 

e [0,ta(s)]} is the external transition function; 

• λ: S → Y, with Y = {(p,v)|p OutputPorts, 

v Yp} is the output function; 

 
The simplest transition is called the internal 

transition : at a given moment, a system is in a state 

s S. Unless an external event occurs on an input port, 

the system remains in the s state for a duration defined 
by ta(s). When ta(s) expires, the model sends the value 

defined by λ(s) on an output port y Y, and then it 
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changes to a new state defined by δint(s). Such a 
transition, which occurs because of the expiration of 
ta(s), is an internal transition. 

The other transition type is called the external 
transition, because it is triggered by an external event. 
In this case, it is the δext(s,e,x) function which defines 
which state is the next one (s is the current state, e is the 

elapsed time since the last transition, and x X is the 

event received). 
In both cases, the system is now in a new state s’ 

for a new duration d’ = ta(s’) and the algorithm restarts. 
 

2.1.2. DEVS Coupled Models 
 

A coupled model is composed of at least one submodel 
(atomic or coupled). A coupled model can be seen as a 
parent-model which describes a hierarchy (i.e. a list of 
sub-models, the links between itself and the submodels 
it is composed of, and the links between the submodels 
themselves). A coupled model is formally defined by 

 

MC = <X, Y, D, {Md|d D}, EIC, EOC, IC, 

select>, where : 

• X = {(p,v)|p InputPorts, v Xp} is the input 

events set, through which external events are 
received; InputPorts is the set of input ports 
and Xp is the set of possible values for those 
input ports 

• Y = {(p,v)|p OutputPorts, v Yp} is the output 

events set, through which external events are 
sent; OutputPorts is the set of output ports and 
Xp is the set of possible values for those output 
ports 

• D is the set of component names, d D 

• Md is a DEVS model (either atomic or 
coupled) 

• EIC is the set of external input couplings; an 
external input coupling is a link between the 
input port of the current coupled model and the 
input port of any of its submodels 

• EOC is the set of external output couplings; an 
external output coupling is a link between the 
output port of the current coupled model and 
the output port of any of its submodels 

• IC is the set of internal couplings; an internal 
coupling is a link which involves the output 
port of a submodel and the input port of 
another submodel 

• select is the tiebreaker function 
 

Figure 1 is an example of a coupled model 
containing two submodels: an atomic model and a 
coupled model, which contains itself two atomic 
models. The coupling functions (EOC, EIC, IC) are 
indicated and the ports are represented by black 
diamonds. For instance, Coupled 2 has two input ports, 
and one output port. Atomic 3, contained by coupled 2, 
has one input port, and one output port. 

 

 
Figure 1: A DEVS coupled model 

 
 

2.2. DEVS Software engineering and meta-modeling 
 

2.2.1. UML 
Unified Modeling Language (UML) is a graphical set of 
modeling formalisms: it provides a toolkit which 
enables one to model the structural aspects of a system 
as well as its behavior (Booch et al. 1998).  

 UML is owned by the Object Management Group, 
and its current version is UML 2.4.1 (OMG 2011). Its 
main advantage is that it is considered as a standard 
formalism by a large worldwide community of users. 
We use in this paper UML class and package diagrams 
to represent the meta-classes of our DEVS meta-model. 

2.2.2. UML and meta-levels 
A UML model, for instance a UML class diagram (that 
we will use later to describe our meta-model) is an 
abstraction of a system from the real world located at 
the lowest abstraction level: M0. Such an abstraction 
takes place at a higher level: M1. It is defined by its 
meta-model at, once more, a higher level: M2. This 
meta-model describes, using a language or formalism, 
the elements that can be used to design the model and 
their relationships with each other. Such a description is 
defined at a higher level by Meta Object Facility 
(MOF), a language used to describe other languages. 
This level is M3. MOF is defined on itself, i.e. it is 
described in MOF terms. Hence, there is no level higher 
than M3 (Figure 2). 
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Figure 2: UML and the “meta” levels 

 
2.2.3. MDE, MDA and EMF 

 
Model Driven Engineering is a software development 
methodology which focuses on creating and 
exploiting domain models. MDE is a generic approach, 
and its most famous implementation is Model Driven 
Architecture, owned by the OMG.  

We can also quote the Eclipse ecosystem of 
programming and modelling tools (Eclipse 2012). EMF 
(EMF 2012) is a particular part of Eclipse which 
contains and implements a set of MDA standards: in 
fact, MDA and EMF are very close one to each other, 
the ladder uses and implements the concepts inherited 
from the former, and we use both of them in our 
approach. MDA (Model Driven Architecture) (OMG, 
2001) is a software design approach initiated by the 
OMG in 2001 to introduce a new way of development 
based upon models rather than code. With MDA 
approach, everything is a model, even the 
transformations between models are considered as 
models.  

MDA defines a set of guidelines for defining 
models at different abstraction levels, starting from 
Computational Independent Models (CIMs) to platform 
independent models (PIMs), then from PIMs to 
platform specific models (PSMs) which are tied to a 
particular technology (i.e. platform). The translation 
from one PIM to one or several PSMs is to be 
performed automatically by using transformation tools. 
MDA also enables transforming a PSM into source 
code. The advantage of such an approach is the great 
reusability of models. OMG provides a set of standards 
dedicated to this approach. Although UML was at the 
beginning the basis of the OMG works on MDA, it is 
now Meta-Object Facility which appears to be the most 
basic standard.  

According to this standard, each formalism 
involved in a MDA process at any level (PIM, PSM) is 

to be specified by a meta-model expressed in terms of 
MOF elements. As MOF was not given a concrete 
syntax, our meta-model was implemented using EMF. 
The MOF equivalent in EMF is Ecore. Ecore can be 
seen as an implementation of MOF, in the same way 
that EMF uses the MDA concepts. 

 
2.2.4. OCL 
Object Constraint Language (OMG 2006) is a formal 
and strongly typed modeling language proposed by the 
OMG in order to specify unambiguous constraints on 
UML 2.0 models, and even MOF 2.0 meta-models (i.e. 
fully aligned with MOF and MDA).  

As it is a pure specification language OCL enables 
us to write expressions without side effects. When an 
OCL expression is evaluated, it simply returns a value. 
It cannot change anything in the model, nor in the meta-
model. Moreover, it is not possible to write program 
logic or flow control in OCL. It is not possible to 
invoke processes or activate non-query operations 
within OCL. Because OCL is a modeling language in 
the first place, OCL expressions are not by definition 
directly executable. 

In this paper, we will use OCL to specify 
invariants on our meta-classes and their relationships 
(i.e. conditions that have to be fulfilled by any instances 
of the meta-classes) so that the instances of the meta-
model must conform to those conditions. 

2.3. Our Approach 

The DEVS meta-model we designed is located at the 
M2 level and uses the concepts given by the highest 
level (M3). The meta-meta-formalism we used is EMF 
Ecore. 

Some theoretical aspects of our approach are 
presented in a more detailed way in (Garredu et al. 
2011). Figure 3 shows a larger view of our philosophy : 
the DEVS meta-model enables to specify platform-
independent models (DEVS PIMs) which are in fact 
instances of this meta-model. Thanks to transformation 
rules, those models can be used for an automated 
object-oriented code generation towards a DEVS 
simulator. But the other huge advantage of following a 
MDE approach is that the DEVS meta-model can be 
seen as a single entry-point for other DEVS-like (i.e. 
based on states, transitions and events) formalisms: also 
using transformation rules at the M3 level, it is possible 
to specify mappings from any DEVS-Like formalism 
towards our DEVS meta-model. In other words, any 
model written in a DEVS-like formalism can be 
transformed in a DEVS model. Then, as a normal 
DEVS model, it can be used, as we said before, to 
generate object-oriented code. 

 
3. MAIN ELEMENTS OF OUR DEVS 

METAMODEL 
 
3.1.1. Overview of the hierarchy 
The most important package of our meta-model is the 
DEVSModel package (Figure 4). It shows that a DEVS 
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model can be either atomic or coupled. If it is coupled, 
it must contain at least a submodel. 

Types are defined differently following the object-
oriented languages. So, our meta-model must be able to 
handle types, in a generic way. We chose to represent 
only 4 basic types, but this can be easily extended. The 
package representing types is given by Figure 5. 

Every DEVS model has at least an output port and 
can have an input port. Every port must be given a name 
and a type, and can be either an input port or an output 
port (Figure 6). 

We introduced with this meta-model an important 
basic concept which is common to many elements of 
this meta-model: the DEVSExpression. 

 
3.1.2. DEVSExpression package 
In a formal point of view, a DEVS atomic model is 
composed of a finite set of its possible states S linked by 
deterministic transitions. Those states are distinct 
values; it implies that the fact of changing a state may 
lead to the creation of another state. 

This is not a problem for the systems of which the 
states are known (and can be enumerated) but it 
becomes one when we have to deal with states which 

take their values in infinite sets, for instance [0;1]  R.  

To solve this problem, we chose to represent a state by 

what we call a state variable. It takes a new value when 
the state changes (i.e. each new state change will lead to 
a change of the value of the state variable). Therefore, 
only a state variable is used to represent a collection of 
states which belong to the “same kind”. A state variable 
must be named, and must be typed. It can also be 
affected a literal value.  

We chose to describe state variables and types, and 
they can be included in a larger set which is called 
DEVSExpression. 

It is one of the basis of our meta-model. As a 
StateVar is a DEVSExpression, a LitteralBasicValue 
(see Figure 9) is also DEVSExpression but a simpler 
one: in fact the simplest one because it is composed of a 
unique typed value. We built this package (see Figure 7) 
in a modular way, in order to facilitate its modification 
by enriching it with other sub-classes. DEVSComplex 
can be a starting point to do so. 

 
3.2. Rule package 
In spite of the differences between the DEVS functions, 
we can notice that every function can describe a test, an 
action on a variable, a message. Those descriptions 
follow a sort of pattern which is often the same: a set of 
enumerations. We call those enumerations DEVS Rules. 

The purpose of a rule is to represent a set of 
operations on specific elements. To be more accurate, 
these are not exactly operations but descriptions. For

instance, the simplest one is given by the ta function; it 
describes the fact of returning a value after evaluating a 
state. 

 

  
 Figure 3: The DEVS meta-model used as a single entry-point towards DEVS simulators 
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Figure 4: The DEVSModel package 

 

 
Figure 5: The Port package 

 

 

 
Figure 6: The Types package 

 
3.3. Rule package 
In spite of the differences between the DEVS functions, 
we can notice that every function can describe a test, an 
action on a variable, a message. Those descriptions 
follow a sort of pattern which is often the same: a set of 
enumerations. We call those enumerations DEVS Rules. 

The purpose of a rule is to represent a set of operations 
on specific elements. To be more accurate, these are not 
exactly operations but descriptions. For instance, the 
simplest one is given by the ta function; it describes the 
fact of returning a value after evaluating a state. A rule 
is always composed of a condition and an action. Figure 
8 shows the organization of the Rule package, it uses 
the two next packages : see Figures 9 and 10. Those 
figures represent the Conditions and Actions used in the 
Rules. A condition (see Figure 9) is described by a test: 
a left member, a comparator, and a right member. It can 
be a test on an input port (in the case of an external 
transition function) or on a state variable (in every 
DEVS atomic function, there is a test on a state 
variable). An action is the description of an action: an 
output action (on a port), or a state change action (in the 
case of a transition function). Figure 10 shows the 
Action package.  

 
Figure 7: The DEVSExpression package 

 
 

 
Figure 8: The Rule package 
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Figure 9: The Condition package 

 
3.4. Coupling Package 
The meta-class which describes the coupling functions 
(in the coupled models) is given by Figure 11. As usual, 
there is an abstract class (Coupling) from which inherit 
3 sub-classes: EIC, EOC, IC. 
 

 

 
Figure 10: The Action package 

 

 
Figure 11: The Coupling package 

 
3.5. Discussion 
The DEVS meta-model we show here is accurate 
enough to specify several DEVS models. Though, the 
modeler must take care of several parameters while he 
designs a system. If we look at the DEVS formal 
definition, we can see that : an IC function involves an 
input port and an output port, an EIC function involves 
two input ports, and an EOC function involves two 
output ports. That is transcribed in the that  a  previous 
figure representing the coupling functions. But, how can 
we specify that, for instance, an IC function must use 

the ports of two sub-models of the current coupled 
model? 

Reasoning in the same way, how can be sure that 
the initial value of a StateVar and its type belong to the 
same type?  How can we verify that a StringValue has 
the correct corresponding type (StringType)? 

 All those questions have the same process: a 
comparison between the formal definition of DEVS and 
our meta-model, or a reasoning on what makes a model 
be meaningful or not (a non-meaningful model always 
leads to “modeling mistakes”). 

The next part is dedicated of all the refinements we 
can apply to our meta-model in order to make it be far 
more accurate than before.  
 

4. ADDING OCL CONSTRAINTS TO OUR 
METAMODEL 

In this part we use the EMF OCL 3.1.0 language to 
describe the constraints on our meta-model. The 
constraints were directly implemented in the EMF 
framework, and (added to the corresponding meta-
classes). 
 

4.1. DEVSExpession Constraints 
4.1.1. StateVar Constraints 
As we have seen before, we must verify that a StateVar 
which is given a String type cannot contain a reference 
to a value from another type. This can easily be done : 

 
invariant StateVarTypeConstraint: 

self.type = self.initial_value.type; 
 

A StateVar must also be identified: its attribute 
DEVSid must not be empty, so we write : 

 
invariant idNotEmpty: 
self.DEVSid.size()>0; 

 

4.1.2. LitteralBasicValue Constraints 
As a child of DEVSExpression, a LitteralBasicValue 
can be a type which is different from the value it carries. 
We must prevent that. Every new LitteralBasicValue 
must have the same type than the type of the value it 
carries. Moreover, a StringValue must not be empty : 

 
• IntValue must be typed with IntegerType 
invariant intIsInt: 
self.type.oclType().name = 
'IntegerType'; 
• CharValue must be typed with CharType 
invariant charIsChar: 
self.is.type.oclType().name = 
'CharType'; 
• BooleanValue must be typed with 

BooleanType 
invariant boolIsBool: 
self.type.oclType().name = 
'BooleanType'; 
• StringValue must be typed with StringType and 

not empty  
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invariant stringIsString: 
self.type.oclType().name = 
'StringType'; 
invariant nameNotEmpty: 
self.str_val.size()>0 

 

4.2. DEVSRules Constraints 
In every comparison, we must verify that the type of the 
left member (a Port, a StateVar…) belongs to the same 
type as the element it is compared to: 

• In the StateVarComparison meta-class : 

invariant svcTypeConstraint: 
self.left_member.type=self.right_memb
er.type; 

• In the InputPortComparison meta-class : 

invariant ipcTypeConstraint: 
self.left_member.type=self.right_memb
er.type; 

 

In the same way, we must verify that the types match in 
an Action. In the case of an OutputAction, we must 
verify that the output port given as a parameter belongs 
to the currrent atomic model : 

 

• For a StateChangeAction : 

invariant stateChangeTypeConstraint: 
self.affected_state.type=self.new_val
ue.type; 

• For an OutputAction : 

invariant outputActionTypeConstraint: 
self.port.type=self.message.type; 

invariant portBelongsToCurrentAtomic: 
self.port.oclContainer()=self.oclCont
ainer(); 

4.3. Coupling Constraints 
Here we present 3 groups containing 3 constraints each. 
Those constraints are very important because they 
prevent hasardous couplings between ports. The last 

constraint of each group verifies that two ports have the 
same type. 

• EIC must have a reference to an input port 
from the current coupled model and a 
reference to the input port of a submodel 

(Md|d D)  

invariant EICcurrentModelInputPort : 
self.oclContainer()=self.EIC_coupled_
in.oclContainer(); 
 
invariant EICsubmodelInputPort : 
self.oclContainer()=self.EIC_in.oclCo
ntainer().oclContainer(); 
 
invariant EICtypes: 
self.EIC_coupled_in.type = 
self.EIC_in.type; 

 
• It is the same thing for EOC, but with output 

ports : 
invariant EOCcurrentModelOutputPort : 
self.oclContainer()=self.EOC_coupled_
out.oclContainer(); 
 
invariant EOCsubmodelOutputPort : 
self.oclContainer()=self.EOC_out.oclC
ontainer().oclContainer(); 
 
invariant EOCtypes: 
self.EOC_coupled_out.type=self.EOC_ou
t.type; 
 

• IC must link the input and output ports of two 
submodels : 

invariant ICsubmodelInputPort : 
self.oclContainer()=self.IC_in.oclCon
tainer().oclContainer(); 
 
invariant ICsubmodelOutputPort : 
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Figure 12: Testing OCL constraints with Eclipse Modeling Framework and our DEVS meta-model 

 
 

self.oclContainer()= 
self.IC_out.oclContainer().oclContain
er(); 
 
invariant ICtypes: 
self.IC_out.is_typed=self.IC_out.is_t
yped; 

 

5. EXAMPLE 
We chose to re-create the hierarchy of Figure 1 in this 
example in order to test the class invariant constraints 
we put on the meta-classes of Coupling package. We 
tried to make voluntary mistakes in the definition of the 
coupling functions and tried to validate our model 
instance. The errors raised by EMF are shown in the  
following screenshot (Figure 12). The other kind of 
constraints we put on other classes are fully functional 
too.  

 
6. CONCLUSION 
In this paper, we have presented the main meta-classes 
of our meta-model for DEVS then we have shown how 
they could be enriched and refined with OCL 
constraints. Without those constraints, even if the 
instantiated models would have been “correct” in terms 
of our meta-model, from a DEVS point of view they 
would not. OCL can be seen as a super-layer which 
cannot work the fundamental layer created by the meta-
model. This super-layer depicts more precisely the 
meta-attributes and the meta-relationships between the 
meta-classes. Using those two layers was possible 
because of the tight links which exist between OCL and 

MOF : those links exist in EMF too between Ecore and 
EMF OCL.  

In a near future, we plan to describe how OCL can 
be used as a super-layer for Model To Model 
transformations. This is another side of OCL usage: 
instead of being used to describe class invariants, it is 
used this time to create queries and navigate in the links 
between the instances of a meta-model. 
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ABSTRACT 

Data mining, simulation, heuristic optimisation and 

monitoring techniques are applied to improve complex 

planning decisions at tactical and operational levels. 

The paper presents an integrated approach to product 

delivery planning and scheduling built on integration of 

these technologies. A business case in tactical and 

operational planning of deliveries is given in the paper. 

Cluster analysis of dynamic demand is described. The 

region clustering of customers is performed through 

multi-objective optimisation. Vehicle scheduling is 

introduced and performed for the routed solution. 

 

Keywords: clustering, simulation, metaheuristics, 

optimisation, tactical planning, vehicle routing, 

scheduling 

 

1. INTRODUCTION 

To ensure the competitiveness, a modern business 

management requires application of a number of 

methods in the field of information technologies and 

operations research. To get the best solution of the 

problem, these methods must be highly integrated to 

complement each other. 

In the paper, a business case for a logistics 

department of a distribution centre (DC) for a retail 

store network is discussed. Four core technologies, such 

as data mining, computer simulation, optimization and 

monitoring, applied for an integrated planning and 

control of deliveries are discussed (see Fig. 1). 

 

 
Figure 1: Technologies Integration 

 

Here, data mining techniques are used to perform a 

cluster analysis in order to define natural grouping of 

input data, e.g., geographical locations of customers and 

their demand data in order to define various types of 

tactical delivery plans. Simulation provides evaluating 

of specific operational decisions in advance, e.g., while 

comparing vehicle routes and schedules. Simulation 

enhanced with metaheuristic optimization allows 

searching for the optimal solutions at an operational 

planning level. In particular, an integrated use of data 

mining, simulation and metaheuristic optimization 

techniques are described in Merkuryeva et al. 2011. 

Here, the scheme of integrated planning and control of 

deliveries is extended by including monitoring tasks.   

Despite the fact that the main field of monitoring 

application is maintenance of already existing business 

processes, the monitoring may be also applied at the 

different stages of the business planning process. 

 

2. MONITORING IN SIMULATION 

OPTIMISATION 

Applications of monitoring at tactical and operational 

planning levels are illustrated in Figure 2. Here, a 

simulation model is interpreted as a representation of a 

real system, which input data is based on the data 

obtained from the real system. 

 

 
Figure 2: Role of Monitoring 

 

Monitoring can be used already during the 

modeling phase or even before a simulation model is 

developed, in order to create a set of historical data. In 

the delivery planning problem, these data could be 

observations of customer demand, or data received from 

vehicles tracking in order to define more realistic 

simulation model for vehicle routing and scheduling 

tasks. 

If a simulation model is already built and verified, 

monitoring is a key technique for its complete 
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validation. In this case, monitoring data provides a good 

basis for the black-box validation and especially for the 

solution validation of the model. Here, solution 

validation means determining that the results obtained 

from the model of the proposed solution are sufficiently 

accurate for the purpose at hand (Robinson 2004). 

Continuous collection of observation data via 

monitoring provides adjustments for the existing model, 

and makes it adaptive for the changing and developing 

environment. 

Within the optimisation stage of an integrated 

planning approach, a simulation model provides a 

feedback link to a parametric optimisation tool in order 

to test the proposed parameters of the investigated 

system (Fig. 2). Also, due to a relatively short-time 

response of the model, the meta-heuristic optimisation 

tool is effectively exploring system behaviour on the 

model. It is also worth considering that if the best found 

decision is applied for the real system, due to different 

simplifications and aggregations in a simulation model 

the behaviour of the system with this proposed solution 

may differ from expected. 

Moreover, real-time monitoring in integrated 

planning and control is used in practice. Modern 

advantages in information and communication 

technologies allow managing a vehicle fleet in real-

time. Vehicle tracking with GPS, information on the 

route and customer requirements can be applied for the 

rerouting and rescheduling of vehicles. 

 

3. BUSINESS CASE 

In real-life applications the delivery planning and 

scheduling problem has different stochastic 

performance criteria and conditions. Optimisation of 

transportation schedules itself is computationally time-

consuming task which is based on the data from tactical 

planning of weekly deliveries. This research focuses on 

the methodology that will allow reducing the affect of 

the demand variation on the product delivery planning 

and scheduling, and avoid numerous time-consuming 

planning adjustments and high computational costs. 

In the distribution centres, this problem is related 

to deliveries of various types of goods to a net of stores, 

in predefined time windows, taking into account 

transportation costs and product demand variability. 

The problem has also a high number of decision 

variables, which complicates the problem solution 

process. Heuristic methods and commercial software 

that are usually applied could lead to non-effective 

solutions, high computational costs and high time 

consumption.  

In practice, product demand from stores is variable 

and not deterministic. As a result, the product delivery 

tactical plan that is further used for vehicle routing and 

scheduling has to be adjusted to real demand data, and 

product delivery re-planning supervised by a planner is 

often required. This task is time-consuming and 

requires specific knowledge and experience of planning 

staff in this domain. Moreover, in practice a cluster 

analysis of the product demand data and potential 

tactical plans is not performed. But the most suitable 

delivery plan could be defined as a result of such an 

analysis that would ensure high quality solutions to 

schedule an optimisation problem and reduce 

computational costs of the problem solution.   

The paper presents an integrated approach to 

product delivery planning and scheduling built on a 

cluster analysis, simulation optimisation and monitoring 

techniques. 

 

4. INPUT DATA CLUSTERING 

First, a cluster analysis is applied to process input data 

and select an effective product delivery tactical plan for 

the upcoming week. Then, it is used to group customers 

into groups, based on their geographical location and 

average weekly demand. 

 

4.1. Cluster Analysis of Dynamic Demand Data 

Here, a cluster analysis (Seber 1984) is aimed 

(Merkuryeva, Bolshakov, Kornevs 2011): 1) to find a 

number of typical dynamic demand patterns and 

corresponding clusters of planning weeks; and 2) to 

construct a classification model that for any week 

allows determining an appropriate demand pattern, 

allocating a specific week to one of previously defined 

clusters and determining the correspondent product 

delivery plan. In the business case, the historical data on 

daily number of delivered products for 52 weeks are 

used and specified by weekly demand time-series each 

representing a sequence of points – daily numbers of 

product deliveries for a specific week. 

The K-means clustering algorithm (MacQueen 

1967) is used. It aims to divide n observations into a 

user-specified number k of clusters, in which each 

observation belongs to a cluster with the nearest mean 

representing a cluster centroid. The result is a set of 

clusters that are as compact and well-separated as 

possible. An appropriate number of k clusters, or typical 

demand patterns is defined by using silhouette plots 

(Kaufman and Rousseeuw 1990). Higher mean values 

of silhouettes show better clustering results that 

determine better clusters giving the best choice for a 

number of clusters. In this method, a numerical measure 

of how close each point is to other points in its own 

cluster compared to points in the neighbouring cluster is 

defined as follows: 

 

 
 ii

ii
i

ba

ab
s
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 , (1) 

 

where si is a silhouette value for point i, ai  is an average 

dissimilarity of point i with the other points in its 

cluster, and bi is the lowest average dissimilarity 

between point i and other points in another cluster. 

K-means clustering experiments have been 

performed for the number of clusters from 2 to 8. Then 

for each clustering experiment, silhouette plots have 

been built, and mean values of silhouettes per cluster 

have been calculated. Analysis of silhouettes mean 
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values leads to the conclusion that the best cluster 

separation could be done at k=4 with a silhouette mean 

value equal to 0.558. Clusters 1 to 3 seem to be 

appropriately clustered. Dynamic patterns received for 

clusters from 1 to 3 are presented in Fig. 3.  

 

  

  
 

Figure 3: Silhouette Plot for the Number of Clusters k=4 

and Demands Patterns with a Mean Value Greater 

than 0.5 (Merkuryeva et al. 2011) 

 

A classification model (Merkuryeva, Bolshakov, 

Kornevs 2011) that assigns an appropriate demand 

cluster is presented by an NBTree, which induces a 

hybrid of decision-tree and Naive-Bayes classifiers. 

This algorithm is similar to classical recursive 

partitioning schemes, except that leaf nodes created are 

Naive-Bayes categorizers instead of nodes predicting a 

single class (Seber 1984). For a specific week, an 

NBTree allows identifying an appropriate cluster and 

then choosing weekly tactical delivery base plan 

corresponding to this cluster. Then, selected weekly 

delivery plan is used for optimisation of parameters of 

vehicle schedules. 

 

4.2. Region Clustering Through Multi-Objective 

Optimisation 

In practice, weekly delivery planning is done based on 

data about store allocations to geographical regions. In 

the business case, all stores are grouped into 12 regions. 

However, this grouping has been made manually and 

seems not to be effective. Additionally, rearranging of 

regions is required when a new store is opened. Also, it 

is desirable to get regions with a uniform total weekly 

demand. 

Here, the region clustering task is formalised as a 

multi-objective optimisation problem. Input data 

contains the number of stores n, the number of regions 

k, two geographical coordinates xi and yi for each store 

i, i = 1,..., n defined in the Cartesian coordinate system 

and the total weekly demand di for each store i. 

Decision variables are defined that for each store i 

assign a region (or cluster), i.e. 

 

  kai ,...,2,1 ; ni ...1 . (2) 

Two objective functions are introduced in the 

problem. The first one determines how good generated 

regions from the geographical location point of view 

are, while the second objective function defines if the 

total demand is equally distributed among these regions. 

Both objective functions are minimized as follows: 
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where f1 defines the sum of distances r(i, j) between 

centroids i of the regions and stores j assigned to them, 

and f2 is the sum of variances of the total demand for 

each region and the average demand per region. No 

additional constraints are defined in the optimisation 

problem. 

To solve the problem, a multi objective 

optimisation Nondominated Sorting Genetic Algorithm 

II (NSGA-II) (Deb 2002) implemented in HeuristicLab 

optimisation framework (Wagner 2009) is applied. The 

optimization problem itself is implemented as a multi-

objective optimisation problem plug-in of HeuristicLab 

with integer encoding of solutions and their evaluation 

by two mathematical functions (3) and (4). 

In experiments with NSGA-II, the following 

operators were applied: a discrete crossover operator for 

integer vectors (Gwiazda 2006); an uniform one 

position manipulator (mutation operator) (Michalewicz 

1999); and a crowded tournament selector (Deb 2002). 

A termination criterion is defined by a number of 

generations, i.e. 10000 generations in this case. 

Selected solution in the middle of the Pareto front 

(see Fig. 4) obtained with the NSGA-II algorithm has 

compact clusters or regions. Moreover, these results 

show that only two regions demands are much lower 

than others. Further leveraging of the region demand 

could make worse the geographical location of regions 

with higher priority. 

 

 
Figure 4: Solution in the Middle of the Pareto Front 

 

5. VEHICLE ROUTING AND SCHEDULING 

Within the proposed integrated delivery planning and 

scheduling approach, vehicle routing and scheduling 

tasks are solved at the operational planning level. Data 

from a delivery tactical plan, which description is out of 

the paper scope, are transferred. For each planning day, 
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vehicle routes and schedules are defined to minimize 

their transportation costs. 

 

5.1. Vehicle Routing with Time Windows 

Classical statement of the vehicle routing problem with 

time windows (VRPTW) is applied (Cordeau et al. 

2001). Input data includes a set of customers, and data 

about their geographical locations and demand. Each 

customer has to be served by one vehicle and only once 

within a planning horizon. For each customer time 

window when it has to be served is defined. Vehicles 

routes start and end in DC. Shortest routes for a fleet of 

homogenous vehicles with limited capacity have to be 

found.   

To solve the problem, a coarse-grained island 

genetic algorithm with offspring selection (IOSGA) 

(Affenzeller et al. 2009) was applied. IOSGA 

parameters are defined as follows: a proportional 

selector; 5 islands; 200 individuals in population; ring 

mutation each 20 generations with 15% rate: random 

individuals are replaced with best from the 

neighbouring island. Maximal selection pressure was 

set to 200, and mutation was applied with 5% rate. 

Mutation operators provided in HeuristicLab framework 

were involved. 

A set of optimisation experiments were performed 

in order to define which of crossover operators provides 

most relevant results (see Fig. 5). These results were 

obtained with GVR crossover (Pereira et al. 2002) and 

with edge recombination (ERX) and maximal 

preservative (MPX) crossovers for solutions encoded in 

Alba encoding (Alba and Doronso 2004). Application 

of the ERX crossover provided the best results in terms 

of the total distance and preserved the defined number 

of available vehicles. However, the results obtained for 

Alba encoded solutions were worse in terms of the 

capacity constraints violation. In turn, application of 

GVR crossover although provides solutions with an 

overflow of number of vehicles, nevertheless the 

capacity constraints are satisfied in most cases. 

 

 
Figure 5: Performance of Crossover Operators in VRP 

 

Finally, a crossover operator which works with an 

unlimited number of vehicles, but provides best results 

in terms of keeping routes not overloaded such as GVR 

crossover was selected. To minimize a number of 

required vehicles later, the vehicle scheduling problem 

is introduced in the next paragraph. 

 

5.2. Vehicle Scheduling for the Routed Solution 

While solving the classical VRPTW it is assumed that 

any vehicle may perform only one route in the planning 

horizon. Each route starts and ends in the depot of the 

distribution centre, and defines the sequence of the 

customers served.  

In the business case, all routes are shortened by the 

capacity of vehicles. Both routing and scheduling tasks 

are performed each day, and planning horizon is defined 

by 24h. This leads to ineffective solutions, where each 

vehicle generally performs only one short task of a few 

hours long and most of the day this vehicle is idle. 

This problem can be formulated as Vehicle 

Scheduling Problem with Time Windows (VSPTW) 

and solved with methods and tools developed in 

(Merkuryeva and Bolshakov 2012). Here, the routes 

correspond to the trips in the VSPTW task and are 

assumed to be independent from vehicles; and vehicles 

may perform any fair number of routes during the day.  

As far as the final solution of the VRPTW task is 

feasible for the capacity and time window constraints, it 

could be optimised by combining and compacting 

routes to increase vehicle utilization. As a result, during 

the day each vehicle can perform a sequence of the 

predetermined routes. Application of the vehicle 

scheduling for the solution of vehicle routing problem 

allows reducing a number of required vehicles. 

Here, the problem statement described in 

(Merkuryeva and Bolshakov 2012) has been modified. 

Routing was performed for each group of delivered 

goods. Furthermore, for all customers time windows 

and service times were introduced, which made the 

problem definition more flexible. Input data used in the 

vehicle routing task is transferred to the vehicle 

scheduling one. The vehicle loading time is replaced by 

a service time in DC. 

Let note that for the unification with a VRPTW, a 

sequence of stores in trips in a new statement was 

defined as route. Correspondingly, moving times in a 

trip were interpreted as transportation times in a route. 

Finally, a vehicle capacity is not involved in the 

problem, as in the VRP all vehicles have same capacity, 

and no route of feasible VRP solution will exceed this 

value. 

 

5.3. Route Scheduling 

To implement a solution for vehicle scheduling 

problem, a problem plug-in in HeuristicLab 

optimisation framework was developed. Input data are 

defined as follows: 

 Ready time for each customer, in minutes; 

 Due time for each customer; 

 Service time for each customer; 

 List of routes (obtained in VRP solution); 

 List of route transportation times, which 

includes times for vehicles to move between 
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sequential points of routes (obtained in VRP 

solution); 

 Estimated number of vehicles. 

Solution fitness evaluator in the plug-in simulates a 

schedule of a solution candidate and identifies time 

windows mismatches, evaluates idle times and the total 

usage time for each vehicle. Two types of soft 

constraints are introduced: 

1. Number of times when a vehicle arrives to a 

customer after due time defined by Nad; 

2. Number of vehicles with working hours more 

than 24 h defined by Not. 

Fitness function f summarizes vehicle idle times, 

when a vehicle waits to fit the time window, and a 

number of constraint violations are multiplied by 

penalty values:  

 

 min


ototadad

Vi

i NkNktf ,   (5) 

 

where ti is the total idle time of vehicle I; V defines a set 

of available vehicles; kad and kot are the penalty 

coefficients for late arrivals and overtimes, 

correspondingly, and kad, kot are assumed to be 

significantly greater than 1. 

A chromosome for solution candidates is encoded 

as the permutation which consists of integer values. 

Integers that are larger than the number of routes 

encode gaps in the chromosome, where for a vehicle a 

new sequence of routes starts. Other integers define 

corresponding routes in sequences. The encoding used 

is similar to one described in Alba and Dorronsoro 

(2004) for a vehicle routing problem. Application of 

permutation based encoding allows easy usage of 

different recombination and mutation operators. 

For the schedule optimisation purpose, an 

Evolution Strategies algorithm implemented in 

HeuristicLab (Wagner 2009) is applied.  

 

5.4. Experimental Results 

Various series of optimisation experiments were 

performed to determine a suitable algorithm for the 

VSPTW. Following algorithms were examined: 

evolution strategies (ES), genetic algorithm (GA), 

island genetic algorithm with 5 islands (IGA) and 

offspring selection genetic algorithm (OSGA) 

(Affenzeller et al. 2009). Maximal preservative 

crossover and insertion manipulator were defined as 

genetic operators for all algorithms. To determine a 

suitable algorithm, numbers of solution evaluations 

performed to obtain candidate solutions of the equal 

fitness were compared on hard instances, with a low 

number of vehicles and short time windows. Results of 

optimisation experiments for a single instance are 

shown in Figure 6. 

The results of comparisons show that same 

instance is solved with ES and OSGA in shortest time, 

while GA without modifications demonstrated the worst 

results. This behaviour of optimisation algorithms can 

be explained with potentially small effectiveness of the 

crossover operator against a mutation operator. The 

evolution strategy was chosen as most suitable as it has 

ability to provide globally optimal results of VSP with 

fewer evaluations. 

 

 
Figure 6: Productivity of Different Optimisation 

Algorithms for VSPTW 

 

Following, a sample experiment based on one day 

plan and specific demand data for 53 stores is described. 

Time windows for most stores are defined from 6:00 

a.m. to 9:00 p.m. Some stores can be served in any 

time. 

Application of IOSGA for VRP has given 34 

routes in the best found solution (see Figure 7). Most of 

the vehicles in the solution have very short routes due to 

a small vehicle capacity. But, due to long time windows 

of customers it is possible to combine these routes. 

 

 
Figure 7: VRP Solution of the Case Instance 

 

 
Figure 8: VSP Solution of the Case Instance 

 

Finally, evolution strategies (100+20) were applied 

for the data obtained in VRP. A number of available 

vehicles in input data were varied. As a result, it was 

concluded that the problem instance had globally 

optimal solutions with all constraints satisfied if at least 
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6 vehicles are available. The correspondent Gantt chart 

is shown in the Figure 8. Green lines in the figure 

correspond to the loading times in DC and define 

beginning of routes from the VRP solution, blue ones to 

transportation times, and yellow lines define unloading 

times at stores.  

Similar experimental results were obtained also for 

another problem instances. Better vehicle utilization 

was achieved for the instances with larger time 

windows. 

 

5.5. Monitoring 

Here, monitoring provides a long feedback link to an 

optimization tool at the operational and tactical levels of 

planning (Fig. 2). After the best solution found in the 

optimisation is applied in a real life, a new state of the 

system observed in monitoring is used to adjust 

parameters of the simulation model. In turn, an adjusted 

model is applied in further simulation optimisation 

experiments. And, despite the increasing a time factor, a 

simulation optimiser is applied to find benefits of a real-

life system, and more realistic solutions will be 

received. 

 

6. CONCLUSIONS 

Combination of data mining, simulation, optimisation 

and monitoring techniques provides the powerful 

integrated planning approach that ensures effective 

decisions on various stages and levels of the delivery 

planning process. A cluster analysis of the input data 

reasonably reduces the dimensions of the tactical 

planning tasks and complexity of planning tasks at the 

operational level. The proposed vehicle scheduling 

method that complements vehicle routing ensures 

effective route and schedule solutions for a short-term 

delivery planning. This method can be applied for 

vehicle routing and scheduling tasks, where routes are 

very short in comparison with a planning horizon. 
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ABSTRACT 
In this paper we present a novel method for scoring 
function specification and feature selection by combining 
unsupervised learning with supervised cross validation. 
Unsupervised clustering methods (k-means, one 
dimensional Kohonen SOM, fuzzy c-means) are used to 
perform a clustering of object-data for a chosen subset of 
input features and given number of clusters. The resulting 
object clusters are compared with the predefined original 
object classes and a matching factor (score) is calculated. 
This score is used as criterion function for heuristic 
sequential feature selection and novel cross selection 
algorithm. 

Keywords: Index Terms— classification, clustering, feature 
selection, k-mean, fuzzy c-mean, Kohonen SOM, MLP   
 
1. INTRODUCTION 
Classification of biological data means to develop a model 
that will divide biological observations into a set of  
predetermined classes N. Typically a biological data set is 
composed of many variables (features) that represent 
measures of biological attributes in biological experiments. 
A common aspect of biological data is its high 
dimensionality that means the data dimension is high, but 
the sample size is relatively small. This phenomenon is 
called high dimensionality-small sample problem (Kwak et 
al. 2002, Maiorana et al. 2008, Zhang et al. 2000). The 
smaller the sample, the less accurate are the results of 
classification and the amount of error increases. 

Traditional statistical classification procedures such as 
discriminant analysis are built on the Bayesian decision 
theory (Kwak et al. 2002, Raghavendra et al. 2010, Silva et 
al. 2012). In these procedures, a probability model must be 
assumed in order to calculate the posterior probability upon 
which the classification decision is performed. One major 
limitation of the statistical models is that they work well 
only when the underlying assumptions are satisfied. Users 
must have a good knowledge of both data properties and 
model capabilities before the models can be successfully 
applied (Kohavi et al. 1997, Törmä et al. 1996). The recent 
research activities in classification problem have 
established that neural networks are a promising alternative 
to various conventional classification methods (Chen et al. 
2006, Maiorana et al. 2008, Su et al. 2000, Raghavendra et 
al. 2010, Zhang et al. 2000, Ye et al. 2002). Neural 
networks are data driven self-adaptive systems in a way that 
they can adjust themselves to the data without any explicit 

specification of a functional or distributional form for the 
underlying model. Neural networks are able to estimate the 
posterior probabilities, which provide the basis for 
establishing classification rules and performing statistical 
analysis (Zhang et al. 2000, Ye et al. 2002). The 
effectiveness of neural network classification has been 
tested empirically, and depends on the quality of input data. 

There are many reasons to perform feature selection 
before developing the classification model. Feature 
selection problems are found in all supervised and 
unsupervised neural network learning tasks including 
classification, regression, time-series prediction, and 
clustering (Lee et al. 2004, Maiorana et al. 2008, 
Raghavendra et al. 2010, Törmä et al. 1996).  

Using all features to create the model does not 
necessarily give the best performance (peaking 
phenomenon) (Maiorana et al. 2008, Pal et al. 2002). A 
model with less features (variables) is faster to construct 
and easier to interpret, especially in biological data mining 
where a domain expert should interpret and validate such a 
model. Using classical supervised clustering and 
classification methods could lead especially in case of small 
sample sets, to a faster overfitting of a model during the 
training phase and to worse prediction performance. 
Previously performed feature selection could avoid 
overfitting and improve the model performance in 
prediction.  

Generally, the feature selection problem deals with 
choosing those input variables from the measurement space 
(all input variable) that are most predictive for a given 
target and constitute the feature space. The main objective 
of this process is to retain the optimum number of input 
variables necessary for the target recognition and to reduce 
the dimensionality of the measurement space so that an 
effective and easily computable model can be created for 
efficient data classification. Appropriate feature (input 
variable) selection can enhance the effectiveness of an 
inference model.  

Feature selection methods can be grouped in four 
categories (Kwak et al. 2002, Maiorana et al. 2008,  Zhang 
et al. 2000).  

1) Filter techniques select the features by looking only at 
the intrinsic property of input data and ignore feature 
dependencies. These techniques are independent of the 
classification model (Kwak et al. 2002).  

2) Wrapper methods use the hypothesis model for search 
of a feature subset. Hypothesis models are usually 
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constructed in a supervised way during the training phase 
(e.g. Bayes model or multi-layer perceptron neural network 
MLP) but they increase the risk of overfitting especially in 
case of small sample sizes (Kohavi et al. 1997).  

3) Embedded techniques in which the search for an 
optimal subset of features is built into classifier 
construction (Kohavi et al. 1997, Su et al. 2000, Thangavel 
et al. 2006).  

4) Feature selection after classification uses discriminant 
analysis to find sensitive variables (Kwak et al. 2002, Pal et 
al. 2002). 

 
These techniques can be used by exhaustive search or 

heuristic search. The exhaustive search method tries to find 
the best subset among 2m candidate subsets, where m is the 
total number of features. Such a search could be very time 
consuming and practically unacceptable; even for a 
medium–sized feature set. Heuristic search methods, which 
use a learning approach, reduce computational complexity 
(Kwak et al. 2002). There are two kinds of learning 
methods, supervised learning and unsupervised learning. In 
case of supervised learning the incorporation of prior 
knowledge about membership of classes into the training 
data is the key element to substantially improve 
classification performance. But full knowledge increases 
the risk of overfitting during the training phase of the model 
and as a consequence prediction performance for novel data 
decreases. On the other hand unsupervised learning ignores 
interaction with the classifier model (Faro et al.,2005, 
Maiorana et al. 2008, Törmä et al. 1996,  Ye et al. 2002). 

In this paper we present a novel method for scoring 
function specification and feature selection by combining 
unsupervised learning with supervised cross validation. A 
one dimensional Kohonen SOM (Self-Organizing Map) is 
used to perform a clustering of objects-data for a chosen 
subset of input features and given number of clusters. The 
resulting object clusters are compared with the predefined 
original object classes and a matching factor (score) is 
calculated. This score is used as criterion function for 
heuristic sequential feature selection. Additionally, the 
significance of an individual feature for recognition of 
original classes or composed groups of original classes is 
calculated based on this matching factor. The results are 
compared and aggregated with the result of sequential 
feature selection to find the final sensitive feature space. 
Sequential feature selection searches for a subset of the 
features in the full model with comparative predictive 
power. The final result is a reduced model with only few of 
the original features. In the next step these features are used 
to build and train the MLP network model for object 
classification. 

 
2. UNSUPERVISED NEURAL NETWORKS BASED 

MATCHING FACTOR 
The four different clustering methods are used to perform 
clustering for given number of cluster based on object-data 
for chosen input features subset. Those obtained clusters 

are finally compared and validated with the predefined 
original classes and matching factors (scores) are 
calculated. The system for classifying object-data model 
consists of four procedures working in parallel: k-mean 
clustering, fuzzy c-mean clustering, one dimensional 
Kohonen SOM neural network and hierarchical clustering. 
Usually the output neurons of SOM are arranged in a bi-
dimensional array, but we use an implementation of the 
network where the output neurons are arranged along a 
single layer (SL configuration). In the SL configuration the 
classes are given by the output neurons. In this case there is 
no topological similarity between output neurons since 
adjacent output neurons do not represent necessarily similar 
classes.  
The resulting clusters are compared to one another and to 
the predefined target classes by using the matching factor p. 
A final score takes into account only the results of the 
independent clustering procedures with pairwise high 
matching factors and a high matching factor between its 
cluster and the original target classes. The final score is 
calculated as the mean value of the matching factors of 
these clusters. The system for calculating the matching 
factor is presented in Fig. 1.  

 

 
Fig. 1 Calculation of global matching score 

 
Let I= {1,...,N} be a set of indexes of target classes L and 
J= {1,...,N} be a set of indexes of cluster set K generated 
from pure input data of objects with unsupervised learning 
using for example SOM-SL neural network. Let Li ∈ L be a 
subset of objects belonging to original class i ∈  I and Kj ∈ 
K is a subset of objects belonging to cluster j ∈  J created 
by the SOM-SL network. For each i ∈  I and j ∈  J we 
define the Jaccard matching coefficient cij as follows 

(1) 
 
We use this coefficient to define the global matching 

factor pf between the generated cluster and the original 
target classes in an iterative manner. For n=1,..,N we 
calculate 

 
            cij     if  cij =max{clk| l ∈  In-1, k ∈  Jn-1} and 
                        si=Σ(cik| k ∈ Jn-1)= min             and  
pn

ij =                      sj=Σ(clj| l ∈  In-1)= min                      (2) 
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where I0= I, J0=J, and Jn=Jn-1 – {j}, In=In-1 – {i}. 
Calculation stops when Jn and In are empty sets. 
It is easy to observe that the N×N sized matrix P = [pij] has 
only N elements greater zero and represent the best 
allotment of the generated clusters to the original classes. 
The global matching factor pf   can be defined as mean value 
of non-zero elements of P: 

pf = avg(pij)          where pij >0                 (3) 
 

The matching factor describes the score of recognizing the 
original target classes by unsupervised clustering which is 
simply based on input data without prior knowledge of 
classes. This factor uses posterior knowledge to calculate 
the score for validating the chosen set of individual features 
or group feature groups. The choice of features should 
maximize the matching factor. 

 
3. FEATURE SELECTION SYSTEM 
The matching factor pf is used as score for finding the 
sensitive group of input features. The feature selection 
system contains two modules: one module for sequential 
feature selection techniques with matching factor as quality 
criterion function, and one module for searching individual 
sensitive features, which discriminate the chosen group of 
composed subset of original predefine classes. The system 
is presented on Fig.2. 

 

 
 

Fig. 2 Mixed feature selection system based on unsuper-
vised learning 
 
3.1. Features cross selection method 
The subset of original classes {Li, Lk,…,Lm} ⊂ L is grouped 
together into one new class LCi= {Li, Lk,…,Lm}, which 
contains all objects data from its components. The new 
classes set LC cover a set of original classes, i.e. 
 LCi =  L.  
The new set of target classes determines the new number of 
classes. This number |LC| is used for unsupervised 
clustering the previously grouped input data with clustering 
procedures and next to calculate the matching factor 
between generated clusters and the new classes set.  In this 
way we can search for significant features, which 
discriminate the subsets of original classes. Usually the 
grouping of original classes into larger new classes is not 
accidental and is performed based on domain specific 

knowledge concerning properties of objects being 
classified. 
For each group of target classes and also for original classes 
it is possible to test the significance of every single variable 
due to its predictivity of the target classes. After the 
calculation of the matching factor individually for each 
variable, only variables with matching factor greater than a 
given threshold-value are chosen from all m variables as 
candidates for feature space. 
 
Let LCk (k = 1,..,M) denote the k-th experiment with chosen 
subsets of original target classes then Fk ⊂ {1,...,m} is the 
set of selected sensitive features for the best recognition of 
the new composed classes in this experiment. When the 
chosen new larger classes sets LCk meet the condition  

∩LCk
 = L                                   (4) 

then the selected sensitive features for recognition of the 
full original target could be defined as  

F =  Fk                                                        (5)  
 
Such selected features are compared to feature sets found 
by the forward/backward sequential selection procedure.  
Both candidates of sensitive feature sets are used to train a 
multi-layer perceptron neural network (MLP) to build the 
model and to evaluate the performance of target recognition 
and prediction. 

 
4. EXPERIMENTS AND RESULTS 
In this study, the aim is to test the quality of a feature 
selection method based on a combination of unsupervised 
learning and posterior validation in comparison to standard 
statistic algorithms. A collection of biological data for 288 
objects is used in experiment. The objects belong to four 
predefined classes (target classes) L = {A,B,C,D}. Each 
object is described with 89 input measurement variables 
(parameters). The measurement space - full feature set - is 
therefore F = (f1,…, f89). 

The task is to find a subset of input variables Fi ⊂ F with 
a minimal number of sensitive features, which recognize the 
four target classes without loss of classification quality. 
This subset will be used to develop a model for object 
classification. Additionally the feature sets, which 
recognize two subsets of the original target classes were 
identified. In the first the classes A,B and C,D are combined 
together i.e. LC1= {{A∪B}, {C∪D}} and in the second the 
classes A,C and B,D i.e. LC2= {{A∪C}, {B∪D}}. Since 
LC1∩ LC2 = L, the union of sensible features for 
recognition of LC1 and LC2 could be used as a discriminant 
feature set for the whole target classes set L. 

For all groups of target classes we calculate the matching 
factor pf individually for each input variable and compare it 
to statistical significance of Kruskal–Wallis one-way 
analysis of variance test results. We consider a threshold 
equal to 80% of maximal value of pf to filter the first 
candidate set of significant features. The matching factor 
for single variable, the inverse of the p-value of Kruskal-
Wallis test and filtered set of features for recognition of 
four original classes is presented in Fig.3. 
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Fig. 3 The matching factor for single variable and filtered 
set of features for recognition of four original classes  

 
The whole collection of data was used as input features 

for a forward sequential feature selection with the SOM 
matching factor pf as performance criterion and additionally 
we performed a second sequential feature selection with a 
Bayes classifier as performance function. The selected 
features in both approaches are presented in Fig. 4. 

Both methods applied for previously described  classes 
LC1 and LC2 found only one single sensitive feature in each 
of both cases, {f61} and {f71} respectively (see Fig.4.). The 
union of these is used as the new features subset of 
candidates for feature space. The results of the applied 
feature selection techniques are presented in Fig.4. 

 

 
 

 
Fig.4. Features selected with different algorithms for 
recognition of 4 original object classes 

 
After the feature selection phase a multi-layer perceptron 

network is used to classify the training and validation 
dataset in the reduced feature space. The classification 
results are compared with the classes indicated in the 
original dataset. 

The results of feature selection were validated with a 
two-layer perceptron network (MLP) with four neurons in 
the hidden layer. The data set was divided into training set -
70 % of samples and test set -30% of samples. The correct 
classification rate to original class in percent is presented in 

Fig. 5. 

 
Fig.5. Comparison of classification-performance of selected 
features subsets 

 
The feature spaces found using the combined unsupervised 
clustering and the posterior validation for matching factor 
calculation show a better classification rate for predefined 
original classes as features selected with classical statistic 
methods (Fig. 5). It demonstrates the feasibility and 
effectiveness of the proposed novel method for score 
calculation, which is independent of the classification 
model. 
 
5.  CONCLUSION 
In this paper a feature selection method independent of the 
underlying classification model and based on clustering 
algorithms of the Kohonen SOM family, k-mean, fuzzy c–
mean with posterior validation has been proposed. The 
analysis was performed on biological data. The presented 
method can be classified as a heuristic method, which 
obtains an effective feature reduction with almost the same 
correct classification rate. Heuristics is designed on an 
unsupervised learning approach. The optimal number of 
feature space dimensions is therefore difficult to determine. 
Future works are to extend the analysis to datasets with 
different number of samples and to further investigate the 
distance measures to assess the impact on classification 
performance.  
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IMPROVED LINEARITY CMOS MULTIFUNCTIONAL 
STRUCTURE USING COMPUTATIONAL CIRCUITS 

 
 

ABSTRACT 
Original low-power low-voltage multifunctional structure 
with improved performances will be presented, allowing to 
implement (with minor changes in the design) two 
important functions: signal gain with theoretical null 
distortions and simulation of a perfect linear resistor with 
positive equivalent resistance. The great advantages of the 
increased modularity and controllability and of the 
reduced design costs associated represent an immediate 
consequence of the multiple functions realized by the 
proposed structures. The linearity is strongly increased by 
implementing original techniques, while the silicon 
occupied area per function is reduced as a result of the 
proposed multifunctionality. The structures are 
implemented in m35.0 μ  CMOS technology and are 
supplied at V3± . The circuits present a very good 
linearity (in the worst case, %4.0THD < ), correlated with 
an extended range of the input voltage (at least V5.0± ). 
The tuning range of the active resistors is about hundreds 
Ωk  - ΩM .   

 
Keywords: Linearity, multifunctionality, computational 
circuits, VLSI design 
 
1.   INTRODUCTION 
An important goal in VLSI designs is represented by the 
possibility of a multiple use for the same cell, the 
increased modularity that could be achieved being 
reflected in an important reduction of the design costs per 
implemented function. 
The differential amplifier is an important stage of a large 
area of applications, including high-performances 
analog/mixed ICs, such as operational amplifiers, voltage 
comparators, voltage regulators, video amplifiers, 
modulators and demodulators or A/D and D/A converters. 
The linearity of the circuit is relatively poor because of the 
fundamental nonlinear characteristic of MOS transistors, 
resulting the possibility of achieving a relatively good 
linearity only for a restricted input voltage range (the 
amplitude of the input voltage for the classic differential 
amplifier using MOS transistors in saturation have to be 
below a few hundreds of mV ). In conclusion, it results 
the necessity of implementing a linearization technique for 
decreasing the superior-order nonlinearities of the MOS 
differential stage and for increasing the available range for 
the input voltage amplitudes. It exists in literature many 

circuit techniques used to improve the MOS differential 
amplifier linearity. It was presented in [1], [2] a third and 
fifth-order harmonics cancellation with good results and a 
relatively simple circuit implementation.  
A constant-sum of the gate-source voltages circuit 
connection was described in [3] and it allows an important 
reduction of the total harmonic distortions coefficient of 
the circuit. In [4], it was presented and implemented in 
CMOS technology a simple technique based on square-
root circuits for improving the CMOS differential stage 
linearity, which compensates the quadratic characteristic 
of the MOS transistor in saturation. 
CMOS active resistors are very important blocks in VLSI 
analog designs, mainly used for replacing the large value 
passive resistors, with the great advantage of a much 
smaller area occupied on silicon. Their utilisation domains 
includes amplitude control in low distortion oscillators, 
voltage controlled amplifiers and active RC filters. These 
important applications for programmable floating resistors 
have motivated a significant research effort for linearising 
their current-voltage characteristic. The first generation of 
MOS active resistors [5], [6] used MOS transistors 
working in the linear region. The main disadvantage is that 
the realized active resistor is inherently nonlinear and the 
distortion components were complex functions on MOS 
technological parameters. A better design of CMOS active 
resistors is based on MOS transistors working in 
saturation. Because of the quadratic characteristic of the 
MOS transistor, some linearization techniques [7], [8] 
were developed in order to minimize the nonlinear terms 
from the current-voltage characteristic of the active 
resistor. An important class of these circuits, referring to 
the active resistors with controllable negative equivalent 
resistance, covers a specific area of VLSI designs, finding 
very large domains of applications such as the canceling of 
an operational amplifier load or the design of Deboo 
integrators with improved performances. 
The original idea proposed in this paper is to use a linear 
CMOS differential amplifier for obtaining (with minor 
changes in the design) two important functions: 

• The signal gain with theoretical null distortions; 
• Simulation (in a first-order analysis) of a perfect 

linear resistor using exclusively MOS active 
devices, having the advantages of a very good 
controllability of the equivalent resistance and of 
an important reduction of the silicon occupied 
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area, especially for large value of the simulated 
resistance; 

 
2.   THEORETICAL ANALYSIS 
2.1. Analysis of the classical MOS differential amplifier 
The analysis of the large signal operation for the classical 
MOS differential structure (Fig. 1) can quantitatively 
evaluate the circuit’s nonlinearity, being possible to 
determine the weight of each superior-order distortion 
introduced by the structure nonlinearity. 
 

 

M2 M1 V2 V1 

IOUT2 IOUT1 

IO 

 
Figure 1: Classical MOS differential structure 

 
The output currents of the classical differential amplifier 
can be expressed as a function of the differential input 
voltage as follows: 
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The differential output current will be:  
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The ( ) )V(II 1OUT2OUT −  function is strongly nonlinear, 
the quantitative evaluation of the nonlinearity being 
possible using the Taylor series expansion. The Taylor 
series expansion of the transfer function (4) can be written 
as follows: 
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or: 
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ka  being constant coefficients with respect to V  

differential input voltage. So, as a result of squaring 
characteristics of MOS transistors biased in saturation, the 
classical MOS differential amplifier behavior is extremely 
nonlinear. The first term from (6) is linearly dependent on 
the input voltage, while the following two terms model the 
third-order and fifth-order nonlinearities of the differential 
structure. In conclusion, it is obviously the necessity of 
implementing a linearization technique for improving the 
performances of the classical MOS differential stage (good 
linearity for a relatively extended range for the amplitudes 
of the input voltage). 
 
2.2. Improved linearity MOS differential structure 
An improved linearity MOS differential structure is 
proposed in Fig. 2. “SQ” block represents a squaring 
circuit, having the original implementation presented in 
Fig. 4. 
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Figure 2: Improved linearity MOS differential structure 

 
The differential output current for this circuit has the 
following expression: 
 

( ) ( ) ( )221

2

SQO21OUT VV
4

KIaIKVVI −−−−= .      (7) 

 
In order to obtain a linear behavior of the proposed 
differential structure, the SQI  output current of the 
squaring circuit “SQ” must be the sum of a constant term 
and a term proportional with the square of the differential 
input voltage: 
 

( )221OSQ VV
4
KbII −−= ,                                            (8) 

 
b  being a positive constant, depending on the particular 
implementation of the squaring circuit. Replacing (8) in 
(7), it results: 
 

( ) ( ) ( )21m21OOUT VVGVVKIbaI −=−−=              (9) 
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( ) Om KIbaG −=  being the circuit equivalent 
transconductance. 
 
2.3. Implementation of the squaring circuit “SQ” 
The proposed method for designing the required voltage 
squaring circuit is based on a differential amplifier (Fig. 
3), having a controllable asymmetry between the 
geometries of its composing transistors. This difference 
between the aspect ratios of MOS transistors will 
introduce in the output currents of the differential 
amplifier a term proportional with the square of the 
differential input voltage. 
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Figure 3: Asymmetrical differential structure 

 
The differential input voltage, V , can be expressed as 
follows: 
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resulting: 
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The expression of 1I  current can be obtained solving the 
following second-order equation, derived from (11): 
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The complete realization of a voltage squaring circuit, 
based on the previous proposed method, uses a cross-
coupling of two differential amplifiers having controllable 
asymmetries between their geometries, M1-M2 and M3-
M4 (Fig. 4). 
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Figure 4: Squaring circuit 

 
Using (13) and (14), it results: 
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2.4. Positive resistance active resistor circuit 
The proposed active resistor circuit with positive 
equivalent resistance is presented in Fig. 5. 
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Figure 5: Positive resistance active resistor circuit 
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The current passing between the input pins 1V  and 2V , 

2OUT1OUTOUT III −=  has the following expression: 
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because each differential amplifier M1-M4 and M2-M3 is 
biased at a current equal with 

( ) 2/IaIII SQO2OUT1OUT −=+ .  Using the expression 

(15) of SQI  current, it results: 
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The conditions for obtaining a linear behavior of the 

circuit can be written as ( )
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The equivalent resistance of the circuit presented in Fig. 5 
will be: 
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3.   SIMULATED RESULTS 
The SPICE simulation ( )VI 2,1OUT  based on m350 μ.  
CMOS technology parameters for the original differential 
amplifier from Fig. 2 (representing the core of the 
multifunctional structure) is presented in Fig. 6, showing a 
very small linearity error. The supply voltage corresponds 
to low-power requirements, DDV V3= . 

 
Figure 6: Simulation of the transfer characteristic 

for the original differential structure 

4.   CONCLUSIONS 
An original low-power low-voltage multifunctional 
structure with improved performances was presented, 
allowing to implement (with minor changes in the design) 
two important functions: signal gain with theoretical null 
distortions and simulation of a perfect linear resistor with 
positive equivalent resistance. The great advantages of the 
increased modularity and controllability and of the 
reduced design costs associated represent an immediate 
consequence of the multiple functions realized by the 
proposed structures. The linearity is strongly increased by 
implementing original techniques, while the silicon 
occupied area per function is reduced as a result of the 
proposed multifunctionality. The structures are 
implemented in m35.0 μ  CMOS technology and are 
supplied at V3± . The circuits present a very good 
linearity (in the worst case, %4.0THD < ), correlated with 
an extended range of the input voltage (at least V5.0± ). 
The tuning range of the active resistors is about hundreds 
Ωk  - ΩM .   
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ABSTRACT 

 

Since perishable products such as fresh produce, dairy 

and meat have a finite usable lifetime and constitute 

more than a third of the worldwide sales at grocery 

retailers, controlling the inventories of these products is 

increasingly important. Without alignment of physical 

inventory and information system inventory, inventory 

information becomes inaccurate due to product spoilage 

and the retailer cannot take efficient inventory 
decisions. The purpose of this research is to investigate 

how the data inaccuracy affects the retailer’s inventory 

performance for different levels of product lifetime, 

uncertainty of demand and lead time. Using a 

simulation model, the lost sales, product spoilage, 

average inventory and order quantities are calculated to 

investigate the retailer’s performance over a 365 day 

period and ANOVA analysis is performed to examine 

the results.  

Keywords: Perishable, Product lifetime, Inventory, 

Simulation, Data inaccuracy. 

 

1. INTRODUCTION 

Perishable products such as fresh produce, dairy and 

meat constitute more than a third of the worldwide sales 

at grocery retailers (Broekmeulen and Donselaar, 2009). 

The life of perishable product is a function of the 

product’s characteristics and the environment in which 

the product is stored. An efficient cold chain is very 
essential to ensure that the product remains fresh for the 

expected duration. Beside the safety, timely production 

and delivery of perishable goods are very important. 

The rapid and continuous decaying characteristic of 

perishables makes the suppliers postpone the time to 

produce and deliver the product as fast as possible. 

However, a lot of perishable items exceed the expiration 

date in retailer’s inventory. If the retailer doesn’t track 

the items in real time, inventory data will become 

inaccurate. Therefore, inventory decisions will be taken 

with inaccurate data and the lost sales will increase.  

According to Kendall and Lee (1980), the critical 
objectives of perishable product inventory management 

are (i) satisfiying demand by carrying sufficient 

inventories (ii) holding down inventory carrying costs 

(iii) keeping the amount of product spoilage (outdating) 

at an acceptable level, and (iv) maintaining quality by 

using the product while it is still fresh, and (v) keeping 

the cost rotation low.  

Efficient inventory management is very critical for 

the retailer to increase the profitability. However, due to 

the discrepancy between physical inventory and 

information system inventory, the retailer cannot take 

efficient inventory decisions.   

This study focuses on data inaccuracy of the 

retailer’s perishable inventory and investigates the 
impacts of this inaccuracy on retailer’s perishable 

inventory for different levels of product lifetime, 

demand and lead time uncertainty. Using a simulation 

model, the lost sales, product spoilage, average 

inventory and order quantities are calculated to 

investigate the retailer’s performance.  

This paper starts with the review of the relevant 

literature. Section 3 and 4 describe the simulation model 

and the experimental design respectively. Section 5 

analyzes and evaluates the simulations results. Finally, 

Section 6 presents the conclusions and outlines further 

research. 
 

2. LITERATURE REVIEW 

 

Most of the existing inventory models in the 

literature assume that items can be stored indefinitely to 

meet the future demands. However, certain types of 

commodities deteriorate in the course of time and hence 

are unstable. Inventory problems for deteriorating items 

have been studied extensively by many researchers 

from time to time.  There are several literature reviews 

on perishable inventory system (Nahmias, 1982; Raafat, 
1991; Goyal and Giri, 2001). Most publications focus 

on pricing and lot sizing models (Ferguson et al., 2007; 

Li et al., 2007; Dye, 2007; Teng et al., 2007; 

Elmaghraby and Keskinocak, 2003; Chu et al., 1998), 

or with 2 echelon systems (Wee et al., 2007, Zanoni and 

Zavanella, 2007; Ferguson and Ketzenberg, 2006; 

Sarker et al. 2000).  

Research in this area started with the work of Within 

(1957) who considered fashion goods deteriorating at 

the end of prescribed storage period. One of the focuses 

of the research on perishable products is interaction and 

coordination in supply chains (Song et al., 2005). For 
example, Goyal and Gunasekaran (1995) developed an 
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integrated production- inventory-marketing model for 

determining the economic production quantity and 

economic order quantity for raw materials in a multi-

stage production system. Yan and Cheng (1998) studied 

a production-inventory model for perishable products, 

where they assumed that the production, demand and 
deterioration rate are all time-dependent. They gave the 

conditions for a feasible point to be optimal. Arcelus et 

al. (2003) modeled a profit maximizing retail promotion 

strategy for a retailer confronted with a vendor’s trade 

promotion offer of credit and/or price discount on the 

purchase of regular or perishable products. 

Kanchanasuntorn and Techanitisawad (2006) 

investigated the effect of product deterioration and 

retailers’ stockout policies on system total cost, net 

profit, service level, and average inventory level in a 

two-echelon inventory-distribution system, and 

developed an approximate inventory model to evaluate 
system performance. Li, Cheng and Wang (2007) 

developed economic-order-quantity model (EOQ)-

based models with perishable items to evaluate the 

impact of a form postponement strategy on the retailer 

in a supply chain.  

Owing to the fact that this study investigates the 

impact of data inaccuracy on perishable inventory, it 

will be meaningful to mention about the past studies 

about inventory inaccuracy. Several researchers 

focusing on inventory management have dealt with the 

effect of inventory errors on supply chain performance, 
and investigated the effect on performance factors of 

decreasing inventory inaccuracy. In this context, 

Delanuay et al. (2007) classified the errors causing 

inventory discrepancies in supply chains and defined 

four types of errors. The first is permanent shrinkage in 

the physical stock due to theft, obsolescence, or 

breakage.  The second is misplacement, which is 

temporary shrinkage in the physical stock that can be 

replaced after every counting or after every period. The 

others are the randomness of the supplier yield and the 

transaction type. The random yield of the supplier is a 

permanent loss or surplus in the physical inventory due 
to supplier errors, and transaction type errors affect the 

information system differently than the first three errors, 

which modify the physical inventory.   

Most studies in this area have used the simulation 

method to measure the effects of inventory inaccuracy 

on supply chain performance. Kang and Gerschwin 

(2005) used simulations to emphasize the problem of 

shrinkage in physical inventory that may increase lost 

sales because of items being unexpectedly out of stock. 

They found that with an error rate of theft as small as 

1% of the average demand, the disturbance led to 17% 
of demand lost. Fleisch and Tellkamp (2005) examined 

the relationship between inventory inaccuracy and 

performance in a retail supply chain, considering more 

error types than the previous study. They simulated a 

three echelon supply chain with one product in which 

end-customer demand is exchanged between the 

echelons, and studied how incorrect deliveries, 

misplacement, theft, and unsaleable goods affect 

inventory inaccuracy, the out-of-stock level, and the 

costs related to inventory inaccuracy. The results of the 

study showed that inaccuracies caused by theft appear 

to have the biggest impact on supply chain performance 

compared to inaccuracies caused by unsaleable goods or 

low process quality. Lee et al. (2004) used simulations 
to study the effects of inventory accuracy on inventory 

reduction and level improvement in a three echelon 

supply chain considering the (s,S) policy decisions, 

unlike other studies. They found  that using automatic 

identification technology, average inventory held 

decreased by 16%, and total back orders decreased by 

22% when the (s,S) policy decisions are made with 

accurate inventory information.  Rekik et al. (2008) 

optimized an inventory management model by 

considering a single period Newsvendor problem with 

inaccuracies in the inventory. They compared three 

approaches. In the first approach, the retailer is unaware 
of errors in the store. In the second approach, the 

retailer is aware of the errors and optimizes its 

operations by taking this issue into account. The third 

approach deals with the case where the retailer deploys 

an advanced automatic identification technology to 

eliminate errors. They concluded that getting 

information on misplacement errors and taking them 

into account when optimizing the ordering decision can 

lead to important savings and does not necessitate the 

deployment of a particular system, the retailer can 

benefit from this improvement by adjusting his ordering 
quantity 

There are many papers addressing the perishable 

inventory systems. To the best of our knowledge, there 

exists no paper studying the impacts of data inaccuracy 

on perishable inventory of which product lifetime is 

finite. In this paper, we will investigate the impacts of 

data inaccuracy on retailer’s perishable inventory for 

different levels of product lifetime, demand and lead 

time uncertainty to fill this gap in the literature. Using a 

simulation model, the lost sales, product spoilage, 

average inventory and order quantities are calculated to 

investigate the retailer’s performance. 
 

3. SIMULATION MODEL 

 In our simulation model, we worked on a two-

echelon supply chain which is composed of a retailer 

and manufacturer. Depending on customer demand, the 

retailer places orders with the manufacturer. The 

manufacturer   delivers the product with fixed product 

lifetime (t) as soon as possible and doesn’t hold any 

inventory. The Economic Order Quantity (EOQ) 

method is used as the inventory model at the retailer (Eq 

1). The inventory replenishment point (s) is determined 
depending on the average lead time (L’) and average 

demand (D’) (Eq 2). Products at the retailer are placed 

on the shelves based on FIFO principle.  
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 In our simulation model, the retailer fulfills the end 

customer demand daily basis and counts the inventory 

for different periods (p). It is expected that a gap will 

occur between physical and system inventory since the 

retailer is unaware of the outdated products (Y) until 

next counting date.  
 Daily closing system inventory (I) is calculated by 

adding the difference between the daily opening system 

inventory and customer demand (D) to daily incoming 

items (Q) from the manufacturer (Eq. 3). Physical 

inventory is calculated in the same way, considering the 

quantity of outdated products (Eq. 4). As orders are 

placed depending on the system inventory level, lost 

sales occur depending on the physical inventory level. 

At the end of a period (p), inventory is counted and the 

data are corrected; thus, the system and physical 

inventories become equivalent (Fleisch and Tellkamp, 

2005):  
 

iii

system

i QDII  1                                 (3)             

        

iiii

physical

i YQDII  1               (4)                    

    

 The model calculates daily lost sales (LS), outdated 

products (PS) and inventory level (I) for different values 

of the input variables which are inventory counting 

period (p), product lifetime (t), standard deviation of 

lead time  (sl) and demand (sd). At the end of the each 
365 days (a year), total lost sales (TLS) as a percentage 

of total customer demand, total quantity of outdated 

products (TPS), yearly average inventory (AI) and total 

order quantity (NQ) are reported annually.  The process 

flow of the simulation model is illustrated in Fig. 1.  

 

 

 

 

Figure 1. Simulation model process flow 

 

4. EXPERIMENTAL DESIGN 
 In this study, the experiments are conducted for the 

products having very short shelf lives. And in order to 

investigate different levels of inventory inaccuracy, the 

simulation is run for the cases of that the inventory is 

counted each day, once a week and once every two 

weeks (p). The longer the period of inventory counting, 

the higher the data inaccuracy occurs in system 

inventory. The demand and lead time uncertainty (sd,sl) 

are determined as 25%, 50% and 75%. The aim of this 

study is to show how different levels of data inaccuracy 

affect the inventory performance of the retailer under 
uncertainty of the demand and lead time. Additionally, 

it is also investigated how data inaccuracy affect the 

inventory performance when the products have different 

levels of lifetime. In this model, end-customer demand 

is independently and identically normally distributed, 

with a daily average (D’) of 500 items. The average 

lead time of the orders (L’), order cost (corder) and 

inventory holding cost (cinventory) are chosen to be 2 

days, $20 and $0.0014 respectively. Using the 

simulation model, the lost sales, outdated products, 

average inventory and order quantities are calculated on 
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yearly basis to investigate the retailer’s performance. 

Different levels of the independent variables of 

inventory counting period (p), product lifetime (t), 

standard deviation of lead time (sl) and demand (sd) are 

given in Table 1. 

 
Table 1. Levels of independent variables 

Independent variables Levels  

Inventory counting period 
(days) 

1 -7-14 

Product lifetime (days) 8-9-10 

Demand uncertainty (st, %) 25-50-75 

Lead time uncertainty (sl, %) 25-50-75 

 

 

5. EVALUATION OF THE SIMULATION 

RESULTS 

 

 The simulations to examine the impacts of data 

inaccuracy on retailer’s perishable inventory are carried 

out using the commercial software Crystal Ball Version 

7.2.1. The independent factors of inventory counting 
period, product lifetime, standard deviation of lead time 

and demand were used in 81 (3x3x3x3) combinations. 

Additionally, the simulations are run 100 times for each 

combination to minimize the possible errors arising 

from the random variables. In the simulation model, the 

lost sales, product spoilage, average inventory and order 

quantities are calculated to investigate the retailer’s 

performance over a 365 day period. ANOVA analysis is 

performed to examine the results of the simulation 

model using SPSS. 

 The rising level of inventory counting period 

increases the data inaccuracy (Fleisch and Tellkamp, 
2005). According to the results of a Tukey test of 

ANOVA post-hoc analysis shown in Table 2, the rising 

level of data inaccuracy increases the discrepancy 

between system and physical inventory and thus the lost 

sales. Since the level of retailer’s physical inventory is 

lower than the level of the system inventory, the retailer 

fulfills the customer demand at a lower rate. 

Additionally the rising data inaccuracy decreases the 

yearly number of orders placed by the retailer and 

average inventory level. And the decreasing level of 

average inventory decreases the yearly quantity of 
product spoilage.  

 

 

 

 

 

 

 

 

 

 

 

Table 2. ANOVA Tukey Test for inventory counting 

period for the retailer 

 
 

 When we investigate the impact of data inaccuracy 

for different levels of product lifetime, we notice that 

the rising level of data inaccuracy increases the lost 

sales. And the increase rate in lost sales becomes higher 

for perishables with lower product lifetime, as the trend 

lines show (Fig 2). However, the rising value of data 

inaccuracy decreases the number of orders and 

consequently the yearly average inventory so decreases. 
And the decreasing yearly average inventory reduces 

the quantity of product spoilage. Figure 2 also indicates 

that the perishables with higher product lifetime have 

higher inventory level and consequently less lost sales 
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and product spoilage.     

 
Figure 2. The impact of data inaccuracy for different 

values of product lifetime 

 

 As seen in Figure 3, high level of demand 

uncertainty increases the number of orders and thus the 
level of inventory. Therefore high level of demand 

uncertainty decreases the lost sales but increases the 

quantity of product spoilage due to higher inventory 

levels. In our model, when the demand uncertainty 

exceeds the level of 50%, the number of orders and the 

average inventory level become much more higher, and 

therefore the product spoilage increases to higher value. 

As shown in Figure 3, the rising level of data 

inaccuracy increases the lost sales and decreases the 

level of product spoilage. Additionally, with increasing 

data inaccuracy, the increase rate in lost sales and 

decrease rate in product spoilage become greater with 
higher demand uncertainty, as the trend lines show. 

 
Figure 3.The impact of data inaccuracy for different 

values of demand uncertainty 

 

 As seen in Figure 4, high level of lead time 

uncertainty increases the quantity of product spoilage. 

However it decreases the number of orders and thus the 

level of inventory. Therefore the lost sales are greater in 

higher level of lead time uncertainty. As shown in 

Figure 4, the rising level of data inaccuracy increases 

the lost sales and decreases the level of product 

spoilage. And Figure 4 also indicates that the increase 

rates in lost sales become slightly greater with 

increasing lead time uncertainty, as the trend lines 

show.  

 

 
 

Figure 4. The impact of data inaccuracy for different 

values of lead time uncertainty 

 

In summary, the results of the simulation study show 

that the inventory inaccuracy is much more critical for 

perishables with lower product lifetime under higher 
demand and lead time uncertainty. Selling perishables 

with lower product lifetime, the retailer has higher lost 

sales and product spoilage. The lower the product 

lifetime, the greater the impact of data inaccuracy is on 

retailer’s inventory performance. Under higher demand 

uncertainty, the lost sales become lower but the product 

spoilage higher.  And the data inaccuracy affects the 

retailer’s inventory performance much more with 

increasing demand uncertainty. Under higher lead time 

uncertainty, the retailer becomes higher lost sales and 

product spoilage. And the increasing data inaccuracy 
affects the inventory performance much more with 

increasing lead time uncertainty. 

 

6. CONCLUSION 

 Perish ability of either raw materials or finished 

products is a major problem for companies. Due to the 

limited product lifetime, an ineffective inventory 

management at each stage in the supply chain from 

production to consumers can lead to high system costs 

including ordering costs, shortage costs, inventory 

handling costs, and outdating costs. Without alignment 

of physical inventory and information system inventory, 
inventory information becomes inaccurate due to 

product spoilage and the supply chain performance 

decreases. However, the power of information 

technology can be harnessed to help supply chain 

members increase their operation performance (Yu et 

al., 2001). Advanced Auto-ID technologies can be used 

to decrease the data inaccuracy across the supply chain. 
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 The purpose of this research is to contribute to the 

literature on perishable inventory systems by 

investigating how the data inaccuracy affects the 

retailer’s inventory performance for different levels of 

product lifetime, demand and lead time uncertainty.  

 Using a simulation model, the lost sales, product 
spoilage, average inventory and order quantities are 

calculated to investigate the retailer’s performance.  It is 

shown here that the impact of data inaccuracy on 

retailer’s inventory performance becomes greater with 

lower product lifetime. And the data inaccuracy affects 

the retailer’s inventory performance much higher with 

increasing demand and lead time uncertainty.  

 In conclusion, the results show that decreasing data 

inaccuracy is much more important for perishables with 

lower product lifetime under higher demand and lead 

time uncertainty to increase the inventory performance. 

In a future study, the impact of data inaccuracy on 
perishable inventory systems will be investigated on a 

three echelon supply chain.  
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ABSTRACT 
In today’s business environment, manufacturing and 
distribution companies have elevated their concern for 
security. They are working hard to ferret out risks and 
inefficiencies that may occur as their products and 
services move along the supply chain network. In this 
study we consider security issues from the stand point 
of a shipping agency providing import/export services. 
The objective of our study consists in the evaluation of 
security-based operating procedures and modalities that 
can lead to significant reductions in the controls that 
occur within the company activity due to both inside 
and third-party formalities (e.g. controls performed by 
the local Customs Office). The costs and benefits 
related to the adoption of new security-based policies 
and practices are estimated via discrete-event 
simulation. In the output analysis of multiple simulation 
replications, significant computational savings are 
achieved by introducing a fixed-point procedure to 
generate confidence intervals for the security-based 
performance measures of interest.   

 
Keywords: logistics, security, discrete-event simulation, 
output analysis 

 
1. INTRODUCTION 
It is common knowledge that, ever since the September 
11 attacks on the World Trade Center, governments, 
most branches of industry and citizens alike have 
drastically elevated their concern for safety and 
security. Although both deal with preventing negative 
events and conditions, these terms are normally 
regarded as representing distinct properties: safety deals 
with non intentional (accidental) negatives, whereas 
security deals with intentional (malicious) one (Gkonis 
and Psaraftis 2010). Methodologically speaking, this 
difference is significant enough to require an approach 
that spans across the increasingly specialized sub-
disciplines of law, commerce and science.  

These words ring especially true in the supply 
chain arena as many companies are working hard to 
ferret out risks, inefficiencies and, thus, costs of both 
safety and security efforts. In particular, the 

globalization of most industries has sparked heightened 
awareness of the various risks and vulnerabilities that 
products are exposed to as they move along the supply 
chain continuum from design and sourcing to 
manufacture, transportation, distribution and final sale 
to the consumer. Supply networks are long and 
complex. Many entities, including outsourcers and 
subcontractors located world-wide, handle the product 
as it moves across geographical and national borders, 
thereby creating many physical and temporal threats 
that pose a risk to product safety and security 
(Maruchecka et al. 2011). 

Research theories and methodologies, as well as 
regulations and standards have addressed these 
problems to provide fresh insights and innovative 
solutions. Here we consider security issues from the 
stand point of a shipping agency providing 
import/export services. The objective of our study 
consists in the evaluation of security-based operating 
procedures and modalities that, in terms of 
performance, can lead to a 30% reduction in the 
controls that occur within the company activity due to 
both inside and third-party formalities, such as the 
controls performed by the local Customs Office. The 
costs and benefits related to the adoption of new 
security-based policies and practices will be evaluated 
via simulation. The paper is organized as follows. In the 
Problem Description paragraph, the security problem at 
hand is described by considering both internal and 
external influences ranging from technical solutions to 
national and international initiatives. Special attention is 
then given to the company’s so-called import process, 
the most important for growth and exposure to security 
threats. In the Simulation paragraph, the convenience of 
using a fixed-point procedure against a two-stage 
procedure when generating interval estimates during the 
output analysis of the simulation study is examined. In 
the Numerical Experiments paragraph, as is simulations 
and to be scenario analyses are presented to assess and 
compare the before and after status of the company’s 
security orientation. Finally, conclusions are drawn in 
the last section. 
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2. PROBLEM DESCRIPTION 
A shipping agency providing import/export services is 
called to interact with carriers, customs, harbor offices, 
warehouses, forwarding agents, stevedores, border 
controls, port authorities, terminals and any other sorts 
of bodies and organizations belonging to the so-called 
port community. The information flows generated by 
the interactions among the above actors of the container 
supply chain are certainly a major concern when taking 
into account security issues for a company whose main 
activities are based on information processing, rather 
physical transformations and/or transfer operations. In 
this sense, we follow a two-stage approach to model and 
analyze the security problem within the container 
supply chain from the standpoint of the shipping 
agency. In the first stage, recognition and formalization 
activities of the logistic processes in the container 
supply chain are carried out in order to: i) represent 
rules and operation modalities used by actors when 
dealing with containers; ii) define interactions and 
information exchanges; iii) build a formal model with 
the objective of reorganizing the logistic processes in 
the container supply chain and evaluating performance 
measures in terms of specific security issues. In the 
second stage, the overall system developed in the first 
stage (i.e. control and communication procedures 
among the actors, data exchange and decision control 
along the container supply) is tailored to the shipping 
company under analysis and assessed via simulation. 

In this section, we first provide some general 
background on security matters by considering both 
internal and external influences ranging from technical 
solutions to international initiatives. We then focus on 
the representation and discussion of the shipping 
company’s major service: the import process, the most 
important for growth, third-party interaction and 
exposure to security threats. The objective of adopting 
security-based policies consists in pursuing a 30% 
decrease in the number of controls performed by the 
company and the local Customs Office when carrying 
out activities related to the import process. 

 
2.1. Background Information 

Technology can certainly aid any company in its 
struggle to improve security in the management of 
container import/export flows. Driven by the increasing 
importance of pervasive computing, information 
technology (IT) can especially provide support via 
comprehensive and flexible hardware and software 
applications. To fix ideas, one may choose from a 
variety of solutions among which, but not limited to: 

 
• electronic seals; 
• biometric technologies; 
• closed circuit TV systems; 
• RFIDs, radio frequency identification; 
• other systems (acoustic, gamma-ray, x-ray, 

radiation detection, vapor/trace detection); 
• GPSs, global positioning systems; 
• A-GPSs, assisted global positioning systems; 

• extended tracking technologies. 
 
Whatever the solution implemented, the real challenge 
consists in keeping data and information exchange 
along the supply chain fast, lean and secure. From a 
quantitative perspective, the size and awareness of the 
problem runs back in time and can be summarized by 
the following figures (Infotransport 1994): 

 
• 70% of the documents pertaining to transport 

is automatically generated, printed and sent on 
paper and then manually reintroduced into 
other computer-based processing systems; 

• error rates in documentation reach 50%; 
• the cost for providing paper document 

management in container transport operations 
lies between 7% and 10% of the value of the 
product itself. 

  
Therefore, it is quite clear how an accurate and 
computer-based data and document processing can cut 
the general costs and time loss in logistics. 

As a result, the competitiveness of the overall 
(Italian) transport system can benefit from the 
introduction of these IT solutions. However, even 
greater benefits can be achieved when similar solutions 
are implemented with respect to the initiatives that 
customs and governments from countries worldwide are 
promoting. Examples are the SAFE framework of 
standards, the ISO standards, the Transported Asset 
Protection Association (TAPA), the International Ship 
and Port Facilities Security Code (ISPS), the Customs-
Trade Partnership Against Terrorism (C-TPAT), the 
Container Security Initiative (CSI), the Operation Safe 
Commerce (OSC), the Secure Freight Initiative (SFI), 
and the Bioterrorism Act. 

In particular, for the purposes of our study, we 
consider the ISO/PAS 28000 specification for security 
management systems for the supply chain. ISO/PAS 
28000 specifies the requirements for a security 
management system, including those aspects critical to 
security assurance of the supply chain: financing, 
manufacturing, information management and the 
facilities for packing, storing and transferring goods 
between modes of transport and locations, as well as 
personnel training and emergency procedures in case 
“security events” happen to occur. 

A schema for designing a system compliant with 
the ISO/PAS 28000 standard must include: 
 

• security planning and management; 
• risk planning and management; 
• a formal and shared description of the 

activities and processes carried-out by the 
organization, including the definition of the 
instructions and procedures set by the 
organization for security management (e.g. 
operational controls, emergency management, 
security programs and objectives, monitoring 
and measurements); 
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• management of preventive and corrective 
actions; 

• (ongoing) review of activities and continuous 
improvement. 

 
When adopting a management model compliant 

with the ISO/PAS 28000 standard, a risk analysis 
should be performed to identify the risks that can 
compromise container security. Rather than discussing 
how the risk analysis is carried out (Haimes 1998), here 
we report on the critical issues that have been brought 
about in the shipping company’s activity. First of all, 
although the organization is aware of the need of tools 
for security monitoring, it normally exploits time-
proven company practices and simply focuses on the 
recruitment of qualified personnel. Second, synergies 
seem possible between security and pre-existing 
systems compliant with quality standards and/or to-be 
systems for the automatic management of the company 
document workflow. Last, but not least, although 
interest for security is manifest, there is little knowledge 
allowing the implementation of a “formal” security 
system based on rigorous tools and methodologies. 

This stated, in the following, special attention is 
given to the shipping company’s so-called import 
process, the most important for growth, third-party 
interaction and exposure to security threats. 

 
2.2. The Import Process 

The import process plays a leading role in the shipping 
company’s business. It features both company and 
third-party control policies (i.e. Customs) that affect the 
overall complexity of the process. The actors involved 
include: i) customers meant as final addressees of the 
imported goods or their intermediaries (i.e. subjects 
demanding a service); ii) the shipping company as 
shipper and representative of the customer by carrying 
out on his/her behalf all the necessary formalities 
related to the import of the goods (i.e. subjects offering 
a service); iii) Customs, the authority that is responsible 
for collecting and safeguarding customs duties and 
provides clearance for the goods that enter (exit) the 
Nation’s territory and whose controls are an integrated 
part of the import service; iv) the container terminal, the 
concessionaire of the area in which container handling 
and interchange of goods in cargo units, as well as 
inspection activities in cooperation with the Customs 
Office are carried out. A flowchart (see Figure 1) and a 
step-by-step description of the import process follows. 

A customer applies for a request to import goods 
and the shipping company issues a so-called bill of 
lading (in the following bill). As required by the 
company procedure, the bill is first assigned an “open” 
position. It is then (eventually) processed according to 
two main sub-processes: the forwarding option and/or 
the verification of sanitary formalities option. The 
former is a marketing-like process intended to extend 
the transportation service beyond the terminal and way 
on to the final destination indicated by the addressee. 
The latter is a process referring to the fito-sanitary and 

veterinary controls of the goods required at border 
crossings. 
 

 
Figure 1: The Model of the Import Process 

 
The opening and processing of the bills requires both 
active resources, such as qualified company personnel, 
and passive resources, such as software systems that 
provide for the electronic management of the bills. 

 
Table 1: Skills of Company Personnel 

Skills 
Unit Import Export Transits Marketing 

1     
2     
3     
4     
5     
6     
7     
8     
9     

10     
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For each unit belonging to the first category of 
resources, the number of employees and types of skills 
of each employee must be specified. As shown by Table 
1, in the shipping company under analysis, both single-
skilled and multi-skilled personnel are available. 

Once the resources for bill processing have been 
assigned (i.e. management software and technical 
personnel, but also marketing personnel if the bill 
undergoes the forwarding option), the classification of 
the goods and the customs declaration must be fulfilled. 
The effort required in this part of the customer service, 
depends on both the number of containers and the 
number of customs codes that need to be considered in 
each bill. Observe that custom codes may be updated by 
the competent authorities during the actual bill 
processing. As a result, some fields of the bills may 
require a revision (nearly 6% of the times). Bill revision 
is also necessary every time a misinterpretation of 
customer information leads company personnel to 
commit an incorrect completion of customs 
documentation (11% of the times). According to the 
historical data of the company under examination, 
inaccuracies refer to. 

 
• number of packages (42%); 
• package weight (4%); 
• country of origin (41%); 
• value of goods (12%); 
• addressee/shipper (1%). 
 

Whatever be the cause, the technical staff must perform 
a sort of re-processing of the bill in order to carry out 
the corrections required. After the revision process is 
completed, a communication pertaining to the revised 
bill is sent to the Customs Office for approval. Bill 
processing may be considered closed only after 
receiving an acknowledgement to the above procedure. 

As for inspection activities performed by the 
Customs Office, in a broader sense the representation of 
this control is placed in relation to the outcome returned 
from the Customs IT system. This outcome, in turn, can 
be classified as: 

 
• green light or AC - Automated Control 

(p1≈31% of the cases) in which no further 
forms of control are carried out by the Customs 
officers assigned to the inspection activity; 

• yellow light or DC - Document Control 
(p2≈36% of the cases) in which the related 
documentation is considered respondent to the 
Customs declaration or the eventual 
differences are of limited significance and, 
thus, considered immediately remediable; 

• red light (p3≈33% of the cases) in which an SC 
- Scanner Control is performed or a GV - 
Goods Visit operation is carried out, meaning a 
real physical control of the goods inside of the 
container. In both cases (SC and GV), a 
request must be sent to the terminal to apply 
for control services. These occur in 

cooperation with the local Customs Office in 
order to guarantee the presence of the Customs 
officer delegated to hold the hearing on the 
terminal premises. The terminal provides for 
container transfer in the inspection area and, 
concomitantly, prearranges all that is necessary 
to carry out the inspection (e.g. container 
opening, handling of containerized goods, 
etc.). 

 
Given the complexity and stochastic nature of 

many of the features in the above model, simulation has 
been chosen to evaluate the adoption of new security-
based policies and practices within the import process. 

 
3. SIMULATION 
The design and implementation of the “import process 
simulator” has been carried-out in compliance with the 
conventional steps used to guide a thorough and sound 
simulation study (Banks et al. 2001). Rather than 
providing a general description of these steps, here we 
focus on the output analysis of simulation. In particular, 
we present and discuss the convenience of using a 
fixed-point procedure against the classic two-stage 
procedure (see from page 511 on in Law and Kelton 
2000) in order to limit the standard error when 
generating interval estimates for the security-based 
performance indices examined in the Numerical Results 
paragraph. 

Let X  be the normal random variable representing 
the performance index of interest and ( )XE=̂µ  the 
mean value that we want to estimate by an interval of 
random width, centered on the sample mean ( )nX . 
Using standard notations for Student-t quantiles, 
confidence level and sample variance, the interval 
estimator at the α−1  level of confidence  is: 

 

 
n
nStnX n

)()( 21;1 α−−±   (1) 

 
In our case, the n parameter corresponds to the 

number of simulation replications to be set by the 
modeler before actually performing the simulation 
study. Hence, we want to determine the value of n that 
allows the modeler to keep the half-width of interval (1) 
within a predefined limit. The resulting fixed-point 
procedure provides an estimate of µ  that satisfies the 
so-called relative error criterion (Nakayama 2002). In 
this respect, observe that  

 

( ) ( )
µεµ α <=− −− n

nStnX n 21;1  (2) 

 
where 0>ε  stands for the target relative error. Thus, a 
fixed-point procedure may be set as soon as the 
dependence of both ε  and the standard deviation from 
n is highlighted as follows: 
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( )
( ) ( )n
n
nS

nX
tn εα =−− 21;1    (3) 

 
where the sample mean is used instead of µ . The 
fixed-point schema is illustrated in Table 2. 
 

Table 2: The Fixed-Point Procedure 
1  set 0=k , read kn  and targetε  

2  compute ( )knε  

3   ( )knX , ( )knS 2  

4 
  

( ) ( )
( )kk

kn
k nXn

nSt
n

*
21;1 ∗

= −− αε  

5  if ( ) targetkn εε >  

6 

  Compute 
( )
( ) ⎥

⎥
⎥

⎤

⎢
⎢
⎢

⎡

∗

∗
= −−

+
k

2
target

kn
k nX

nSt
n 2

2
21;1

1 ε
α  

7   1+= kk  and go to Step 2 
8  else STOP. 

9 
 

return ( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
± −−

k

k
nk n

nStnX 21;1)( α  

 
To fix ideas, if the target average waiting time of a 

bill before actual processing is meant to be within 5% of 
the real value with probability α−1 , then ε  is set equal 
to 0.05. 

The above scheme is able to account for the 
changes in mean and variance estimation and, thus, it 
allows to dynamically adjust the number of runs 
required to generate the confidence interval within the 
predefined error. Practically speaking, this can enable 
significant savings from a computational point of view 
which, in simulation, always represents a major issue. 

 
4. NUMERICAL EXPERIMENTS 
The purpose of the simulation experiments is to 
compare the “as is” organization of the import process 
with its “to be” organization based on policies 
compliant with security assurance. As a result, the 
company management should be able to choose the 
operating procedures and “optimal” security-oriented 
modalities for the import process that, in terms of 
performances, can lead to a 30% reduction of the 
controls sampled out on the shipping company’s work-
flow within the related container supply chain network. 

The experiments are carried out under Rockwell’s 
Arena simulation package (version 11) and run on a 
personal computer equipped with an Intel® Core™2 
Duo 1.58 Ghz processor and 2.93 gigabytes of RAM. 
The models in Arena include VBA (Visual Basic® for 
Applications) blocks that allow to insert user-defined 
code. In this study, these blocks are used to interact 
with worksheets under Microsoft® Excel 2002 in order 
to record the output data produced by the simulator and 
generate 95% intervals estimates according to the fixed-

point procedure previously described in the Simulation 
paragraph. 

 
4.1. As Is Simulation Model 

In order to reproduce the import process as it is 
currently run by the company, the experiments use data 
from the first semester of 2009. This data is represented 
by means of synthetic estimators, once lag-correlation 
type mathematical procedures based on the mutual 
distance between data have been used to support the 
prerequisite of independence. Different types of 
distribution forms are then identified as “candidate” 
representations of the data models. Finally, the 
goodness of these distribution functions is verified by 
employing frequency histograms, p-p plots and the 
proper goodness-of-fit tests in which a comparison 
occurs between the empirical distribution forms and the 
theoretical distribution forms. 

For illustrative purposes, some modeling examples 
of the bill processing times are given in Tables 3 and 4 
and Figures 2 and 3. Obviously, to complete this part of 
the study, the previous steps are applied to obtain 
models for all the input data required by the import 
process (i.e. bill issuing, forwarding, certifications, 
software updates, bill revisions and green light, yellow 
light and red light responses) 

 
Table 3: Data for Bill Processing 

Semester I 2009 
number of observations 644 

min observation 23 
max observation 65 

mean 24.45 
median 23 
variance 13.43 

lexis ratio 0.15 
skewness 6.62 

data independence yes 
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Figure 2: Verification of Absence of Correlation among 
Bill Processing Times 

 
Table 4: Input Models for Bill Processing Times 

Semester I 2009 
Model Score Location, Scale, Shape 

Weibull 85.71 22.96, 0.46, 0.42 
Gamma 79.76 22.96, 5.09, 0.29 

Log-Logistic 77.38 0.00, 23.75, 22.53 
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Figure 3: Histogram for Bill Processing Times 
 
Thanks to the validation of the “as is” model 

(Sargent 2007), it is possible to assess whether or not 
the operating model is an accurate representation of the 
real system and, thus, continue with the experiments for 
the “to be” model. As for this matter, the simulator 
returns performance measures based on both 
intermediate and final check points (e.g. monthly and 
semiannual). This output is then compared with the real 
performance measures recorded by the company for the 
period of interest. These include, but are not limited to, 
the average number of i) bills completed, ii) forwarding 
operations, iii) sanitary verifications, iv) outcome of the 
inspections carried out by the Customs Office classified 
according to one of the three categories previously 
defined (i.e. green light, yellow light and red light), as 
shown in Table 5. 

 
Table 5: Validation on a Selection of Average Monthly 
Results 

Results Index Real Data Simulator 
N° of bills completed 107.33 [106.25 - 109.11] 

N° of forwardings 35.83 [35.03 - 36.10] 
N° of certifications 24.67 [24.55 - 25.43] 
N° of green lights 33 [32.80 - 34.08] 

N° of yellow lights 38.83 [38.43 - 39.35] 
N° of red lights 35.5 [34.76 - 35.94] 

 
The above results appear to be satisfactory. 

Therefore, the simulator can be used to perform the 
what-if analyses planned to evaluate future key 
security-based company policies. 

 
4.2. To Be Simulation Model 

The objective of achieving a 30% reduction of the 
controls sampled out on the import process calls for the 
evaluation of alternative organizations for the 
corresponding document workflow. In particular, as 
pointed out in §2, for this purpose the current and, most 
of all, the future company security-oriented policies rely 
on monitoring activities whose effectiveness mainly 
depends on the recruitment and training of company 
personnel. To realize the importance of this matter, one 
may consider the correlation between the presence of 
qualified personnel and the correct use of the software 

that supports the company workflow. As a matter of 
fact, this business function will be considered as one of 
the key elements on which what-if analyses will be 
performed to estimate the effect of the controls carried 
out by the local Customs Office on the different 
scenarios under examination. 

From a general point of view, the Customs Office 
(or, more precisely, the Customs of the European 
Union) has set the objective of finding an equilibrium 
point between the speed of exchanges and the 
effectiveness of controls based on anti-illicit trafficking, 
fraud and counterfeiting actions. The related control 
systems use modern technologies for an automatic risk 
management based on a constant analysis of the traffic 
flows. The corresponding control policies involve a 
subjective risk assessment of every operation in order to 
favor “reliable” economic operators (i.e. “white lists” vs 
“black lists”). 

According to the data collected from the customs 
declaration, an IT process is used to verify the 
documentation related to the aforesaid declaration. 
Practically, the reliability of an operator is estimated 
through a series of prefixed parameters on which the 
Customs Office performs its own controls. In particular, 
the so-called “risk profiles” are closely correlated to the 
combination of the following elements of the Customs 
declaration: 

 
• origin and destination of goods; 
• addressee of goods; 
• sender of goods; 
• type and characteristics of goods. 
 
This stated, here we will consider parameters on 

which the company can act with some degrees of 
freedom: the number of errors in the customs 
declaration and, as a consequence, the number and types 
of revisions required. In brief, the higher the result of n° 
of revisions/total n° of bills, the lower the reliability of 
the operator and, thus, the higher the number of the 
controls. The logical nexus between these two factors 
leads to test a series of hypothesis that, if verified, draw 
a corollary that supports the decrease in Customs 
controls. The latter is the overall goal of the simulation 
study. 

In the case study under examination, out of the 644 
bills processed in the first semester of 2009, the 
company recorded: 

 
• 30% of inspections; 
• 11% of revisions, followed by inspections in 

33% of the cases; 
• 33% of demands for certifications, followed by 

inspections in 33% of the cases. 
 
According to what was previously stated on the 

reliability of the operator, one may assume that a 
decrease in the number of (bill) revisions is followed by 
a decrease in the number of inspections as well. In 
particular, the decrease could be pursued by i) training 
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the technical personnel with the objective of reducing 
the number of errors in the documentation or ii) 
planning the update operations of the company software 
with the objective of drastically reducing the number of 
revisions. Since the effect of neither of the above 
actions is known a priori, the “to be” simulation model 
consists in a sensitivity analysis based on total error 
reduction (i.e. 100%) or partial error reduction (i.e. 
50%, 25% and 10%) and, thus, the estimation of the 
consequences of these reductions in terms of company 
or Customs controls. 

In hypothesis n°1 based on personnel training, each 
simulated scenario returns estimates for the average 
reduction in the number of bills to undergo a revision 
process each month. The total number of hours during 
which the above bills are held in detention by Customs 
waiting for approval is estimated as well. Observe from 
Table 6 how both of these factors affect controls and the 
productivity of the related company departments which 
is slowed down by Customs detentions. It is quite clear 
that a reduction in bill revisions from [11,60 - 12,16] to 
[5.71 - 5,98], on one side, results in a reduction of 
company controls and, on the other, it additionally cuts 
the 33% of revised bills followed by Customs controls. 
Therefore, this “medium” scenario (i.e. 50% option in 
Table 6) has a significant impact on the company’s 
operating efficiency and is coherent with the objectives 
of the simulation study. 

 
Table 6: Results from What-if Analysis based on 
Security-driven Training Activities 

Monthly Analysis Training N° of revisions Customs Detention (h) 
Pre-training [11.60 - 12.16] [46.88 - 49.08] 

10% [10.30 -10.79] [42.48 - 44.11] 
25% [8.60 - 9.07] [35.40 - 37.05] 
50% [5.71 - 5.98] [23.41 - 24.56] 

100% 0 0 
 

Figure 4 illustrates the trend in the reduction of the total 
number of hours (per month) of bill detention by 
Customs, according to more frequent and regular 
percentage variations. 

 

 
Figure 4: Trend of Document Detention by Customs 
based on Security-driven Training Activities 

 
In hypothesis n°2 based on planning software 

update operations, one must consider the following 
factors. Update operations can be necessary due to 
software bugs, a phenomenon which is normally 

negligible, or variations in the data used for calculations 
in Customs charges. In the latter case, the software 
devoted to such purpose features a heavy use of third-
party archives that, in turn, require continuous updates 
(e.g. the archives containing customs duties, currency 
change, variations of agreements between countries, 
etc.). As a result, errors can be forced from delays in 
updates which, due to organizational deficiencies, are 
often left to the good will of a single company operator 
who may not have the skill to perform such update. 

The related what-if analysis is carried out by 
estimating the average number of revised bills (per 
month), along with the time required to carry out the 
software updates and subsequent bill revisions. By 
analogy with the first what-if hypothesis, Customs 
inspections follow the software updates, therefore, 
further reductions are brought about in both company 
and Customs controls. In this sense, for each scenario 
Table 7 records the average number of bill revisions 
related to software updates, as well as the total time 
effort that, in turn, holds back the productivity of the 
corresponding company department. 

 
Table 7: Results from What-if Analysis based on 
Security-driven SW Maintenance 

Monthly Analysis Maintenance N° of Revisions Time Effort (h) 
Pre-maintenance [6.21 - 6.69] [1.57 - 1.73] 

10% [5.26 - 6.29] [1.08 - 1.84] 
25% [4.15 - 5.72] [0.65 - 1.55] 
50% [2.71 - 3.73] [0.29 - 0.97] 

100% 0 0 
 

Figure 5 illustrates the trend in the reduction of the total 
number of hours required to perform software updates 
and the revision of those bills for which processing 
activities were interrupted due to the software update. 

 

 
Figure 5: Trend of Time Effort for Security-driven SW 
Update and Maintenance 

 
The present simulation study is completed with 

some key considerations on the estimates reported in 
Tables 6 and 7. These 95% confidence intervals have 
been generated according to our fixed-point procedure 
for keeping the error (1) within a predefined limit (2), 
rather than a classic two-stage procedure. Since the 
proposed scheme accounts for the changes in the mean 
and variance estimation, it allows to dynamically adjust 
the number of runs required to generate the confidence 
intervals within the predefined error. 
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Table 8: Fixed-point versus 2-stage Procedure for Error 
Control in Confidence Intervals 

Scenario Performance ∆% 
N° of Revisions 37.50% 

1 Customs Detention 47.37% 
N° of Revisions 47.37% 

2 Customs Detention 44.44% 
N° of Revisions 16.67% 

3 Customs Detention 9.09% 
 

In terms of (average) computational savings (∆% is the 
n° of runs saved in percentage), Table 8 shows how the 
fixed-point procedure outperforms the 2-stage 
procedure in error control during the generation of 
interval estimates for the security-based performance 
measures across the three scenarios under analysis. 

 
5. CONCLUSIONS 
Security-based procedures compliant with the ISO/PAS 
28000 standard have been tested via simulation with 
respect to the import process of a shipping company. 
The what-if approach adopted to evaluate the impact of 
the above procedures has returned promising estimates 
as far as reducing the number of bills to be revised by 
the company is concerned. These (interval) estimates 
have been obtained with a reduced computational effort, 
by using a fixed-point procedure to determine the 
number of simulation replications which ensure a 
standard error below a target value. Besides the general 
objectives of the study, an additional research 
opportunity has risen from a methodological point of 
view: the quest for advanced techniques of importance 
sampling that allow to properly analyze scenarios by 
means of simulation when an insufficient 
quantity/quality of data is available. 
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ABSTRACT 
The aim of this paper is to simulate the effect of traffic 
lights and time-varying flows distribution at junctions 
of urban traffic networks. We consider a macroscopic 
model for road networks based on conservation law, 
describing the motion of cars as a continuous flow. At 
junctions some Riemann solvers to find a unique 
solution to  Riemann problems are introduced.  
In particular we propose a micro-algorithm to define a 
Riemann solver in situations in which a road in some 
time-instant is empty and the corresponding problem 
can be under-determined. Then, we discuss the correct 
use of Riemann solvers to capture the presence of traffic 
lights and time-varying behavior of drivers at junctions. 
Simulation results for a 2 2×  junction and a 
comparison among the effects of changing traffic lights 
cycles in a network are shown. 
 
Keywords: fluid-dynamic model for traffic networks, 
conservation law, Riemann solvers, traffic lights 
simulation. 

 
1. INTRODUCTION 

To study car traffic phenomena, researchers  from 
various areas proposed a lot of models, among which 
fluid-dynamic ones. The latter treat traffic from a 
macroscopic point of view: the evolution of 
macroscopic variables, such as density and average 
velocity of cars, is considered. 

The basic fluid-dynamic model is due to Lighthill, 
Whitham and Richards (LWR model) (Lighthill and 
Whitham, 1955; Richards 1956), according to which the 
motion of cars along a road can be modeled by a 
conservation law, regarding the density of cars as the 
main quantity to be looked at. To overcome the 
limitations of the LWR model, other alternatives were 
searched for, such as second and third order models 
(Helbing 2001; Colombo 2002; Bellomo and Coscia 
2005). Recently, the LWR model was extended to 
networks (Coclite, Garavello and Piccoli 2005; 
Garavello and Piccoli 2006).  

Since traffic networks consist of a finite set of 
roads meeting at some junctions, the dynamics at 
junctions is captured solving Riemann problems which 
are Cauchy problems with constant initial data on each 

road. In order to solve uniquely Riemann problems 
some assumptions are made: 

• the incoming traffic distributes to outgoing 
ones according to fixed (statistical) coefficients; 

• drivers behave to maximize the through flux. 
More precisely, if the number of incoming roads is 

greater than that of outgoing ones, some right of way 
parameters have to be added. 

Once the solution to a Riemann problem is 
provided, piecewise constant approximations via a wave 
front tracking algorithm can be constructed (Bressan 
2000; Garavello and Piccoli 2006).  

In this paper starting from Coclite, Garavello, 
Piccoli model, we describe the evolution of vehicles 
flows respecting traffic lights cycles and defining time-
varying distribution at junctions in order to take account  
the dynamic behavior of drivers. Then we introduce a 
micro-algorithm and a Riemann solver to cover these 
typical situations. Numerical schemes such as the 
Godunov method, based on exact solutions to Riemann 
problems (Godlewski and Raviart 1991; Godunov 
1959) are used to solve numerically the conservation 
law along roads. 

The paper is organized as follows. A model for 
traffic networks is introduced in Section 2. Section 3 is 
devoted to the definition of Riemann solvers at 
junctions. In particular the micro-algorithm and 
Riemann solvers for traffic lights and time-varying 
distribution coefficients are described. Numerical 
methods are presented in Section 4. Some simulation 
results for a typical scenario of a simple 22×  junction 
(two incoming roads and two outgoing ones) are shown 
in order to test and verify the adopted approach in 
Section 5. The section ends with a comparison between 
different configurations of two traffic lights in a 
network with three junctions. 
 
2. MODELING CAR TRAFFIC NETWORKS 
A road network is schematized by the couple , 

where  represents the set of roads, 

while  is the collection of junctions connecting roads. 

Fixed a junction  we denote by  and 

, respectively, the set of all incoming roads, 

( ),JΙ

{ }: 1,..,iI i NΙ = =
J

J,J ∈ ( )Inc J

( )Out J
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numbered from  to , and the set of all outgoing 
ones, numbered from  to n+m (see Figure 1).   

 
 
 
 
 
 

Figure 1: example of a  junction. 
 

Each road is represented by an interval 

. 

According to the LWR model, we describe the 
evolution of cars density along each road by 
  

  (1) 

 

where  is the cars density on 

road Ii,  is the maximal density,  is 

the flux, and  is the average velocity.  

On the flux f  we assume that  
(F) :[0,1]f → ℜ  is smooth, strictly concave, f (0) = 

f (1)=0. Therefore there exists a unique strict maximum 
]0,1[σ ∈ .

  
 The dynamics at each junction  is determined 
by solving a Riemann Problem (RP), which is a Cauchy 
problem with constant initial data on each incident road. 
The solution is formed either by continuous waves, 
called rarefactions, or by traveling discontinuities, 
called shocks. In order to find a unique solution some 
Riemann Solvers (RS) are defined, based on rights of 
way and traffic distribution parameters. 

Definition 1. A Riemann Solver for the junction 

 is a map  that 
associates to Riemann data  at  

a vector  so that the solution on an 

incoming road , is given by the wave 

 and on an outgoing road , 

is given by the wave . We require the 

consistency condition  
(CC) . 

In particular, for a  junction, RSs are based 
on the following rules: 

(A) drivers distribute at a junction according to 
some traffic distribution coefficients which represent 
the preferences of drivers from the incoming roads to 
outgoing ones and they are collected in the matrix: 

 

1,..., , 1,...,{ } m n
ji j n n m i nA α ×

= + + == ∈ℜ   (2) 

such that , where  is the 

percentage of drivers who, arriving from the ith 
incoming road, take the jth outgoing road. 

(B) Respecting (A) rule, drivers behave so as to 
maximize the flux through the junction . 

(C) If  , it is assumed that not all cars can 
enter the outgoing roads and let  be the amount that 

can do it. Then  cars come from the ith road to the 

generic jth one, with  and , 

and  can be thought as a right of way parameter. 

 
3. RIEMANN PROBLEMS AT JUNCTIONS 
Let  be a  junction. The density functions on 
incoming and outgoing roads are denoted as 

 and 

. We observe that the waves generated on incoming 
roads must have negative velocity, while the outgoing 
ones positive velocity. For this reason, some bounds on 
possible states reached by a solution to an RP at  

exist. Precisely, if we set , we have: 

 Proposition 2. Let  be the initial 

densities of an RP at  The maximal fluxes , 

 and , , that can be 

obtained on incoming roads and outgoing ones, 
respectively, are the following:  

           (3) 

      (4) 

 Theorem 3. Let  be a  junction. For every 

initial data , there exists an unique 

admissible weak solution  to (1) at , 

respecting rules (A), (B) and (C), such that 
 

 (5) 

 
Moreover, there exists a unique vector 

 such that 

 

(6) 

 
with , and 
 

 (7) 

with , where  is the map 

such that  for every  and 

 for every [0,1] \{ }ρ σ∈ .  

1 n
1n +

n m×

[ ],i i iI a b= ⊆ ℜ

( ) 0,t i x ifρ ρ∂ + ∂ =

( ) [ ]max, 0,i i t xρ ρ ρ= ∈

maxρ ( ) ( )f vρ ρ ρ=

( )v ρ

JJ ∈

J [ ] [ ] [ ] [ ]mnmnRS 1,01,01,01,0: ×→×
( )0,0,10 ,..., mn+= ρρρ J

( )mn+= ρρρ ˆ,...,ˆˆ 1

,  1,...,iI i n=
( )ii ρρ ˆ,0, ,  1,...,jI j n n m= + +

( ),0
ˆ ,j jρ ρ

( )( ) ( )00 ρρ RSRSRS =
mn×

1 ,10
1

=<< ∑
+

+=

mn

nj
jiji αα jiα

JJ ∈
mn >

Q

Qpi

1,...,i n= 1,...,j n n m= + +

ip

J mn×

( ) ( ) [ ]max, , 0, ,  1,...,i it x I t x i nρ ρ+∈ℜ × → ∈ =

( ) ( ) [ ]max, , 0, ,  1,...,j jt x I t x j n n mρ ρ+∈ℜ × → ∈ = + +

J

( )i ifγ ρ=

( )1,0 ,0,..., n mρ ρ +

.J max
iγ

1,...,i n= max
jγ 1,...,j n n m= + +

( ) [ ]
( ) ] ]

,0 ,0max

,0 max

   0, ,
  1,..., ,

      , ,

i i

i
i

f if
i n

f if

ρ ρ σ
γ

σ ρ σ ρ

 ∈= = ∈

( ) [ ]
( ) ] ]

,0max

,0 ,0 max

      0, ,
1,..., .

  , ,

j

j

j j

f if
j n n m

f if

σ ρ σ
γ

ρ ρ σ ρ

 ∈= = + +
∈

J n m×

( )1,0 ,0,..., n mρ ρ +

( )1,..., m nρ ρ ρ += J

( ) ( )1 1,0 ,00, ,...,  0, .n m n mρ ρ ρ ρ+ +⋅ ≡ ⋅ ≡

( )1
ˆ ˆ,..., n mρ ρ +

{ } ( )
[ ]

,0 ,0 max ,0

max ,0 max

,   0 ,
ˆ

,                        ,

i i i

i
i

if

if

ρ τ ρ ρ ρ σ
ρ

σ ρ σ ρ ρ

   ≤ ≤  ∈ ≤ ≤

∪

1,...,i n=

[ ]
{ } ( )

,0

,0 ,0 ,0 max

0,                          0 ,
ˆ

0,    ,

j

j

j j j

if

if

σ ρ σ
ρ

ρ τ ρ σ ρ ρ

 ≤ ≤∈
  ≤ ≤  

∪

1,...,j n n m= + + [ ] [ ]1,01,0: →τ
( )( ) ( )ρρτ ff = [ ]1,0∈ρ

( ) ρρτ ≠

1 

n 

n+1 

n+m 
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In order to show the construction of the RS 
satisfying rules (A) and (B) we recall the following 
simple cases:   
Case 1 -  junction; 
Case 2 -  junction. 
Case 1. We consider the junction in Figure 2 with two 
incoming roads, 2 and 1 , and one outgoing road . 
 
 
 
 

 
 

Figure 2: a  junction. 
 

Fix a right of way parameter ] [ 1 ,0 ∈p  describing 

the percentage of cars crossing the junction. The 
solution is built as follows. To maximize the through 
traffic, according to rule (B), we set 
 

,  (8) 

 
where  and  are respectively given by 

relations (3) and (4). Observe that  is given by the 
column vector . Considering the space  and 

the lines  
 

,  (9) 

,  (10) 
 
we indicate with  the intersection point between lines 
(9) and (10). Therefore the final fluxes must belong to 
the admissible region  
 

( ){ }max
1 2 1 2 3

ˆ, : 0 ,0 , 1,2i i iγ γ γ γ γ γ γΩ = ≤ + ≤ ≤ ≤ = . (11) 

 
We distinguish two different cases: 

1.  belongs to . 
2.  does not belong to . 

In the first case (Figure 3) we set , 

while in the second case (Figure 4) we set , 

where  is given by the intersection 

. Once determined  

we are able to compute in a unique way  

applying Theorem 3. 
 

 
 
 
 
 
 
 

 
Figure 3:  belongs to . 

 
 
 
 
 
 
 
 
 
 
 

           Figure 4:  does not belong to . 
 
Case 2. Deal with the junction in Figure 5 characterized 
by one incoming road  and two outgoing roads,  and 

. 
 

 
 
 
 
 

Figure 5: a  junction. 
 

The rules (A) and (B) are only used. The 
distribution matrix is given by  

 

,  (12) 

 

where  and  indicate the percentage of 

cars which, from road , goes to roads  and , 
respectively. Due to rule (B), the solution to RP is 
 

,  (13) 

  

where . Finally, we 

determine  by Theorem 3. 

 
3.1. RS for generalized junctions 
Now we focus on some particular cases for a  
junction with . Starting from the discussion done 
in subsection 2.1, Case 1, we are able to define a RS, 
through the archetype of a linear programming (LP) 
problem. Without loss of generality we can analyze the 
sub-case of a  junction as shown in Figure 6. 
 
 
 

 
 
 

 
Figure 6:  junction. 

 

2 1×
1 2×

3

2 1×

{ }max max max
3 1 2 3

ˆ ˆ ˆ ˆmin ,γ γ γ γ= +

maxˆ ,  1, 2i iγ = max
3γ̂

A
(1,1) 1 2( , )γ γ

2 1

1 p

p
γ γ−=

2 1 3
ˆγ γ γ+ =

P

P Ω
P Ω

( )1 2
ˆ ˆ, Pγ γ =

( )1 2
ˆ ˆ, Qγ γ =

Q

( ){ }1 2 1 2 3
ˆ, :γ γ γ γ γΩ + =∩

1 2 3
ˆ ˆ ˆ, ,γ γ γ

1 2 3
ˆ ˆ ˆ, ,ρ ρ ρ

P Ω

P Ω

1 2
3

1 2×

1
A

α
α

 
=  − 

] [0,1α ∈ ( )1 α−
1 2 3

( ) ( )( )1 2 3 1 1 1
ˆ ˆ ˆ ˆ ˆ ˆ ˆ, , , , 1γ γ γ γ γ αγ α γ= = −

maxmax
max 32

1 1

ˆˆ
ˆ ˆmin , ,

1

γγγ γ
α α
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1 2 3
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For each incoming road we fix a right of way 

parameter , such that . 

According to rule (B), we set 
 

,  (14) 

 
or we can say that the objective function of this problem 

is . The admissible region is given by 

the set  
 

( ) max
1 1ˆ,.., : ,0 ,

n

n i n i i
i

iγ γ γ γ γ γ+
 Ω = ≤ ≤ ≤ ∀ 
 

∑ . (15) 

 Considering the n-dimensional space  we 

can determine the unique solution as the intersection of 

1
1

, 2,..., ,i
i

p
i n

p
γ γ= ∀ =   (16) 

.  (17) 

 
We remark that, since no graphical method can be 

applied, the solution point  is obtained using the 
simplex method to solve the LP problem defined in 
(15), (16), (17) with objective function in (14). 

Then if  belongs to , we set 

, otherwise, , and we run the simplex method 

adding this constraint to the LP problem.  
Observe that if at some time instant , the 

solution is given by . Since 

this is not acceptable (the through traffic flow is 
different from zero), in order to determine the correct 
solution the following micro-algorithm, consisting of 
three steps, is implemented: 

1. Search the incoming road with minimum 
traffic right of way parameter, except that with 
zero density. 

2. Set the priority constraints, as in (16), referred 
to the choice at step one.  

3. Solve the corresponding LP problem. 
Let us discuss the case of an  junction, as in 

Figure 7, in which the distribution matrix is the 
following 
 

,  (18) 

with , and . 

 
 
 
 
 
 

Figure 7: an  junction. 
 

In this case the flux vector of solution to the RP is 
  

,  (19) 

 
 
where   
 

.  (20) 

 
Now, we are able to describe the LP problem for a 
 junction assuming . In order to satisfy the 

rules (A), (B) and (C), we get the following LP 
problem: 
 

,  (21) 

  (22) 

,  (23) 

  (24) 
 
which can be solved using the simplex method. Then  
the outgoing fluxes are given by  
 

.  (25) 

 
3.2. RS for time dependent traffic 
The real dynamic behavior of drivers at junctions is 
captured considering time dependent distribution 
coefficients, which means that, for instance, during a 
time period of the day, the traffic flows towards some 
specific direction, while in the successive period 
towards another one. Then, the matrix  is time 
dependent. Moreover we include a traffic light on the 
incoming side of a junction of type  (Figure 8), 
where 2 ,1  are the incoming roads and 4 ,3  are the 
outgoing ones.  

] [0,1 ,   1,...,ip i n∈ =
1

1
n
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Figure 8:  junction. 
 

Assume the distribution coefficients are two 
piecewise constant functions 

 

 
 

 
 

(26) 

with ,  and , for each 

. We define two piecewise constant maps as  
, , with  and 

, 2 ,1=i , for each , which represent 

traffic lights. The values  and 1 correspond, 
respectively, to red and green lights. The matrix  is 
given by 

 
 

(27) 

First, let  (no traffic lights) and fix 

; to find the solution  at junction we solve 

the following LP problem: 

1 2max ,γ γ+  

max
1 1 1 2 3 ,η γ η γ γ+ ≤   

max
1 1 2 2 4(1 ) (1 ) ,η γ η γ γ− + − ≤             (28) 

max
1 10 ,γ γ≤ ≤   

max
2 20 .γ γ≤ ≤    

 

 Clearly, for a time-instant belonging to the interval 
, the LP problem will be defined taking account the 

different values of distribution coefficients, as in (26). 

Now, if we suppose that, for some ,  

and , i.e. for road 1 the green light is set, while 

for road  red light, the traffic flows from road  to 
roads 3 and 4. In this case the LP problem can be 
reduced to 

 

 

 

1max ,γ  

max
1 1 3 ,η γ γ≤   

max
1 1 4(1 ) ,η γ γ− ≤                                         (29) 

max
1 10 .γ γ≤ ≤   

 
 

 

 
4. NUMERICAL METHOD 
The space ( )xt,  is discretized via a numerical grid in 

( )TN ,0×ℜ  using the following notations: 

• x∆  is the space grid size; 

• t∆  is the time grid size; 

•  for n∈N  and m∈Z   

are the grid points. 

The values of the velocity  and the density , 

on the grid are denoted, respectively, by   

and . 

In order to find a numerical solution for the 
conservation law along roads, the Godunov scheme is 
used. The initial datum  is approximated by  

.  (30) 

 
The Godunov scheme is based on exact solutions 

 to RP at points , m∈Z  and on the 

projection of the solution 
 

.  (31) 

 
This procedure can be repeated inductively on 

every . Under the CFL (Courant-Friedrichs-Lewy) 

condition 
 

,  (32) 

 
the waves, generated by different RP, do not interact. 

We can use the Gauss-Green formula to compute . 

The flux in  for  is given by 

, where 

 is the self-similar solution between  
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and . Similarly for the point : 

. As the flux is 

time invariant and continuous, we can put it out of the 

integral and, setting  under 

the condition (35), the scheme can be written as: 

.  (33) 

 
In general the numerical flux of Godunov is 
 

  (34) 

 
4.1. Boundary condition 
Fix a condition at the incoming boundary (incoming 

flow) : , and study equation 

only for . Inserting a ghost cell, we define the 
numerical condition as 
 

,  (35) 

 

where  takes the place of . 

Analogously, the outgoing boundary is defined as 
follows. Let , then we have 

 

, (36) 

 

where  takes the place of  that 

is a ghost cell value. 
 
4.2. Condition at junctions 
For roads connected to a junction at the right endpoint 
we set 
 

,  (37) 

 
while for roads connected to a junction at the left 
endpoint we have 
 

,  (38) 

 
where  are the flux solutions. 

 
 
 

5. SIMULATION RESULTS 
In what follows we choose a flux function 

( ) ( )1f ρ ρ ρ= −   which admits a unique maximum 

1

2
σ = . 

5.1. Simple Junction Scenario 
Now we focus on a typical scenario of a  junction 
with a traffic light, where 2 ,1  are the incoming roads 
and 4 ,3  are the outgoing ones, as shown in Figure 8. 

Consider the length of each road as normalized, a 
simulation time interval  with  (which 

represents a time horizon of observation) and a 
numerical grid with  and 

 where . The number 

of discrete time instants is given by the ratio  

and accordingly the time variable  is referred to these 
instants. Further we assume the following data: 

 
 ,  
 ,  

where for 4 ,3 ,2 ,1=i , ,0iρ  is the initial density data, 

 is the boundary density data. 

From (3) and (4) we get that the maximal fluxes 
 are the following: 

 
The traffic light is modeled by two functions, one 

for each incoming road,  and : 
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Finally, for the distribution coefficient  we 

consider two different cases: 
•  constant; 

• , i.e. time varying. 

5.1.1. Case of constant distribution 
The distribution matrix is given by 
  
 

,  

 
which means that the same quantity of cars is 
distributed on outgoing roads. 

The evolution of traffic density on each road is 
shown in the following figures. 
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Figure 9: density on road . 

 

 
Figure 10: density on road . 

 

 
Figure 11: density on roads . 

 
As we can see from Figures 9 e 10, in the first time 

interval , when the traffic light is green on 

incoming road ,  increases until the value , i.e. 

it reaches the boundary condition, while  tends to the 

value , which means that the road  is saturated and, 
consequently, congests. Then, in the successive interval 

, when the traffic light is green on road ,  

decreases in such way that the road decongests until it 
reaches the value of density , i.e. when the flux 
attains the maximum. Observe that this behavior is 
periodic since we choose the same alternate traffic light 
cycles. 

For the outgoing roads (Figure 11), considering the 

same distribution coefficients, we see that in  

 as we expect; in fact from the only 

incoming road, i.e. road , the incoming density is . 

Then, in , since the incoming density from road 

2 is equal to  but , the corresponding 

incoming density is , so that . 

 
5.1.2. Case of time-varying distribution 
The distribution matrix is given by 
 

( )

1 ( )

t
A

t

α
α

 
=  −   

where  

Here the evolution of traffic density on the 
incoming roads is the same of the previous case with 
constant , while on the outgoing roads it is shown in 
the following figures. 

 

Figure 12: density on road . 

 

 
Figure 13: density on road . 

 
We can observe that the effect of time-varying 

distribution consists in a modulation of the whole 
outgoing traffic. In general, the behavior of the drivers 
is captured more realistically finding the right dynamic 
modeling of distribution coefficients. 

 
5.2. Network Scenario 
In this section, we study a network scenario with three 
different junctions: 

•  , 

•  with distribution coefficients 

and , 

•  with priority parameters , 

 and , 

linked as in Figure 14. 
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Figure 14: a network with three junctions. 

 
On each road, we set , and boundary 

condition . In accordance to CFL condition we 

set . 
Now, the goal is to compare the effects due to 

changes of traffic light cycles on the evolution of fluxes 
outgoing from the network such as to choose the better 
strategy able to minimize congestion phenomena. 

First, we assume in  and  two traffic lights 

having the green-red cycles as in Table 1. 
 

Table 1: green-red cycles for  and  

   

Time 
instants 

Road 1 Road 2 Road 3 Road 5 

0 - 99 Green Red Green Red 
100 - 199 Red Green Red Green 
200 - 299 Green Red Green Red 
300 - 399 Red Green Red Green 
400 - 499 Green Red Green Red 
500 - 599 Red Green Red Green 
600 - 699 Green Red Green Red 
700 - 799 Red Green Red Green 
800 - 903 Green Red Green Red 
 

Focusing on the network outgoing roads, i.e. roads 
4 and 7, the simulation results of the density evolution 
are shown, respectively, in Figures 15 and 16. 
 

 
Figure 15: density on road 4. 

 
Figure 16: density on road 9. 

 
Now, we change the traffic light cycles as shown 

in Table 2 and Table 3, setting different time instants. 
 

 
Table 2: green-red cycles for  . 

  

Time 
instants 

Road 1 Road 2 

0 - 99 Green Red 
100 - 199 Red Green 
200 - 299 Green Red 
300 - 399 Red Green 
400 - 499 Green Red 
500 - 599 Red Green 
600 - 699 Green Red 
700 - 799 Red Green 
800 - 903 Green Red 

 
 

Table 3: green-red cycles for  

  

Time 
instants 

Road 3 Road 5 

0 - 49 Green Red 
50 - 149 Red Green 
150 - 249 Green Red 
250 - 349 Red Green 
350 - 449 Green Red 
450 - 549 Red Green 
550 - 649 Green Red 
650 - 749 Red Green 
750 - 849 Green Red 

 
 
In this case the density evolution on roads 4 and 7 

is represented in Figures 18 and 19. 
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Figure 18: density on road 4. 

 
Figure 19: density on road 9. 

 
Notice that, in the second configuration case of 

traffic lights, the outgoing fluxes are greater than the 
first case. 

Finally, we conclude that, choosing a right policy 
for the management of fluxes at a junction, playing on 
distribution coefficients and traffic lights cycles, it is 
possible to improve traffic conditions and minimize 
congestion effects. 
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ABSTRACT 
In this paper we describe the identification of variable 
interaction networks in a medical data set. The main 
goal is to generate mathematical models for standard 
blood parameters as well as tumor markers using other 
available parameters in this data set. For each variable 
we identify those variables that are most relevant for 
modeling it; relevance of a variable can in this context 
be defined via the frequency of its occurrence in models 
identified by evolutionary machine learning methods or 
via the decrease in modeling quality after removing it 
from the data set. 

Several data based modeling approaches 
implemented in HeuristicLab have been applied for 
identifying estimators for selected tumor markers and 
cancer diagnoses: Linear regression and support vector 
machines (optimized using evolutionary algorithms) as 
well as genetic programming. 

 
Keywords: medical data analysis, data mining, 
evolutionary algorithms, variable interaction networks 

 
1. INTRODUCTION, RESEARCH GOALS 
In this paper we present research results achieved within 
the Josef Ressel Centre for Heuristic Optimization 
Heureka!: Data of thousands of patients of the General 
Hospital (AKH) Linz, Austria, have been analyzed in 
order to identify mathematical models for cancer 
diagnoses. We have used a medical database compiled 
at the central laboratory of AKH in the years 2005 – 
2008: A series of routinely measured blood values of 
thousands of patients are available as well as several 
tumor markers (TMs, substances found in humans that 
can be used as indicators for certain types of cancer). 
Not all values are measured for all patients; especially 
tumor marker values are determined and documented 

mainly if there are indications for the presence of 
cancer. The results of empirical research work done on 
the data based identification of estimation models for 
standard blood parameters as well as tumor markers are 
presented in this paper: The main goal is to generate 
mathematical models for standard blood parameters as 
well as tumor markers using other available parameters 
in this data set. For each variable we identify those 
variables that are most relevant for modeling it; 
relevance of a variable can in this context be defined via 
the frequency of its occurrence in models identified by 
evolutionary machine learning methods or via the 
decrease in modeling quality after removing it from the 
data set. 
 
2. VARIABLE INTERACTION NETWORKS 

 
2.1. General Approach 
The main goal in the identification of variable 
interaction networks is to determine in how far variables 
interact which other variables in the given data set. We 
identify these interactions by modeling all given 
variables and determining the importance / relevance of 
all potential input variables; influences above some pre-
defined threshold are considered relevant and are shown 
in respective graphical representation of this interaction 
network. An exemplary interaction network is shown in 
Figure 1. 

In (Winkler et al. 2006), for example, variable 
selection results were shown partially resembling 
interaction networks; in (Kronberger 2011) the author 
showed variable interaction networks for a blast furnace 
process, an industrial chemical process, and macro-
economic data dependencies using symbolic regression 
based on genetic programming. 
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Figure 1: An exemplary variables interaction network. 
Variable A is influenced by variables B and C, while C 
is influenced by D and E (which also influences D). 

 
2.2. Calculation of the Impact (Relevance) of 

Variables 
 

In the present research work we estimate the relevance 
of the available variables (i.e., standard blood 
parameters and virtual tumor markers) with respect to 
models. There are several methods for calculating the 
relevance of variables (see for example (Winkler 2009) 
and (Affenzeller et al. 2009)); the following approaches 
are used in the context of this research work: 

 
2.2.1. Frequency Based Relevance of Variables: 

 
The relevance of a variable (at index i) with respect to a 
given model m can either be defined as the number of 
references in this model (calculated using function 
freq1) to this variable, or simply as 1 if there is a 
reference to this variable and 0 if not (freq2). 

 
ଵሺ݅,݉ሻݍ݁ݎ݂ ൌ |ሼ ݒ: ݒ א ݉. .ݒ & ݏ݈ܾ݁ܽ݅ݎܽݒ ݔ݁݀݊ܫݎܸܽ ൌ ݅ሽ|  (1) 
,ଶሺ݅ݍ݁ݎ݂ ݉ሻ ൌ ቄ1: ݒ   ሺݒ א ݉. .ݒ & ݏ݈ܾ݁ܽ݅ݎܽݒ ݔ݁݀݊ܫݎܸܽ ൌ ݅ሻ

0: ݁ݏ݅ݓݎ݄݁ݐ
  (2) 

 
2.2.2. Impact Based Relevance of Variables - 

Impact of Variables with Respect to Models 
 

The estimation of a variable’s impact on the evaluation 
of a model is done by temporarily replacing the values 
of exactly this variable and evaluating the model using 
the resulting manipulated data base. We here use 
replacement methods using averaging, constants, linear 
regression and additive Gaussian noise; a given variable 
(at index i) is replaced without changing any other part 
of the data basis. We transfer the original data basis 
Data consisting of N variables with n samples each to a 
manipulated data basis Datai(r) with manipulated 
variable number i using a replacement function r as 

 
ሺ݅ א ሾ1;ܰሿሻ: ܽݐܽܦሺሻ ൌ
ሾܽݐܽܦଵ, ,ଶܽݐܽܦ … , ,ሻܽݐܽܦሺݎ ,ାଵܽݐܽܦ … ,  ேሿ  (3)ܽݐܽܦ

 
The replacement functions used replace a 

particular variable using a given constant value (rconst), 
its mean value (rmean), its linear trend (rlinreg), or the 
addition of Gaussian noise (ragn). Now it is possible to 
calculate the variable’s impact with respect to the model 

m by evaluating the model on the manipulated data set 
Datai and measuring the resulting difference between 
the original output values and those calculated on the 
manipulated data. 

This measurement can be done on the basis of the 
mean squared difference function impactmsd, e.g.: 

 
,݉,௦ௗሺ݅ݐܿܽ݉݅ ሻݎ ൌ  
ଵ

∑ ൫ሾ݈݁ܽݒሺ݉, ሻሿܽݐܽܦ െ ሾ݈݁ܽݒሺ݉, ሻሻሿ൯ݎሺܽݐܽܦ

ଶ
ୀଵ   (4) 

 
2.2.3. Impact Based Relevance of Variables - 

Impact of Variables with Respect to 
Algorithm Performance: 

 
After identifying the models that are used most 
frequently and seem to be most important for the 
models created by the identification algorithms, we 
estimate the importance of variables (or groups of 
variables) by removing them from the list of available 
input and repeating the modeling process. Thus, again 
we use Datai(r) for calculating the relevance of variable 
i and define the relevance of variable i with respect to a 
modeling method m, a replacement method r and a 
fitness function f as 

 
,݉,ሺ݅ݐܿܽ݉݅ ,ݎ ݂ሻ ൌ

ሺ௩ሺ,௧ሻሻ
ሺ௩ሺ,௧ሺሻሻሻ

  (5) 

 
3. MACHINE LEARNING METHODS APPLIED 
In this section we describe the modeling methods 
applied for identifying estimation models for tumor 
markers and cancer diagnoses: On the one hand we 
apply hybrid modeling using machine learning 
algorithms and evolutionary algorithms for parameter 
optimization and feature selection (as described in 
Section 2.1), on the other hand we use genetic 
programming (as described in Section 2.2). In (Winkler 
et al. 2011), for example, these methods have also been 
described in detail. 

 
3.1. Hybrid Modeling Using Machine Learning 

Algorithms and Evolutionary Algorithms for 
Parameter Optimization and Features Selection 

Feature selection is often considered an essential step in 
data based modeling; it is used to reduce the 
dimensionality of the datasets and often conducts to 
better analyses. Given a set of n features F = {f1, f2, …, 
fn}, our goal here is to find a subset of F, F', that is on 
the one hand as small as possible and on the other hand 
allows modeling methods to identify models that 
estimate given target values as well as possible. 
Additionally, each data based modeling method (except 
plain linear regression) has several parameters that have 
to be set before starting the modeling process. 

The fitness of feature selection F' and training 
parameters with respect to the chosen modeling method 
is calculated in the following way: We use a machine 
learning algorithm m (with parameters p) for estimating 
predicted target values est(F',m,p) and compare those to 
the original target values orig; the coefficient of 
determination R² function is used for calculating the 

A B 

C D 

E 
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quality of the estimated values. Additionally, we also 
calculate the ratio of selected features |F'|/|F|. Finally, 
using a weighting factor α, we calculate the fitness of 
the set of features F' using m and p by comparing the 
estimated values to the originally given target values: 

 
fitness(F’, m, p) = α·|F'|/|F| + 
  + (1- α)·(1-R2(est(F',m,p),orig)). (5) 

 

 
Figure 2: A hybrid evolutionary algorithm for feature 
selection and parameter optimization in data based 
modeling. Machine learning algorithms are applied for 
evaluating feature sets. 
 

In (Alba et al. 2007), for example, the use of 
evolutionary algorithms for feature selection 
optimization is discussed in detail in the context of gene 
selection in cancer classification. We have now used 
evolutionary algorithms for finding optimal feature sets 
as well as optimal modeling parameters for models for 
tumor diagnosis; this approach is schematically shown 
in Figure 2: A solution candidate is here represented as 
[s1…np1…q] where si is a bit denoting whether feature Fi 
is selected or not and pj is the value for parameter j of 
the chosen modeling method m. This rather simple 
definition of solution candidates enables the use of 
standard concepts for genetic operators for crossover 
and mutation of bit vectors and real valued vectors: We 
use uniform, single point, and 2-point crossover 
operators for binary vectors and bit flip mutation that 
flips each of the given bits with a given probability. 
Explanations of these operators can for example be 
found in (Holland 1975) and (Eiben 2003). 

We have used strict offspring selection 
(Affenzeller et al. 2009): Individuals are accepted to 
become members of the next generation if they are 
evaluated better than both parents. 

In (Winkler et al. 2011) we have documented 
classification accuracies for tumor diagnoses using this 
approach for optimizing feature set and modeling 
parameters. 

The following machine learning algorithms have 
been applied for identifying estimators for selected 
tumor markers and cancer diagnoses: Linear regression 
and support vector machines. 

 
3.2. Genetic Programming 
As an alternative to the approach described in the 
previous sections we have also applied a classification 
algorithm based on genetic programming (GP, Koza 
(1992)) using a structure identification framework 

described in Winkler (2008) and Affenzeller et al. 
(2009). 

We have used the following parameter settings for 
our GP test series: The mutation rate was set to 15%, 
gender specific parents selection (Wagner 2005) 
(combining random and roulette selection) was applied 
as well as strict offspring selection (Affenzeller et al. 
2009) (OS, with success ratio as well as comparison 
factor set to 1.0). The functions set described in 
(Winkler 2008) (including arithmetic as well as logical 
functions) was used for building composite function 
expressions. 

In addition to splitting the given data into training 
and test data, the GP based training algorithm used in 
our research project has been designed in such a way 
that a part of the given training data is not used for 
training models and serves as validation set; in the end, 
when it comes to returning classifiers, the algorithm 
returns those models that perform best on validation 
data. 

 
Figure 3: Genetic programming including offspring 
selection. 
 
4. DATA BASE 

 
The blood data measured at the AKH in the years 2005-
2008 have been compiled in a database storing each set 
of measurements (belonging to one patient): Each 
sample in this database contains a unique ID number of 
the respective patient, the date of the measurement 
series, the ID number of the measurement, standard 
blood parameters, tumor marker values, and cancer 
diagnosis information. Patients’ personal data were at 
no time available for the authors except for the head of 
the laboratory. 

In total, information about 20,819 patients is stored 
in 48,580 samples. Please note that of course not all 
values are available in all samples; there are many 
missing values simply because not all blood values are 
measured during each examination. Further details 
about the data set and necessary data preprocessing 
steps can for example be found in Winkler et al. (2010) 
and Winkler et al. (2011), e.g. 

Standard blood parameters include for example the 
patients’ sex and age, information about the amount of 
cholesterol and iron found in the blood, the amount of 
hemoglobin, and the amount of red and white blood 
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cells; in total, 29 routinely available patient parameters 
are available. 

Literature discussing tumor markers, their 
identification, their use, and the application of data 
mining methods for describing the relationship between 
markers and the diagnosis of certain cancer types can be 
found for example in Koepke (1992) (where an 
overview of clinical laboratory tests is given and 
different kinds of such test application scenarios as well 
as the reason of their production are described) and 
Yonemori (2006). 

As described in Winkler et al. (2010) and Winkler 
et al. (2011), information about the following tumor 
markers is stored in the AKH database: AFP, CA 125, 
CA 15-3, CA 19-9, CEA, CYFRA, fPSA, NSE, PSA, S-
100, SCC, and TPS. 
 
5. CASE STUDY RESEARCH RESULTS: 

FEATURES RELEVANT FOR PREDICTING 
BREAST CANCER DIAGNOSIS AND THE 
CORRESPONDING VARIABLES INTER-
ACTION NETWORK 
 

5.1. Data Preprocessing 
From the data base mentioned in the previous section 
we have selected a subset of samples containing 
standard blood data, tumor markers, and the information 
whether the corresponding patient was diagnosed with 
breast cancer or not. All samples represent female 
patients; we have selected samples that contain at least 
80% valid values and replaced all missing values by the 
median of the respective variable.  

Furthermore, variables containing less than 80% 
valid values were removed. Finally, the samples were 
filtered in such a way that 50% of the remaining 
samples represent patients with breast cancer and 50% 
patients without a positive breast cancer diagnosis. This 
leads to a data set consisting of 636 samples; Table 1 
summarizes all relevant key parameters of the so 
compiled data base. 

 
Table 1: Data base used for breast cancer diagnosis 

variables interaction network case study 
Number of samples 636 
Number of samples in  

class 0 (no breast cancer diagnosed) 
class 1 (breast cancer diagnosed) 

 
318 
318 

Number of available variables (features) 
standard values 
tumor markers (AFP, C125, C153, PSA) 

30 
26 
4 

 
5.2. Modeling Results, Variable Impacts and 

Variable Interaction Network 
 

5.2.1. Impact of Variables on Breast Cancer 
Diagnosis 

For estimating breast cancer diagnoses we have used the 
data set described in 5.1 and applied tree based genetic 
programming using the HeuristicLab 3.3.6 framework 

(Wagner (2009), http://dev.heuristiclab.com); the most 
important GP settings are summarized in Table 2. 

GP was used for learning models for the breast 
cancer diagnosis using all available variables; 
subsequently, following the strategy described in 
Section 2.2.3 all features were (one by one) removed 
from the data basis and the resulting classification 
accuracy compared to the accuracy achieved using all 
variables. Figure 4 visualizes the most important results 
of these tests showing the average test accuracies of five 
repetitions with five-fold cross-validation: Using all 
variables 75.47% of the given samples are correctly 
classified, after removing for example C125 the 
accuracy drops to 69.81%, and after removing C153 
even to 60.85%. All not displayed features do not seem 
to have a relevant impact as their removal did not lead 
to a decrease of the classification accuracy below 75%. 

 
Table 2: GP parameters 

Population size 1000 
Size limits 

maximum tree height 
maximum tree size 

 
8 

100 
Mutation rate 15% 
Offspring selection 

max. selection pressure 
strict 
100 

Function basis Arithmetic and logic 
functions 

 

 
Figure 4: Classification accuracies for breast cancer 

diagnoses 
 

5.2.2. Medical Variables Interaction Network 
Following the modeling of breast cancer diagnoses, all 
variables in the data set have been modeled using the 
hybrid approach described in Section 3.1: A genetic 
algorithm with strict offspring selection was used for 
optimizing feature selections and algorithm parameters 
for linear regression and support vector machines that 
are used for modeling each available variable. Table 3 
summarizes all relevant parameters for this modeling 
approach. 

Again, five repetitions were executed (applying 
five-fold cross-validation) for each modeling scenario. 
All variables that were eventually selected by the 
evolutionary process (either for linear regression 
modeling or support machines) were collected; from 
this information we have developed a variables 
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interaction network that represents all relevant 
relationships among variables. Figure 5 represents the 
so composed network showing relevant impacts for 
variables that can be modeled with test prediction 
squared correlation coefficient (R²) greater than 0.4 

 
Table 3: GA + linReg / SVM parameters 

Population size 10 
Mutation rates 

feature selection flip 
algorithm parameter 

mutation 

 
30% 
30% 

Offspring selection 
max. selection pressure 

strict 
100 

Initial variable selection 
probability  

30% 

 
6. CONCLUSION 
In this paper we have discussed a data-based approach 
for calculating the importance of medical variables for 
estimating cancer diagnoses using machine learning; 
furthermore, this modeling based impact analysis has 
also been used for constructing variable interaction 
networks describing the relationship among medical 
features. 

As we have seen in the empirical section of this 
paper, there are several features that are of significant 
importance for the success of estimating breast cancer 
diagnoses; not surprisingly, the most important ones are 
tumor markers. The subsequently generated interaction 

network shows the most important relationships among 
the analyzed medical variables. 
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ABSTRACT 

 
 In this paper we describe an algorithm based on 
evolutionary algorithms for determining patterns in 
images of biological samples (especially living cells) 
generated using the micro-patterning assay approach. In 
order to identify these patterns it is necessary to identify 
symmetric grids in nanoscale microscopy images. 

The algorithm presented in this paper is based on 
evolution strategies (ES): After downsampling the 
image using a correlation based approach for estimating 
the optimal downsampling rate, initial grids are 
constructed which are repeatedly evaluated and mutated 
for creating new candidates from which the best ones 
are promoted to the next generation. In the experimental 
section of this paper we analyse the performance of 
several ES strategies for identifying optimal grids in 
several images of biological samples. 
 
Keywords: bioinformatics, evolution strategy, µ-
patterning assay 
 
1. INTRODUCTION: USING THE μ-

PATTERNING ASSAY FOR THE 
DETECTION OF PROTEIN-PROTEIN-
INTERACTIONS IN LIVING CELLS 

 
 The cellular membrane of biological cells is an 
important integral part of cellular interaction processes. 
The membrane itself represents a physical barrier 
between intracellular and extracellular spaces and 
hereby generates a tiny reaction volume – the biological 
cell. In order to guarantee the proper function of a cell, 
interactions between the extracellular environment and 
the intracellular space are necessary.  

In many cases interactions take place with the help 
of proteins (receptors), which can be found integrated or 
on the surface of cell membranes. The communication 
between these receptors is regulated by so-called 
messenger-substances; for example the binding of 
insulin to the insulin receptor activates this receptor, 
which leads to decreased blood sugar levels. Another 
example can be found in the context of cell-growth: 
Binding of epidermal growth factor (EGF) to the EGF-
receptor (EGFR) can stimulate cell proliferation.            

A faulty regulation or an incorrect transmission of EGF 
can thus lead to cancer.  

Protein-protein interactions, especially in cell 
membranes, represent a key element for many cellular 
processes. Nowadays, the number of available methods 
for the detection and quantification of protein-protein 
interactions in living cells is limited. Some of them 
entail serious drawbacks like insufficient sensitivity or a 
high number of false-positive or false-negative results. 

Figure 1: Basic principle of µ-patterning assay 
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A very sensitive method to detect protein-protein 
interactions in living cells is called micro-patterning 
assay ((Schwarzenbacher et al., 2008) and (Weghuber et 
al., 2010a) and (Weghuber et al., 2010b)). Figure 1 
illustrates the basic principle of this technique: In order 
to identify and quantify interactions between a 
fluorophore-labelled protein (prey) and a membrane 
protein (bait) in vivo, a specific ligand to the exoplasmic 
domain of the bait is arranged in micropatterns on a 
glass surface. The intermediate gaps are passivated with 
BSA. When cells expressing the bait are plated on such 
surfaces, the bait follows the antibody patterns. To 
address bait-prey interactions, the lateral distribution of 
fluorescently tagged prey is analysed and compared 
with the antibody/BSA micropatterns. Interaction leads 
to pronounced co-patterning, whereas no interaction 
yields homogeneous prey-distribution. To detect the 
interactions a TIRF-based fluorescent microscopy 
imaging system is best suited, since it allows a strong 
background reduction from peripheral cell volume. 

In order to benefit from the advantages of the µ-
patterning technique, appropriate software is needed. 
Currently this is not the case. During the analyses of 
bait-prey protein interactions a large amount of data is 
collected, which has to be analysed. This analysing 
process cannot be carried out with the possibilities 
provided in an acceptable time. Thus, new algorithmic 
solutions are necessary.  

 
2. RESEARCH GOAL: OPTIMIZATION OF 

GRIDS FOR DETECTING PATTERNS IN 
BIOLOGICAL IMAGES 

 
 The goal of the research work presented in this 
paper is to develop an algorithm that is able to 
automatically identify grid structures in images of 
biological samples labelled by µ-patterning. 

The main idea is the analysis of two different kinds 
of images which represent in combination one 
biological sample: 

• Green light intensity images represent 
fluorescently labelled protein spots, known as 
patterns, which are to be analysed. 

• Red light intensity images represent the lattices 
which were used to produce the micro 
patterned glass plate. 

Real world examples for input data analysed in this 
research work can be seen in Figure 2. 

 
Within these images the patterns have to be 

separated from areas that represent the lattices. Thus, 
what is needed is a method that is able to identify 
symmetric grids within the red channel images and uses 
these grids to identify pattern areas in the corresponding 
green channel images. 

 
3. DATA PREPROCESSING 

 
3.1. Correlation Based Optimal Downsampling 

 
 In order to decrease the runtime consumption of 
further image analysis steps (including the identification 
of grid structures), the analyzed red channel images are 
downsampled (Lin and Dong 2006) using a correlation 
threshold θ: 

Starting with downsampling rate (dsr) 2, the dsr is 
constantly increased until the correlation (Rodgers and 
Nicewander 1988) of the downsampled image and the 
original image becomes less than θ.  
 
3.2. Transformation of Greyscale to Binary Images 
 
 In order to distinguish pattern areas from lattice, 
pixels below a pre-defined greyscale intensity level are 
transformed to white representing grid pixels, others to 
black ones. Additionally, pixels with intensity above a 
pre-defined threshold are also transformed to black. 
This leads to binary images as the one exemplarily 
shown in Figure 3. 
 

 
Figure 3: Binary representation of a red channel image 
 

Figure 2: Left column: fluorescently labelled bait 
antibody control, right column: bait-prey 

redistribution in living cells on µ-biochips; top: green 
channel images (interaction detection channel), 

bottom: red channel images (BSA-Cy5 grid) 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 272



4. IDENTIFICATION OF GRID STRUCTURES 
IN IMAGES OF BIOLOGICAL SAMPLES 
BASED ON EVOLUTION STRATEGIES 

 
In this section we describe an approach for 

identifying grid structures in images using evolution 
strategies: First, an initial grid is identified, which is 
repeatedly evaluated and mutated for creating new 
candidates from which the best ones are promoted to the 
next generation. 

 
4.1. Evolution Strategies 
 

Evolution strategies (ESs), beside GAs the second 
major representative of evolutionary computation, were 
developed since the 1960s, primarily by a German 
research community around Rechenberg and Schwefel 
at the Technical University of Berlin, and have been 
extensively studied in Europe (see for example 
(Rechenberg 1973) and (Schwefel 1994)). 

As it is an evolutionary algorithm, the optimization 
process based on ES is executed by applying operators 
in a loop, i.e., main operations are applied on the 
solution candidates repeatedly until a given termination 
criterion is met. Similar to GAs, an ES works with a 
population of individuals; each individual is 
characterized by its parameter vector which is used to 
calculate the individual’s fitness value. In every step of 
the algorithm's execution (that is, in each generation), 
the old population is replaced by a new one. Still, there 
are differences between GAs and ESs, especially in the 
form of their genotypes, the calculation of the fitness 
values and the operators (mutation, recombination and 
selection): 

• ESs most frequently use real-coding of design 
parameters, they model the organic evolution 
at the level of individual’s phenotypes; the 
representation used is a fixed-length real-
valued vector, each position in the vector 
corresponds to a feature of the individual. 

• Whereas GAs use mutation only for avoiding 
stagnation, mutation is the main reproduction 
operator in evolution strategies: Each 
component of the parameter vector is mutated 
individually in each generation. Small 
mutations are more likely than big ones, the 
standard mutation distribution being the 
Gaussian mutation (N(0,σ)). 

• In addition to mutation, recombination can be 
used to create a new individual (a “child”) out 
of two “parents”, too. Recombining two ES 
solution candidates means calculating the 
geometric average of the parents' parameter 
vectors. 

• In contrast to nature and GAs, the selection of 
ESs works in a totally deterministic way: In 
each generation only the best individuals 
survive. 

Examples for mutation and recombination in the 
context of ESs are shown in Figure 4: 

 

 
Figure 4: Exemplary solution candidates and the 

effect of genetic operations in ES 
 

In each generation of an ES algorithm, λ children 
are produced by μ parent individuals; by selection, the 
best children are chosen and become the parents of the 
next generation. Typically, parent selection in ES is 
performed uniformly randomly, with no regard to 
fitness; survival in ESs simply saves the μ best 
individuals, which is only based on the relative ordering 
of fitness values. 

Basically, there are two selection strategies for 
ESs: 

• The (μ,λ)-strategy: μ parents produce λ 
children; the best μ children are selected and 
form the next generation's parents. 

• The (μ+λ)-strategy: If this selection model, 
also called the “plus-selection”, is applied, μ 
parents produce λ offspring; parents and 
children together form a pool of potential new 
parents, and the best μ individuals are selected 
from this pool to become the next generation's 
parents. 

The main procedure steps of the execution of ES is 
summarized and graphically shown in Figure 5. 

 

 
Figure 5: Workflow of the standard evolution strategy 

(ES) algorithm 
 
Rechenberg proposed a heuristic for the adaptation 

of the mutation variance, the so-called 1/5 success rule 
(which was originally proposed for the special case of a 
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(1+1) ES; similar rules have also been stated for other 
ES-variants): The quotient of the number of the 
successful mutants (those that improve the population's 
quality) to all mutants should be about 1/5. If this 
quotient is greater than 1/5, then the mutation variance 
should be increased; if the quotient is less than 1/5 
(which means that less than 20% of the mutations 
produce better mutants), the mutation variance should 
be reduced. 

Additionally, this ES workflow is extended as 
proposed by Schwefel (Schwefel 1994) so that there is 
an individual mutation strategy parameter for each 
parameter of the solution candidate. Thus, the mutation 
strength of each feature is also optimized during the 
evolutionary process. 

 
4.2. Solution Candidates Representing Grids 
 
 A solution candidate is represented as a 
composition of four parameters and its quality measure. 
As shown in Figure 6, the four parameters are: 

• The grid’s deflection, the inclination of the grid 
referring to the image orientation, 

• the grid’s width, i.e., the distance between two 
gridlines, 

• the horizontal offset of a reference vertical grid 
line, 

• the vertical offset of a reference horizontal grid 
line. 

 
4.3. Evaluation of Grid Solution Candidates 

 
 In order to obtain a robust and reproducible 
comparison between various grid solution candidates an 
evaluation function has been defined; this evaluation 
function calculates the quality of a solution candidate 
comparing the binary image, retrieved from the input 
grid image, with the solution candidate itself. 

 

 

4.3.1. Computation of the Whole “Expected” Grid 
Defined by a Grid Solution Candidate 
 

As a solution candidate is only represented by four 
parameters, it is clearly necessary to expand the solution 
candidate of the size of the initial image and thus 
retrieve the whole grid defined by this parameter 
combination. 

 

 
 
This clamping process is done by calculating all 
gridlines appearing in the initial image and furthermore 
(gridwidth * gridwidthTolerance) additional lines on 
the left and the right side of the original line. These 
additional lines are calculated to be aware of 
inaccuracies in the original grid picture and therefore to 
avoid faulty calculations of intensity and contrast values 
in the analyses steps later on. 
The result of a fully clamped expected grid can be seen 
in Figure 7. The result is a binary image with white-
coloured grid lines and black-coloured patterns. 
  
4.3.2. Comparison with Initial Binary Image 
 
 The actual quality of a solution candidate (grid) is 
computed by the comparison of each pixel of the 
expected grid image (expected(grid)) with the 
corresponding pixel of the binary representation of the 
original image (binary). The number of positive 
comparisons is summed up over all pixels p and divided 
by the total number of pixels N. The retrieved value is 
within the range [0, 1]. 
 
   ܰሺܾ݅݊ܽݕݎሻ ൌ |ሼ|  א  ሽ | (1)ݕݎܾܽ݊݅
 
  ܲሺ݃݀݅ݎ, ሻݕݎܾܽ݊݅ ൌ 
  |ሼ݁݀݁ݐܿ݁ݔሺ݃݀݅ݎሻሾሿ ൌ  ሿሽ|  (2)ሾݕݎܾܽ݊݅
 
,݀݅ݎሺ݃ݕݐ݈݅ܽݑݍ   ሻݕݎܾܽ݊݅ ൌ   |ሺௗ,௬ሻ|

|ேሺ௬ሻ|
  (3) 

 
4.4. Identification of Initial Solution Candidates 

 
 In order to start the identification of grid structures 
we determine initial solution candidates which are 
calculated from the binary image. The first step is to 
define three gridlines (two vertical and one horizontal) 
in order to be able to complete the grid definition. A 
gridline itself is composed of an offset-value, which 
determines the position within the image, and its 

Figure 7: Exemplary expected grid 
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Figure 6: Parameters of a grid candidate 
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deflection. A gridline can be evaluated by calculating 
the percentage of white pixel-values compared to the 
binary image (as defined in Equation 5). 

 
• First, starting from some area A within the 

image (e.g., the right upper quarter of the 
image), all possible vertical gridlines in this are 
evaluated: 

 
 ݔ ሺ  א ,ݔ ݊݅ݐ݈݂ܿ݁݁݀ א ሾെ0.2;0.2ሿሻ: 
  ݈ ൌ ,ݔሺ݈݁݊݅݀݅ݎܩ݈ܽܿ݅ݐݎ݁ݒ   ;ሻ݊݅ݐ݈݂ܿ݁݁݀
ሺ݈ሻݕݐ݈݅ܽݑݍ ൌ ,ሺ݈݈ܽݒ݁   ሻ݁݃ܽ݉ܫݕݎܾܽ݊݅

 (4) 
,݈݁݊݅݀݅ݎሺ݈݃ܽݒ݁ ሻ݁݃ܽ݉ܫݕݎܾܽ݊݅ ൌ  

|ሼ|  א  ݈݁݊݅݀݅ݎ݃ ר ሿሾ݁݃ܽ݉ܫݕݎܾܽ݊݅  ൌ |ሽ݁ݐ݄݅ݓ
|ሼ   א |ሽ݈݁݊݅݀݅ݎ݃  

 (5) 
 

The best gridline with offset x and deflection 
def (lopt(xopt,defopt)) so found in A is the starting 
point for the construction a complete grid 
definition. 

 
• Second, the best next parallel gridline lopt2 to 

lopt is computed by iteratively decreasing (or 
increasing) x (starting at xopt) and evaluating 
the so created lines with the same deflection 
defopt until the next local optimum in the set of 
possible vertical gridlines is found.  
 

• Finally, all horizontal gridlines in A with 
deflection െ݀݁ ݂௧are calculated: 
 

 ݕ ሺ  א  :ሻݕ
  ݈ ൌ ,ݕ൫݈݁݊݅݀݅ݎܩ݈ܽݐ݊ݖ݅ݎ݄ െ݀݁ ݂௧൯;  
ሺ݈ሻݕݐ݈݅ܽݑݍ ൌ ,ሺ݈݈ܽݒ݁   ሻ݁݃ܽ݉ܫݕݎܾܽ݊݅

 (6) 
The best of these is selected as lopt3. 

 
These three lines (lopt, lopt2, and lopt3) define an 

initial grid candidate identified in the area A. 
This initial grid construction heuristic is performed 

five times in different starting areas of the given image; 
the best so found solution candidate is subsequently 
optimized by the ES algorithm. 

 
5. EXPERIMENTAL RESULTS 
 
In order to demonstrate ability of the here presented 
approach to identify optimal grids in biological 
microscopy images, 8 exemplary samples have been 
selected. These samples represent microscopy images of 
living cells and their size is 1344 by 1024 pixels. 

In the following tables we summarize the qualities 
achieved for these samples for downsampling tolerances 
0.8 and 0.9 as well as varying ES parameter settings 
(plus selection as well as mutation strategy adaptation 
as described previously were applied in all tests). In 
Figure 8 we show the average improvements achieved 
by one specific ES configuration for the given samples 
(w.r.t. the initial qualities); examples of grid structures 

found for one of the chosen microscopy images are 
shown in Figure 9. 

 
 

 Quality  
Image 

Sample 
initial optimized Improvement 

[%] 
1 0.749 0.788   5.213% 
2 0.726 0.822 13.335% 
3 0.701 0.778 11.110% 
4 0.605 0.804 32.738% 
5 0.651 0.767 17.779% 
6 0.584 0.733 25.424% 
7 0.696 0.699   0.459% 
8 0.548 0.570   3.978% 

Mean Improvement [%] 13.754% 
Table 1: Results achieved with downsampling 

tolerance 0.8, μ = 5, λ = 10, and 100 ES iterations 
 
 

 Quality  
Image 

Sample 
initial optimized Improvement 

[%] 
1 0.682 0.770 12.964% 
2 0.709 0.803 13.208% 
3 0.649 0.776 19.599% 
4 0.572 0.808 41.124% 
5 0.543 0.719 32.484% 
6 0.525 0.619 17.813% 
7 0.561 0.661 17.781% 
8 0.594 0.643   8.263% 

Mean Improvement [%] 20.404% 
Table 2: Results achieved with downsampling 

tolerance 0.9, μ = 5, λ = 10, and 100 ES iterations 
 
 

 Quality  
Image 

Sample 
initial optimized Improvement 

[%] 
1 0.749 0.786   4.968% 
2 0.726 0.816 12.424% 
3 0.701 0.774 10.523% 
4 0.605 0.801 32.232% 
5 0.651 0.763 17.202% 
6 0.584 0.729 24.867% 
7 0.696 0.698   0.418% 
8 0.548 0.562   2.593% 

Mean Improvement [%] 13.154% 
Table 3: Results achieved with downsampling 

tolerance 0.8, μ = 5, λ = 10, and 40 ES iterations 
 
 

 Quality  
Image 

Sample 
initial optimized Improvement 

[%] 
1 0.682 0.769 12.825% 
2 0.709 0.800 12.784% 
3 0.649 0.775 19.446% 
4 0.572 0.804 40.435% 
5 0.543 0.717 32.145% 
6 0.525 0.619 17.818% 
7 0.561 0.661 17.697% 
8 0.594 0.642   8.065% 

Mean Improvement [%] 20.152%
Table 4: Results achieved with downsampling 

tolerance 0.9, μ = 5, λ = 10, and 40 ES iterations 
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 Quality  

Image 
Sample 

initial optimized Improvement 
[%] 

1 0.749 0.788   5.174% 
2 0.726 0.822 13.278% 
3 0.701 0.778 11.042% 
4 0.605 0.802 32.543% 
5 0.651 0.763 17.231% 
6 0.584 0.732 25.402% 
7 0.696 0.698   0.406% 
8 0.548 0.565   3.031% 

Mean Improvement [%] 13.513% 
Table 5: Results achieved with downsampling 

tolerance 0.8, μ = 3, λ = 15, and 40 ES iterations 
 

 Quality  
Image 

Sample 
initial optimized Improvement 

1 0.682 0.769 12.820% 
2 0.709 0.784 10.491% 
3 0.649 0.776 19.607% 
4 0.572 0.807 41.078% 
5 0.543 0.758 39.594% 
6 0.525 0.684 30.274% 
7 0.561 0.661 17.731% 
8 0.594 0.641   8.018% 

Mean Improvement 22.452%
Table 6: Results achieved with downsampling 

tolerance 0.9, μ = 3, λ = 15, and 40 ES iterations 
 

 
Figure 8: Average improvement during the 

evolutionary process for the 8 given samples (compared 
to the initial solution candidate) achieved with 
μ= 3,  λ =15, and downsampling tolerance 0.9. 
 
 

6. CONCLUSION 
In this paper we have described an evolutionary 

process with an initial construction heuristic that is able 
to automatically identify grids in microscopy images of 
biological samples. In future work this approach shall 
be included in a fully automated bioinformatical image 
analysis framework that is designed for biomedical 
research. 
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ABSTRACT 

Agent-monitored multisimulation provides a powerful 

paradigm to conceive and perform experimentations not 

possible by traditional simulation techniques. Multisi-

mulation was developed for simulation-based conflict 

management and training purposes. Anticipatory behav-

ior has several advantages over reactive behavior. Mo-
nitoring multisimulation studies by agents bring addi-

tional benefits. First, overviews of several types of 

threats and the relevance and importance of anticipation 

are given. Then, the possibilities offered by multisim-

ulation and agent-monitored anticipatory multisim-

ulation are presented. Afterwards, the appropriateness 

of agent-monitored anticipatory multisimulation is 

shown for several types of synchronous or asynchro-

nous threat management and training. 

 

Keywords: Agent-monitored anticipatory multisimu-
lation, predictive display, types of threats, simulation-

based threat-management training 

 

1. INTRODUCTION 

Emerging threats find those individuals, groups, or na-

tions that cannot anticipate and counteract them on 

time. Merely reacting to events is not sufficient. As 

shown by Galvani (1737-1798) and Volta (1745-1827), 

even a dead frog can react. Intelligent entities (humans 

or advanced software agents) can do better than simply 

reacting. What is important is the ability to anticipate 
possible threat(s) and take precautions before it is too 

late. We realize that an appropriate methodology needs 

to be developed to help decision makers and concerned 

individuals to get worthwhile experience (or training) to 

realize the consequences of and to manage several types 

of possible threats which may occur synchronously or 

asynchronously.  

Four pillars of our methodology are: (1) behavior-

ally anticipatory systems, (2) multisimulation (to allow 

experimentation with several aspects of reality at the 

same time), (3) agent-monitored simulation to benefit 

from capabilities of software agents, and (4) systems 
engineering (to benefit from systems approach and sys-

tems engineering to explore solutions for complex so-

cial issues). 

 Agent-monitored multisimulation provides a pow-

erful paradigm to conceive and perform experimenta-

tions not possible by traditional simulation techniques. 

Multisimulation was developed for simulation-based 

conflict management and training purposes (Yilmaz and 

Ören 2004; Yilmaz et al. 2006). Anticipatory behavior 

has several advantages over reactive behavior. Monitor-

ing multisimulation studies by agents bring additional 

benefits.   

 The article is organized as follows: Background 
information about threats and multisimulation are given 

in sections 2 and 3. Behaviorally anticipatory systems 

are presented in section 4. Agent-monitored anticipatory 

multisimulation and simulation-based threat-manage-

ment training are presented in sections 5 and 6. Section 

7 consists of the highlights of a case study. Finally, sec-

tion 8 covers our conclusion and reports our on-going 

work on multisimulation. 

 

2. THREATS 

A "threat" is an indication of something impending and 
usually undesirable or unpleasant. It may be: (1) an ex-

pression of an intention to inflict evil, injury, or damage 

on another usually as retribution or punishment for 

something done or left undone; (2) an expression of an 

intention to inflict loss or harm on another by illegal 

means and especially by means involving coercion or 

duress; or (3) something that by its very nature or rela-

tion to another threatens the welfare of the latter. (Mer-

riam-Webster). 

Threats can be targeted to individuals, groups, or 

nations, as well as to environment. A large variety of 
treats exist. They can be external (exogenous) or inter-

nal (endogenous) and they can be subtle or overt. For 

example, terrorism (which can be exogenous or endog-

enous) is unfortunately a well known threat. Sometimes, 

neglect may induce a chain of events which may end up 

by becoming a threat. In a country, for example, un-

checked power of a leader may foster a potential dicta-

tor which may then become a treat to the regime of the 

country and to its citizens. The declining quality of 

drinking water may become a business opportunity to 

offer bottled water which may end up by being an envi-

ronmental threat due to the thrown away empty bottles.  
We are well aware of the limits of: (1) rational 

thinking (Damassio 1994), (2) dysrationalia –which is 

defined as the inability to think and behave rationally 

despite adequate intelligence– (Stanovitch 2009), and 

even (3) the "upside of irrationality (Ariely 2010).  

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 277

mailto:oren@eecs.uOttawa.ca
mailto:yilmaz@auburn.edu


 However, we also observe that most types of 

threats are results of some chains of events. Our thesis 

is that, as intelligent people, if we are better educated or 

at least trained to acquire experience in anticipating re-

sults of chains of events, we may take precautionary 

measures on time to avoid unnecessary disasters. For 
example, denying fundamental rights to a minority 

(ethnic, religious, or else) in a society would entails re-

action and may become a source of serious threat. In 

another area, it should be possible to monitor, fiscal re-

sponsibility of bankers who offer credits to individuals 

beyond their means, before their practice become a na-

tional disaster. Similarly, fiscal responsibility of coun-

tries should be possible to be monitored before the 

chain of events end up by becoming national, regional 

disasters and threatening world economy. 

 

3. ANTICIPATORY MULTISIMULATION 
Multisimulation allows simulation of several aspects of 

reality at the same time. In its simplest form, while a 

simulation run is progressing, if a significant develop-

ment occurs, then in the simulation study a branching 

can occur. In this case, while the main simulation study 

continues, a second simulation starts to explore the new 

development. For example, while simulating function-

ing of a city, if there is a threat such as an explosion 

somewhere in the city, an additional simulation of this 

threat may start. While these two simulations are run-

ning, if there is yet another significant event, a third 
simulation may start. Even if the threats occur in differ-

ent parts of the city, each threat would require some re-

sources and may have implications for the others, such 

as need for resources from a common pool; hence they 

may have some relations. Therefore, multisimulation 

can provide realistic and valuable experience for deci-

sion makers. 

 In general, when a branching occurs in a simula-

tion study, the old and new simulation runs may use the 

same or different models –with same or different pa-

rameters– under same or different scenarios.  

 An interesting generalization of the multi-
simulation concept is its application to thought experi-

ments. In this case, at a given situation, the implications 

of several alternative scenarios can be explored.  

 

3.1 Multisimulation within a taxonomy of simulation  

To appreciate the position of multisimulation with re-

spect to some other types of simulation, Table 1a and 1b 

outline a taxonomy of simulation based on the charac-

teristics of model behavior generation. (There are many 

other types of simulation based on other criteria. See for 

example Ören (2011, 2012). Table 1a is based on hard-
ware used in the simulation, as well as time and purpose 

of using simulation.  

 Table 1b is based on the process of generation of 

model behavior. Gaming simulation or serious (simula-

tion) games are intermittent simulations; i.e., at certain 

interaction times, simulation is interrupted, some infor-

mation is made available to players (or decision mak-

ers). Based on the available information, the players 

make decisions, i.e., change values of controllable vari-

ables and/or parameters, and if feasible, models. Then 

simulation resumes.   

Table 1a. Taxonomy of Simulation Based on  

Characteristics of Model Behavior Generation 

►Category  •  Criteria: Type of simulation  

 

►Hardware use 

• Hardware is used: Simulator (man-in-the-loop-

simulation) 

• Hardware is not used: Simulation 

►Time 

• Real-time: Real-time simulation 
• Compressed time: Compressed-time simulation 

• Expanded time: Expanded-time simulation 

►Purpose  

• Value-free decision: Value-free simulation 

• Descriptive decision: Descriptive simulation 

• Explanatory decision: Explanatory simulation 

• Predictive decision: Predictive simulation 

• Normative decision: Normative simulation 

• Evaluation: Evaluative simulation 

• Prescription: Prescriptive simulation 

 

Table 1b. Taxonomy of Simulation Based on Process of 
Model Behavior Generation 

►Category •  Criteria (•• Subcriteria):  

    Type of simulation (Subtype of simulation) 

►Process of generation of model behavior 

• Continuous: Simulation run,  (Single-run 

simulation study) 

• Intermittent: 
•• Multiple runs: [Multiple-run] simulation 

study, Antithetic run, Regenerative simulation, 

Sensitivity simulation 

•• Nested simulation: Optimizing simulation:  

(Simulation within optimization, Optimization 

within simulation) 

Expert system (ES) & Simulation: (Simulation 

within ES, ES within simulation) 

•• Interaction among decision makers (players): 

Gaming simulation, Game-theoretic simula-

tion, Serious games 
If competition: Zero-sum games (Wargaming,        

Business gaming) 

If cooperation: Non-zero-sum games (Peace 

games) 

If coopetition: Cooperative simulation within 

competitors 

•• Interaction between behavior generation and 

the real system: Stand-alone simulation, Inte-

grated simulation 

•• Multiple simulations: (with or without interac-

tion of simulation and real system) (with or 

without interaction among decision makers 
(players): Multisimulation 

  

 So far as interaction between simulation and the 

real system is concerned, there are two cases: In stand-
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alone simulation, simulation is independent of the oper-

ation of the real system, as it is the case in most simula-

tion studies. In integrated simulation, the operations of 

real system and simulation are either synchronous or 

interwoven. Integrated simulation is used to monitor the 

operation of a real system or to enrich its operation. 
 In the case of multisimulation, at the branching 

points, decisions can be made as it is the case in serious 

simulation games, or there can be interaction with real 

system as it is the case in integrated simulation (Yilmaz 

et al. 2007). 

 Anticipatory multisimulation is multisimulation of 

anticipatory systems. The power of anticipatory multi-

simulation can be used as predictive displays of the 

consequences of several alternative scenarios at critical 

decision points. Hence, the potential undesirable (in-

cluding catastrophic) states can be displayed, therefore 

can be avoided, before they happen. 
 

4. SYSTEMS ENGINEERING 

 

4.1 What is System Engineering? 

A system is a construct or collection of different ele-

ments related in a way that allows the achievement of a 

common objective (Thayer 2005). The elements of the 

system include hardware, software, people, facilities, 

policies, and other factors coordinated to achieve sys-

tem objectives.  

 System engineering (SE) involves the application 
of engineering and management practices to transform 

the user needs into a system specification and realiza-

tion that most efficiently meets the need. SE entails the 

technical management functions that controls and coor-

dinates the overall system development activities. As 

such, it revolves around a generic problem solving pro-

cess that gradually evolves specifications toward a real-

ization of the requirements that satisfy objectives set 

forth at the beginning of a project. 

 

4.2 The Functions of System Engineering 

System Engineering involves: 
 

   System conception that deals with the process 

of involving users in conceiving an application 

and identifying tentative requirements. 

   Problem specification, which identified and 

formulates the needs and constraints imposed 

by the problem domain. Domain analysis con-

stitutes the fundamental component of problem 

specification. Application analysis entails the 

description of the parts of the system that are 

visible to the user.  

   Solution analysis, which determines the set of 

possible ways to satisfy requirements, over-

views the solutions, and selects an optimal 

strategy. 

   Process planning that identifies the tasks, their 

scheduling and interdependencies, estimates 

the size and cost of the project, and determines 

the required effort to complete the project. 

   Process control and product evaluation that 

determines the strategies to control and meas-

ure the progress and evaluates the product via 

testing, inspection, and analysis. 

 

 In (Yilmaz and Ören 2009; Ören and Yilmaz 
2009; Ören and Yilmaz 2012), we elaborated on how 

M&S and SE can support each other. Here, we discuss 

the role of M&S in systems, why M&S requires SE, and 

why Simulation Systems Engineering (SSE) is neces-

sary. Simulation is becoming a dominant technology in 

many systems engineering applications. In defense-

related training systems, simulations are being embed-

ded to create virtual scenarios. Symbiotic simulation 

systems have been proposed as a way of solving this 

problem by having the simulation and the physical sys-

tem interact in a mutually beneficial manner.  

 

4.3 Why does M&S Require SE? 
As discussed above, M&S systems are becoming more 

and more complex and they are being embedded with 

other system in a system of systems context to serve 

larger objectives. In developing such simulations the 

solution space must be defined before assigning func-

tionality to various components. The SE perspective 

provides an opportunity to specify the solution for the 

acquirer prior to allocation of functionality onto hard-

ware, software, and simulation systems.  

 

4.4 Why is SSE Necessary? 

M&S development costs are rising partly due to in-

creased complexity. Craftsmanship approach to M&S in 

the small does not scale to M&S in the large. Conse-

quently, such complex and extremely large simulation 

systems require technical system management and SE 

oversight. Unless such oversight is present, the follow-

ing problems are likely to emerge.  

 

 Simulation system becomes unmanageable. 

 Costs are overrun and deadlines can be missed. 

 Greater risk exposure arises. 

 Requirements may not be met. 

 The simulation fails to satisfy its objectives.  

 Maintenance costs increase. 

 

5. BEHAVIORALLY ANTICIPATORY 

SYSTEMS 

An anticipatory system is a system whose next state de-

pends on its current state as well as the current percep-

tions of its future state(s) (Ören and Yilmaz 2004). That 

is, a behaviorally anticipatory system incorporates per-
ceptions of future states into decision-making to im-

prove its effectiveness in developing actions that lead to 

situations with high utility and payoffs. That is, in a 

threat scenario, having an anticipatory perception in 

terms of predictive models of opponents and/or the 

threat environment is expected to improve decision-

making. Specifically, in evolving threat situations, pre-

defined course of actions and strategies may be obso-

lete, and reactive strategies that cannot properly 
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anticipate effects fail to reliably respond to emerging 

activity in a timely manner. Also, reactive behavior is 

severely inertial for tasks where multiple goals need to 

be pursued. Therefore, purposive reliable course of ac-

tions should not simply be reactive to situation, but also 

consider anticipations of the effects expected.  
 The role of anticipation in threat-management 

training can be conceptualized in terms of the elements 

of anticipatory behavioral control, shown in Figure 1.  

 

 
Figure 1: Anticipatory Behavioral Control 
 

 According to theory of anticipatory behavioral 

control, (1) behavioral act or response (R) is accompa-

nied with an anticipation of its effects, (2) anticipated 

(simulated) and real effects are compared, (3) the credit 

assigned between response and anticipation is strength-

ened when the anticipations are accurate and weakened 

otherwise, (4) finally, R – Eant relations are differentiat-

ed by behavior relevant situational stimuli. 

 Based on these characteristics, a behaviorally an-

ticipatory threat-management and training system needs 
to incorporate interpretation facilities as a precursor to 

(1) comprehend and draw accurate inferences about the 

evolving and volatile threat environment, (2) have con-

text-sensitive pragmatism by considering the likely ef-

fects of course of actions, and (3) have situational 

definition as a direct input to action recommendation. 

Drawing inferences about the world requires presence 

of predictive models for the generation and understand-

ing of effects. In principle, a behaviorally anticipatory 

system is a system containing predictive model of itself 

and/or of its environment, which allows it to change at 

an instant in accord with the model’s predictions per-
taining to a later instant. This ability can also be used to 

compensate for the absence of or fuzziness in infor-

mation and data available during training. Anticipation 

and anticipatory learning during a threat-management 

training scenario can involve generation of a multitude 

of dynamic models of course of actions in a given prac-

tical situation and the resolution, through a reward or 

punishment mechanism, of their threat in an action. 

 Figure 2 illustrates components of a hypothetical 
anticipatory learning framework in threat-management 

training. The training system is coupled with a 
multisimulation system to explore expected effects of 

identified plausible course of actions. Due to uncertain-

ty, models executed by the multisimulation system can 

examine the effects of strategies in multiple possible 

environments. As the user gains better insight about the 

threat and develops more accurate predictive threat mo- 

dels, the system can shift from exploratory analysis to 

exploitation of increasingly accurate environmental 

models to discern effective strategies under the given 

 
Figure 2: Anticipatory Learning in Threat Management 

 

environment. In this context, multisimulation can be 

construed as generator of futures. Situation-Response 
(S-R) training systems are slow since they are able to 

propagate reward only one step at a time and only in 

direct interaction with the environment. An anticipatory 

learning/training system will be able to form explicit 

environmental models and use them to propagate re-

ward faster. The control/interface agent (or trainee) uses 

the future state projections generated by the learning 

system. On the other hand, before acting on the actual 

training scenario, the user can continue to experiment in 

the virtual environment via further experimentation us-

ing the multisimulation engine. As the threat environ-
ment and the scenario unfold in real-time, the models 

executed by the multisimulation system need to be in 

synch with the emerging behavior in the threat scenario. 

This requires proper dynamic model and parameter up-

dating mechanisms. 

 

6. AGENT-MONITORED ANTICIPATORY 

MULTISIMULATION FOR THREAT-

MANAGEMENT TRAINING 

Multisimulation with multimodels, multiaspect models 

or multistage models needs mechanisms to decide when 

and under what conditions to replace existing models 
with a successor or alternative. The control agent, 

shown in Figure 2, monitors the multisimulation sub-

system through the anticipatory learning component. 

The control agent partly enables branching into contin-

gency plans and behavioral rules in response to scenario 

or phase change during experimentation. Graphs of 

model families may facilitate derivation of feasible se-

quence of models that can be invoked or staged. More 

specifically, a graph of model families can be used to 

specify alternative staging decisions. Each node in the 

graph depicts a model, whereas edges denote transition 
or switching from one model to another.   

Model recommendation in multisimulation can 

simply be considered as the exploration of the model 

staging space that can be computed by reachability 

analysis of the graph. There are two modes for the us-

age: (1) Offline enumeration of paths using the graph 

and performing a staged simulation of each model in 

sequence one after the other, unless a model staging op-

eration becomes infeasible due to conflict between the 
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transition condition and the precondition of the succes-

sor model and (2) run-time generation of potential fea-

sible paths as the simulation unfolds. In both cases, a 

control agent plays a key role to qualify a successor 

model. The first case requires derivation of sequence of 

models using a traversal algorithm. The edges relate 
families of models. Therefore, the actual concrete mod-

els, the preconditions of which satisfy the transition 

condition need to be qualified, since transition to some 

of these model components may be infeasible due to 

conflict between a candidate model and inferred situa-

tion. 

Candidate models and associated simulations can 

be maintained by the control agent using focus points. 

A focus point manages branch points in the simulation 

frame stack. Suppose that a goal instance (i.e., stage 

transition condition) is at the top of the stack. If only a 

single model qualifies for exploration, then it is pushed 
onto the stack. Yet, if more than one model matches the 

condition, a simulation focus point is generated to man-

age newly created simulation branching (discontinuity) 

points, each one of which have their own contexts. 

When a path is exhausted, the closest focus point 

selects the next available model to instantiate the simu-

lation frame or return to the context that generated the 

focus point. As threat management scenarios are ex-

plored, a network of focus points is generated. Deter-

mining which focus point should be active at any given 

time is the responsibility of the control agent. When 
more than one model is qualified, then the agent needs 

to decide which one to instantiate. Control rules can in-

form its decision. Three steps involve in deploying a 

new simulation frame in such cases: matching, activa-

tion, and preference. The matching step should both 

syntactically and semantically satisfy the request. The 

activation step involves running a dynamic set of rules 

that further test the applicability of models with respect 

to contextual constraints. Finally, the preference steps 

involve running a different set of rules to impose an ac-

tivation ordering among the active frames. 

 

7. HIGHLIGHTS OF A CASE STUDY 

 

7.1 Advance Warning Systems and Protection for 

Sustaining Humanitarian Operations  
In humanitarian operations, carrying supplies and food 

aid to those in need is increasingly becoming a chal-

lenging task. Supply convoys are routinely disrupted to 

undermine international conflict resolution efforts.  

 Consider the problem of escorting a convoy along 

an unknown territory. Smaller convoys use high-speed 

as a means of defense while larger convoys are restrict-
ed to lower speeds and must make numerous stops to 

maintain formation and navigate through cities. A 

cyber-physical escort system using UAVs could en-

hance the safety of the convoy. Among the goals of 

such a Cyber-Physical System (CPS) of UAVs is to co-

operatively follow friendly convoy vehicles along both 

known and unknown routes and provide situational 

awareness information to determine whether road 

ahead/behind and sides are clear. As a team of UAVs 

conduct cooperative search, tracking, and acquisition, 

collision avoidance becomes critical, as any scenario 

that considers dynamic updating of paths requires 

deconfliction of flight plans of cooperating vehicles. 

This scenario gets complicated further due to failure of 
UAVs to anticipate ground vehicles’ turn direction, lack 

of maneuvering agility, difficulty in managing multiple 

simultaneous views of targets, and mechanical limits of 

the sensor’s gimbal system. Also, radar and optical sen-

sors will have limitations in terms of range, resolution, 

sensitivity in low light/obscured conditions, and motion 

stability. These limitations bring with them uncertain-

ties in target detection, identification, and tracking. Fur-

thermore, a cooperative UAV team should be able to 

track an unfriendly moving target when requested, 

while also accounting for obstructions to viewing and 

terrain changes. As a result, robust strategies are needed 
to cope with uncertainty as well as ambiguity (lack of 

clarity). In such evolving situations, predefined control 

strategies may be obsolete and reactive control methods 

that cannot properly anticipate effects fail to reliably 

respond to emerging activity in a timely manner. Also, 

reactive control systems are severely inertial for tasks 

where multiple goals need to be pursued. Therefore, 

purposive reliable behavior should not simply be reac-

tive to situation, but also consider anticipations of the 

effects expected. 

7.2 Application of Anticipatory Multisimulation  

A multisimulation system coupled with a convoy escort 

system can leverage real-time observations using an in-

put exploration component responsible for conducting 

input analysis and selecting appropriate distributions for 

the environmental models. At this stage, dynamic model 

updating to attain consistency between the cyber (simu-

lation) and physical components is critical. Samples 

from these distributions can then be integrated with con-

troller parameters to form one model ensemble for each 

Agent-based Simulation Process (ASP) in a multi-

simulation. Ideally, each ASP can be mapped to one or 

more CPU cores. If the simulation population is large or 
if hardware resources are limited, multiple ASPs can 

run on a single core. Outputs from the ASPs may take 

the form of fitness and robustness measure of the indi-

vidual simulations averaged across all of the replica-

tions. While robust strategies generated by symbiotic 

adaptive multisimulation can be used by the agent con-

troller to update the coordination behavior of physical 

and/or simulated UAVs, anticipatory learning could im-

prove over time both the self-simulation and the physi-

cal system by rewarding effective control strategies. 

 

8. CONCLUSION 

Chains of some events may end up by becoming major 

threats to individuals, groups, or nations. Proper educa-

tion and training of individuals may help them to realize 

the importance of anticipatory consideration and evalua-

tion of alternatives and to take precautions to avoid –at 

least certain types of– disasters. A systems engineering 

approach, coupled with multisimulation methodology 
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would even allow them to acquire necessary experience 

by allowing simulation of several aspects of reality at 

the same time.  

 Our research will continue (1) refining the method-

ology, including cognitive simulation such as under-

standing and misunderstanding in human behavior 
simulation and (2) in developing examples.   
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ABSTRACT 
An important observation is the fact that overweight and 
obesity (obesity being in 1997 by World Health 
Organization recognised as a chronic disease which has 
to be healed) have reached epidemic extensions and 
represent an important social and economic burden for 
the countries as well as for many individuals. They also 
represent a risk factor for developing several chronic 
diseases and consequently serious health complications. 
In the paper a description organization is presented 
enabling the coexistence of different models indicating 
several problem levels and so giving the estimation of 
overweight and obese population, connections with 
other diseases or risk factors and estimation of 
economic burden as well as the possible consequences 
of healing interventions. Special attention is devoted to 
the efficacy of open and close – loop weight control at 
the level of individual patient and the potential 
consequences to the observed population. 
 
Keywords: obesity, motivation problems, modelling, 
control design 

 
1. INTRODUCTION AND MOTIVATION 
Unhealthy life style very frequently consists of 
inactivity, stress, improper and/or too rich or abundant 
food resulting in a number of problems among which 
the first one is usually overweight. 

A simple index of weight-for-height (known as 
body mass index - BMI) is commonly used in 
classifying overweight and obesity in adult population. 
It is defined as the weight in kilograms divided by the 
square of the height in meters (kg/m2). It provides rough 
but very useful measure of overweight and obesity as is 
the same for both sexes and for all ages of adults (WHO 
2011). It is important to mention that now-days 
physicians pay attention also to waist circumference but 
this parameter was not taken into account during this 
study because of the lack of statistical data. 

Regarding WHO (WHO 2011) overweight is 
defined as a BMI equal to or more than 25, and obesity 
as a BMI equal to or more than 30. Children were 
defined as overweight or obese using the 85th and 95th 
percentiles of the reference curves. WHO’s latest 

estimations indicate that globally in 2008 approximately 
1.5 billion adults (age 20+) were overweight (WHO 
2011). 

It is important to point out that overweight and 
obesity are not the problem only by itself (lower 
immune system, more difficult movement, not very 
high self-esteem, social isolation, …), but they lead also 
to serious health consequences. Risk increases 
progressively as BMI increases. Raised body mass 
index is a major risk factor for chronic diseases such as 
diabetes type 2 (MMWR 2004; Daousi et al. 2006; 
Atanasijević-Kunc et al. 2008b; Atanasijević-Kunc and 
Drinovec 2011), hyper- and dislipidemia and 
hypertension (Atanasijević-Kunc et al. 2008b), but can 
evolve also to serious cardiovascular disease 
(Atanasijević-Kunc et al. 2008b; 2011), musculoskeletal 
disorders (Corbeil et al. 2001), and some cancers (WHO 
2011; Atanasijević-Kunc et al. 2008a).  

These conditions have also a significant social 
consequences and economic impact on the health care 
systems (Atanasijević-Kunc et al. 2012). 

Obesity was in 1997 by World Health Organization 
recognized as a chronic disease. It is very difficult to be 
treated successfully in spite of the fact that the main 
energy equilibrium laws are known in great details (Hall 
2010; Navarro-Barrientosa et al. 2011).  

The goals of the paper are: 
• to review in short some of the modelling 

approaches when analysing the problems 
connected with overweight and obesity, 

• to present the modelling structure which 
enables the coexistence of different models 
which can share the simulation results to 
present different view-points of the problem, 

• and to introduce the description of motivation 
problems which can help in understanding of 
patient’s behaviour through the process of 
mass reduction. 

 
2. MODELLING OBESITY 
As has been indicated in the previous section, obesity is 
a multi-dimensional problem. It is dangerous and as 
such important for each individual patient. It has to be 
treated. It represents an important risk factor for a great 
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number of other diseases. Because of epidemic 
extensions this chronic disease has become also an 
economic burden which can’t be neglected. 

All these important facts have stimulated the 
development of models and concepts concerning the 
problems with increased body mass. They all contribute 
to better problem understanding, enable problem 
analysis and represent a step toward a reduction of this 
burden. Models can be, similar to other modelling 
problems from the field of medicine, pharmacy and life 
sciences (Hoppensteadt and Peskin 2002; Stahl 2008; 
Atanasijević-Kunc et al. 2008a; Belič 2009; Arnold 
2010; Atanasijević-Kunc and Drinovec, 2011), divided 
regarding very different criteria. Some of them are: 

• the level of problem observation 
some of the models describe the problems 
from the perspective of the whole observed 
population or specific group of patients 
(Santonja et al. 2010; Kovács et al 2011; 
Atanasijević-Kunc et al. 2012), even more 
frequent are presentations at the level of 
individual patient (Abdel-Hamid 2002; Hall 
2010; Navarro-Barrientosa 2011), sometimes 
changed mechanical properties are observed 
(Corbeil et al. 2001), but the problems can be 
described also at the level of chemical 
reactions (Abdel-Hamid 2002); 

• connections with other diseases, risk factors 
or processes 
are also frequently indicated (Navarro-
Barrientosa 2011; Atanasijević-Kunc et al. 
2012), while in some cases authors focus only 
to overweight and obesity control(Hall 2010); 

• treatment, treatment policy, treatment 
efficacy, economic burden of treatment, 
economic efficacy 
here again the processes can be observed from 
the view-point of each individual, while 
sometimes also wider situation is taken into 
account, like health - care system or even 
global social and economic environment 
(Atanasijević-Kunc et al. 2012); 

• psychological and behavioural problem 
interpretations 
are reaching more and more attention as 
treatment efficacy is still essentially under 
desired level (Navarro-Barrientosa 2011); 

• static or dynamic, problem description 
when static descriptions are used statistical 
properties are frequently presented for problem 
interpretation (Landi, et al. 2010), while 
dynamical models (Abdel-Hamid 2002; Hall 
2010; Navarro-Barrientosa 2011) enable also 
the observation of different transient 
responses; in such cases time is frequently 
used as independent variable, but sometimes 
also patients’ age is chosen to be independent 
variable in problem description (Atanasijević-
Kunc et al. 2012); 

• continuous or discrete problem description 

• open and/or closed – loop problem 
interpretation 
where also dynamic changes of closed – loop 
operation can be of great interest (Kovács et al. 
2011); 

• other possible criteria 
which can be taken into account are qualitative 
models, agent based models, expert system, 
…; 

Regarding the diversity of used modelling 
approaches and corresponding goals it seems interesting 
to develop the structure with which it would be possible 
to illustrate the burden of epidemic extensions of 
obesity at the level of observed population and 
corresponding economic consequences and main 
relations with risk factors, other diseases and processes. 
In addition it is important to enable the study of 
problem minimization and its efficacy. 

The proposed structure is presented in Fig. 1. It 
consists of different levels which indicate problem 
observation from the population perspective. Here only 
main direct flows are indicated while in some situations 
also feedback loops can be expected. 

 

 
 

Figure 1: Diseases development in the population 
 

In addition also some other important dynamical 
processes or modelling results of complementary 
models can be combined with the results of the main 
structure. 

Resembling modelling structures (like in Santonja 
2010) usually describe the whole population separated 
into compartments, taking into account the incidence or 
prevalence of developing diseases or disease stages 
(like: normal, overweight, obese, extreme obese). Each 
compartment is represented as homogeneous entity 
where age of the patients from the observed group or 
compartment is not of prime importance. These groups 
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are observed through time (months or years) regarding 
body mass changes. 

We have decided to observe the indicated groups 
of patients in such a way that also age of patients can be 
interpreted as an independent variable. The reason for 
this decision is the fact that development of chronic 
diseases depends strongly also on patients’ age. 

At the first level of the proposed structure the 
whole observed population is taken into account. The 
input signal to the second level is a unity step indicating 
the observation start time that is at birth. At the next 
level the processes which are defining life style are 
taken into account. Among them is, as an exception, 
also obesity as one of the earliest chronic diseases. In 
the third level the most frequent chronic diseases are 
indicated, starting with the pre-diabetes, which can 
sometimes be regarded as a curable disease. At the 
fourth level serious health complications are taken into 
account. Each of indicated diseases is described with 
the prevalence response regarding patients’ age through 
the whole life time. Each of presented blocks in Fig. 1 is 
described with dynamic model which transforms input 
signals to outputs, calculating patients’ prevalence 
distributions of indicated disease. They were identified 
using available statistical data for each disease and for 
diseases’ combinations. 

This representation can therefore be understood as 
an extension of decision tree formalism (Atanasijević-
Kunc and Drinovec, 2011) which is frequently used in 
pharmacoeconomical studies (Arnold, 2010; Stahl, 
2008). In contrast to classical decision tree (which is a 
static problem description) proposed representation 
comprises, as mentioned, also a time component. 

Another advantage of this structure is that it 
indicates some of process properties and gives the 
possibility of simple results combination with 
demographic data to evaluate the number of observed 
people or patients as will be illustrated in the next 
section. This information can further be combined with 
treatment expenses and so also economic burden can be 
estimated. 

Treatment interventions in overweight and obese 
patients usually start with the observation of energy 
inbalance. In spite of the fact that rather good model 
predictions for body mass reduction are available 
(Abdel-Hamid 2002; Hall 2010; Navarro-Barrientosa 
2011) the prevalence of overweight and obesity is very 
high. The question is why, because the great majority of 
these patients would like to lose few kilograms. A very 
simple answer (which needs additional study) is that 
also in the cases where the way of problem solution is 
completely clear it is not simple to be realized. Some 
interesting facts which prove this situation are the 
following. 

A great effort invested in losing weight is often 
ineffective, sometimes even harmful (Abdel-Hamid 
2002). After years of little change, sales of diet pills and 
supplements have more than quadrupled since 1996, but 
the prevalence and incidence of obesity is still 
increasing. Products like: 

• slimming soaps that slough off fat in the 
shower, 

• miracle pills that get rid of excess pounds 
without dieting or exercise, 

• plastic earplugs that curb the appetite, 
• and even a glittering ring called Fat-Be-Gone 

that when slipped on a finger trims hips, 
buttocks and thighs 

are of great interest?!? 
Among US adults participating in programs for 

losing or maintaining weight, only 17.5% were 
following recommended guidelines for reducing 
calories and increasing physical activity (Navarro-
Barrientosa et al. 2011). 

Obviously very strong processes are influencing 
patient’s behaviour during mass reduction treatment. 
One of our goals is to present through modelling and 
simulation at least some of them. This can help in 
understanding and designing efficient mass reduction 
programs. 
 
3. SIMULATION RESULTS 

 
3.1. Social burden at the population level 
To illustrate the burden of obesity and some of related 
processes at the population level let’s choose to observe 
Austria as an example of developed EU country. Social 
burden is indicated through the number of obese 
patients. 

In Fig. 2 the number of people regarding their age 
(Statistik Austria 2012) is illustrated together with 
developed model predictions for the next 50 years. 
Model is using average statistical data regarding 
fertility, mortality and migrations from 2006 to 2010. 
Fertility was calculated regarding the number of people 
in the age window from 18 to 45. It was estimated that 
each year 2.32% newborns are expected regarding the 
mentioned group of people. In 2010 the largest group of 
people was old approximately 45 years while in 2060 
the maximum can be expected around the 70s. The 
population is becoming older also in this country. The 
number of newborns is expected to decrease for 30% 
through the next 50 years resulting in reduction of the 
whole population for 13%.  
 

 
Figure 2: Population prediction from 2010 to 2060 in 
Austria 

As indicated in Fig. 1 an important risk factor for 
developing obesity represents inactivity (Brock et al 
2009). To the group of active people are most often 
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classified those, who are active 30 minutes or more on 
at least five days a week (BHFSW 2012a). Usually 
activity in men and women slightly differ, but the 
average prevalence model response is illustrated in Fig. 
3 (Atanasijević-Kunc et al. 2012). 

 

 
 

Figure 3: Prevalence of activity 
 
Combination of this result with the number of 

people in Austria (Fig. 2) enables the calculation of the 
number of active people (see Fig. 4). 

 

 
Figure 4: Number of active people in Austria 
(3 200 000 or 38%) 

 
The prevalence of obesity differs from country to 

country and is also different regarding men and women 
(Berghöfer et al. 2008). Obesity is developed from those 
who are overweight. The ratio between both groups 
changes slightly with patients’ age but was estimated in 
average to be: overweight/obese = 1.3, and therefore for 
both group of patients only one model was developed 
(BHFSW 2012b; Atanasijević-Kunc et al. 2012). Model 
responses describing average prevalence are illustrated 
in Fig. 5 and in Fig. 6 where also those who are active 
and those who are not can be observed. 

 

 
Figure 5: Prevalence of overweight and obese 
population and the sum of both groups 

 
Combination of these results with population 

number show that in Austria over 4.4 million people 

have BMI greater than 25, or with other words 55% are 
overweight or obese.  

 

 
Figure 6: Prevalence of overweight and obese active 
and inactive population 

 
Both, inactivity and obesity are very important 

regarding the development of diabetes type 2 (D2) 
(Valensi et al. 2005). It was discovered that most adults 
(up to 90%) with diagnosed diabetes were overweight 
or obese (MMWR, 2004), 52% were obese, and 8.1% 
had morbid obesity (Daousi 2006). 

Before D2 is fully developed patients have a pre-
diabetes which in general significantly differs from D2 
regarding the fact that when strict life change is adopted 
taking into account corresponding diet and activity, 
sometimes complemented by corresponding drug 
treatment, patients can return to normal condition. 
Sometimes this transition is (for example due to a long 
lasting pre-diabetes) not possible, but in such situations 
D2 development is in most cases significantly 
postponed. Pre-diabetes is not a true disease but can be 
interpreted as a serious risk factor for developing D2 
and cardiovascular diseases. Over 30% of people with 
pre-diabetes develop D2 within five years (Valensi et al. 
2005). The average conversion rate was estimated at 
5.8% per year with wide variations which depend on 
differences in age, BMI, ethnicity, etc.. It is very 
important to accent that several well-designed 
randomized controlled trials (Valensi et al. 2005) have 
been reported that categorically confirm the benefits of 
interventions in the pre-diabetes. Standardized diet with 
reduced food intake, increased physical activity and 
sometimes also additional drug treatment can reduce the 
incidence of D2 for almost 60% (in mentioned studies 
from 25% to 58%). But, it is important to point out that 
the intensive lifestyle modification was nearly twice as 
effective in preventing D2. It is therefore evident that an 
active management of pre-diabetes can be very effective 
in preventing the progression of diabetes. 

Model responses presenting average prevalence 
distribution of pre-D2 and D2 are illustrated in Fig. 7, 
while in Fig. 8 number of D2 patients are shown and 
among them also those who have BMI>25. In Austria 
31% of population are pre-D2 patients, while 7.8% have 
D2. 

 
3.2. Economic burden 

Practically all who have unhealthy body mass 
(BMI>25) would like to lose their weight. At least 40 % 
from the age window of 18 to 60 are experimenting 
with the drugs which are available without the medical 
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prescription. 30% of people from the same age window 
are using drugs, prescribed by physician (20%- 
sibutramin; 80%- orlistat). 80% of patients with 
BMI>40 need also anti-depressive treatment (fluoxetin). 
In addition the expenses are needed for these patients 
due to examination and laboratory.  

 

 
Figure 7: Prevalence of pre-D2 and D2 

 

 
Figure 8: Number of patients with D2 in Austria 
 
It was estimated (Atanasijević-Kunc et al. 2012) 

that in Austria around €330 per patient is spend each 
year for direct treatment expenses, while approximately 
the same amount is needed also for the indirect 
expenses. Regarding a population of one million people 
this represents an economic burden of over €360 
million each year. 

When observing Fig. 9, where the number of D2 
patients is illustrated for 2010 and prediction for 2060, 
it can be expected that the burden of obesity will 
become even more concerning, as the ratio between 
working and retired people is decreasing, while at the 
same time the number of D2 patients is increasing. 

 

 
Figure 9: Number of patients with D2 in Austria in 
2010 and in 2060 

 
From this it is clear that decrease of obese and 

overweight population would represent an essential 
increase of life quality for many individuals. In addition 
it would save a lot of money needed for drugs, medical 
services and interventions. Straightforward problem 
solution is therefore body mass reduction. 

 
3.3. Dynamical process of body mass reduction 
For quantification of the problem solution several 
mathematical models are available. In this case we have 
used the three - compartment model (Chow and Hall 
2008; Navarro-Barrientosa et al. 2011) for an average 
person. Model enables to differ among fat-free body 
mass (ffm) and fat mass (fm), where ffm is represented 
as a sum of lean mass (lm) and extra cellular fluid (ecf). 
Equation for daily energy balance is: 

( ) ( ) ( )                          (1)EB t EI t EE t= −  

where EI(t) represents daily energy intake and EE(t) 
daily energy expenditure. Energy intake depends on 
food and its caloric value: 

 

ci(t) indicating carbohydrate intake, fi(t) fat intake and 
pi(t) protein intake, and constants ki are: k1=4kcal/gram, 
k2=9kcal/gram, k3=4 kcal/gram. It is recommended that 
protein intake represents 20-30%, fat intake 15-20% and 
carbohydrate intake 55-60% daily intake of the food. 
Daily energy expenditure is calculated as follows: 

 

where tef(t) is thermic effect of feeding which usually 
ranges from 7 to 15% of the total energy intake (11% in 
our case), PA(t) represents energy spent on physical 
activity and rmr(t) is the so called resting metabolic 
rate. It refers to the energy needed to maintain basic 
physiological processes. It represents a substantial 
percentage (45-70%) of energy expenditure for the 
typical individual. The daily energy balance EB(t) is 
partitioned into one of three compartments: 

 

 

where ρlm= ρfm=1800 kcal/kg, B is the change of sodium 
in mg/d, cib is the baseline carbohydrate intake, 
K=3.22mg/ml, ξNa=3 mg/ml/d, ξCl=4000 mg/d, ρw= 
1kg/l. 

 

Daily energy expenditure can be expressed explicitly as: 
 

 

where β=0.24 (coefficient of thermic effect of feeding), 
δ is physical activity coefficient, γlm=22 kcal/kg/d, 
γfm=3.2 kcal/kg/d, ηlm=320 kcal/kg, ηfm=180 kcal/kg, 
while constant D accounts for initial conditions.  

( ) ( ) ( ) ( )1 2 3        (2)EI t k ci t k fi t k pi t= + +

( ) ( ) ( ) ( )             (3)EE t tef t PA t rmr t= + +

( ) ( )( ) ( )1-
=               (4)

fm

p t EB tdfm t
dt ρ

( ) ( ) ( )=               (5)
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dlm t p t EB t
dt ρ
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b
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dt K ci

ρ ξ ξ
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In our case an average person (between men and 
women) was taken into account. From his-hers average 
height (1.72m regarding 11 European countries) and 
average BMI=32 also the average mass of this person 
was estimated to be 94.6688kg. Regarding medical 
recommendations such person should lose around 30kg 
to satisfy BMI=22 in the middle of desired BMI 
interval. The initial fat mass was estimated from the 
regression equations (Jackson 2002): fm(0)=34.7 kg. 

Simulation result is illustrated in Fig. 10, where the 
vertical lines indicate the years of observation while the 
horizontal lines indicate desired range of BMI. Through 
the first year energy balance is in equilibrium and body 
mass is not changing. After the first year physical 
activity is increased for 210 kcal per day what can be 
realized with 45 minutes of walk. Such increased 
energy expenditure results after two years in desired 
BMI. If this person is able to continue with such life 
modification he-she reaches recommended steady state.  

 

 
Figure 10: Lowering BMI in average obese person with 
increased activity (45 minutes of walk) 
 

Let’s take into account the following assumptions. 
80% of obese and inactive people age 20 and older are 
motivated to undertake the presented regime of 
increased activity. With this they are immediately 
transferred into the group of active population, where 
they remain. After two years of activity they are also 
transferred out from overweight and obese population 
and they remain in the group of people with healthy 
body mass (Figs. 11 and 12).  

 

 
Figure 11: Increase of the number of active patients 
with BMI>25 

 
The reduction of obese population would of course 

first decrease direct expenses due to obesity and later on 
also indirect expenses because of reduced number of the 
patients with D2 and other diseases. Expected decrease 
of D2-patients through longer transient is illustrated in 
Fig. 13. 

 

 
Figure 12: Decrease of the number of patients with 
BMI>25 

 

 
Figure 13: Decrease of D2 patients 

 
3.4. Treatment efficacy analysis 
In spite of the fact that treatment could, at least 
theoretically, be realized in most cases without any 
expenses (as proved with simulation experiment), 
mainly with increased activity (or/and moderate 
decrease of food energy intake) which is anyway 
recommended for the healthy life style, the result is far 
from ideal and is actually expected to become even 
worse (WHO 2011). The problem is obviously far more 
complicated and is in practice a very demanding one 
even in the situations when experts are involved to help 
in corresponding treatment. 

First attempts of deeper problem understanding 
and treatment were realized by psychiatrists Bruch 
(1948) and Stunkard (1959). They have realized that 
around 98% of patients regain undesired body mass. 
Now-days the efforts are directed mainly in problem 
prevention and in implementation of programs which 
would enable efficient and long – term treatment 
(O’Rahilly and Farooqi 2008; Karasu and Karasu 2010; 
Hall and Jordan 2008; Sentočnik, 2012). 

It is important to take into account, that reasons for 
obesity are numerous and patients represent very 
inhomogeneous group. Patients with higher BMI are 
more difficult to be treated successfully. 

Mass reduction usually starts with self – treatment 
experiments, next stage is performed regarding the 
advices of family doctor, sometimes also personal 
trainers are engaged. If the results are not satisfying 
more intensive programs are available at basic health – 
care system. Treatment is intensified and personalized 
at sanatoriums where specialists with the help of 
multidisciplinary team perform integral treatment. Final 
stage, that is surgical help, is usually suggested when 
other possibilities proved to be insufficient. 

Successfulness of mass reduction is very often 
evaluated regarding long – term weight stabilization and 
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the reduction of risk factors of chronic diseases 
(Sentočnik 2012). In successful patients the need for 
drug treatment is frequently omitted. 

 
3.4.1. Open – loop treatment approach 

As already mentioned the treatment efficacy in 
obese patients is in general not very high and the main 
reasons are different problems which influence patients’ 
behaviour in such a way that they are unable to follow 
the recommended guidelines for reducing calories 
and/or increasing physical activity. 

It seems therefore very important to complement 
energy equilibrium description with the model of 
behavioural interventions which would indicate the 
most important treatment interventions. Navarro-
Barrientosa et al. (2011) suggested the usage of the so 
called theory of planned behaviour, which was extended 
to dynamic interpretation with interesting analogy in 
hydraulic system interpretation. It is however not very 
clear how to influence directly the parameters like 
attitude, subjective norm and intention to reach desired 
level of behaviour. 

Regarding the results of long research work in 
sanatorium Medico dr. Sentočnik one of the most 
important and transparent factor influencing the 
patient’s behaviour habits is the frequency of realized 
treatments. Patients are usually invited (after starting 
detailed examination and developed plan of 
interventions) to come regularly each week to the 
sanatorium where the prescribed corresponding 
treatment is performed (including physical activity, 
psychological treatment, …). It is very important that 
the patient realizes these treatments regularly. If 
treatments are postponed or omitted the efficacy of 
treatment is always essentially decreased.  

We have decided to describe this observation 
through the level of motivation which has the range 
from 0 to 100%. If the patient is 100% motivated, he-
she completely realizes the prescribed intervention, 
when motivation is 0% this means his-hers 
eating/activity pattern remains the same as before the 
treatment. The level of motivation is influencing 
prescribed activity and energy intake. It can be expected 
that during one year of regular treatment motivation 
becomes strong enough so that patient is able to master 
new habits by him(her)self. The idea is illustrated in 
Figs. 14 to 18. 

For this experiment previously mentioned three – 
compartment model of average obese person was used. 
In Fig. 14 motivation is illustrated. Each time when he-
she realizes weekly treatment, motivation is increased to 
100%. Between these weekly treatments motivation is 
decreasing, but with the increased number of visits the 
lowering is less intensive. 

In Fig. 15 energy intake is presented. It was taken 
into account that the patient should decrease the energy 
intake to 1900 kcal per day, which represents the day 
reduction of 560 kcal which is in harmony with medical 
directions for the obese persons. In Fig. 15 energy 
intake is oscillating as a result of motivation influence. 

Energy expenditure (Fig. 17) is decreasing because 
of mass reduction, which is illustrated in Fig. 18. When 
the desired body mass is reached energy intake can be 
increased to the value of new energy equilibrium. 

 

 
Figure 14: Motivation in patient with regular treatment 

 

 
Figure 15: Energy intake in patient with regular 

treatment 
 

 
Figure 16: Physical activity in patient with regular 
treatment 

 

 
Figure 17: Energy expenditure in patient with regular 
treatment 

 
The second experiment illustrates the situation 

where the patient is realizing the treatments regularly 
for two month. Then he-she feels he has become strong 
enough to finish the treatment by him(her)self. But in 
this case it can be expected that motivation starts to 
drop and reaches the starting position in next two 
months (Fig. 19). This further influences energy intake 
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(Fig. 20), physical activity (Fig. 21), and energy 
expenditure (Fig. 21). 

 

 
Figure 18: Body mass in patient with regular treatment 

 

 
Figure 19: Motivation in patient with unregular 

treatment 
 

 
Figure 20: Energy intake in patient with unregular 
treatment 

 

 
Figure 21: Physical activity in patient with unregular 
treatment 

 
Body mass of the patient is in this case far from 

desired value (Fig. 23). 
As interventions are in this case pre-defined and 

remain unchanged during treatment regarding body 
mass, this treatment can be interpreted as open loop. 

 
Figure 22: Energy expenditure in patient with unregular 
treatment 
 

 
Figure 23: Body mass in patient with unregular 
treatment 

 
3.4.2. Closed – loop treatment approach 

Medical specialists usually carefully supervise 
patient’s progress and health status and can of course 
react if the process of mass reduction is not satisfactory. 
This situation is illustrated in Figs. 24 to 28. 

In Fig. 24 desired (reference) and actual body mass 
reduction is illustrated for the situation when the patient 
regularly realizes prescribed weekly treatments.  

 

 
Figure 24: Reference body mass and body mass (solid 
line) in patient with regular closed-loop treatment 

 

 
Figure 25: Motivation in patient with regular closed-
loop treatment 

 
Motivation is as a consequence high enough and 

also energy intake (Fig. 26), physical activity (Fig. 27), 
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and energy expenditure (Fig. 27) are correspondingly 
maintained using proportional controller. 

 

 
Figure 26: Energy intake in patient with regular closed-
loop treatment 

 

 
Figure 27: Physical activity in patient with regular 
closed-loop treatment 

 

 
Figure 28: Energy expenditure in patient with regular 
closed-loop treatment 

 
In the case when the patient stops with regular 

treatment, feedback loop is disconnected and control 
action is disabled. The result becomes in this case very 
similar to those indicated in Figs. 19 to 23. 

It is important to mention that the presented model 
is still far from the final version and is in this case 
illustrated only for an average person.  

In the future further tuning will be performed 
taking into account also the matching with the real 
patient data. It can be expected that also control law 
needs further development where also the behavior of 
medical specialists can play an important role. 

 
4. CONCLUSIONS 
In the paper a description organization is presented 
enabling the coexistence of different models indicating 
different problems connected with overweight and 
obesity. When observing an European country, like for 
example Austria, it can be expected that around 55% of 
population has BMI>25 or higher as recommended. In 
the population of one million people for these patients 
each year around € 360 million is needed. It can be 

expected that this burden will increase in the future 
because of population ageing. 

For efficient treatment long – term weight 
stabilization should be achieved which demands also 
long – life change of life style for all overweight and 
obese patients. This is a tremendous practical problem. 
In the paper the steps through modelling results are 
indicated which base also on a very long research in 
sanatorium Medico dr. Sentočnik. 

The model needs further improvement and that 
will be our future research goal. 
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ABSTRACT 
Virtual commissioning (VC) of manufacturing systems 
has been a research topic for more than a decade, but 
there are still problems in accomplishing a VC; 
especially in respect to the effort needed to build a 
simulation model. To date the design of simulation 
models requires a considerable effort from skilled 
experts in each enterprise which seeks to use VC. Small 
and medium-sized enterprises (SME) usually do not 
have those experts. This fact and the significant effort 
typically make VC unattractive to SMEs. To overcome 
this problem it is necessary to provide sufficiently 
detailed simulation models of manufacturing systems, 
in a more cost effective and accessable way. This paper 
proposes changes in the way simulation models are 
generated and presents new concepts for simplified and 
systematic design of manufacturing system models for 
VC based on standardised recipes formalising design of 
mechatronic component models from CAD data. 

 
Keywords: CAD, manufacturing systems, simulation 
model building, virtual commissioning 

 
1. INTRODUCTION 
Nowadays in a global competition, manufacturing 
systems must enable cost effective and flexible 
production. The industrial environment is characterised 
by shortening of product life-cycles, increasing number 
of product variants and a requirement for rapid time-to-
market, which leads to a progressively tightening 
timeframe for manufacturing system engineering and 
the need for better planning quality at the same time. 

Manufacturing systems are composed of many off-
the-shelf parts and some purpose-built parts or sub-
systems, like storage, magazines, conveyors, handling 
and transportation systems, machining and assembling 
tools, robots, control and HMI systems. After the 
product and plant planning phase the following 
engineering of manufacturing systems includes the 
mostly sequentially executed phases: mechanical 
engineering, electrical engineering and automation 
engineering with programming of robots, PLCs and 
HMI (Fig. 1). 

Hitherto, after completing engineering, 
procurement and assembly, the real commissioning is 
finally done, and the traditional way of testing using the 
real plant and the real control system is still common. 
Design problems and programming errors in significant 
quantities remain undetected before the first system 
start-up. As a consequence of this procedure time and 
money consuming corrective measures become 
necessary. Because of time pressure and the risk of 
damages only rudimental failure scenarios are tested at 
this stage and unidentified errors result in additional 
time delays and increased costs during the early 
production phases. 

One way of overcoming this dilemma could be 
virtual commissioning conducted between completed 
engineering and assembly of production facilities. The 
intention of VC is to test manufacturing systems and 
associated control programs through simulation 
conducted before the real systems are realised. 
 

 
Figure 1: Engineering work-flow with VC 

 
Conducting a VC requires a virtual manufacturing 

system. For this purpose a simulation model building 
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process combining data from different engineering tools 
is necessary. Currently this modelling is typically done 
using simulation tools promoted for VC. 

An important goal of VC is the early validation of 
PLC code in conjunction with associated mechanical 
and electrical design, in order to reduce the considerable 
time delays during commissioning (Zäh & Wünsch 
2005). Delays which are caused by the error-prone 
control code design. This and other advantages such as 
reduced real commissioning time and higher quality 
planning are meanwhile reported by many researchers, 
as reviewed in e.g. (Hoffmann et al. 2010, Jain et al. 
2010). Many authors report the beneficial effects of VC 
(Zäh et al. 2006, Reinhart & Wünsch 2007, Rossmann 
et al. 2007) but indicated also the great effort needed for 
simulation model building (Park et al. 2006, 
Botaschanjan et al. 2009, Zäh et al. 2006, Neugebauer 
& Schob 2011). The review in (Hoffmann et al. 2010) 
showed a need for changes in the way simulation 
models are generated in order to reduce the effort as 
well as skills needed to build a virtual manufacturing 
system for VC. 
 
2. DISTINCTION BETWEEN SIMULATION 

AND VIRTUAL COMMISSIONING 
In spite of the mechatronic configuration of modern 
manufacturing systems, the development process is still 
focused on mechanical engineering and consequentially 
the simulation has concentrated primarily on design and 
mechanical engineering; where fit and specified 
behaviour of mechanical plant components must be 
ensured. 

Simulation may be conducted by starting with 
plant design and material flow simulation, then 
continuing through all engineering phases to the 
realisation of a virtual manufacturing system with 
generic or approximate and parsimonious models. 
Sometimes the term VC is also used for these types of 
simulations, but a realistic VC is not possible until 
detailed engineering design has been completed and the 
real components have been identified. 

For the sake of this discussion, the authors 
understand VC to be the simulation of comprehensively 
specified manufacturing systems using virtual 
simulation models and the original and unmodified 
control programs intended for deployment on the real 
system – as opposed to design verification by 
simulation in early engineering phases.  

 
2.1. Separate simulation of mechanics and control – 

How both should work 
To achieve a separate verification of mechanical design, 
a 3D simulation which is independent of the real control 
programs is sufficient to test the expected and specified 
mechanical behaviour (i.e. with no interaction with 
simulated or real controller). 

In separately verifying control programs, a simple 
simulation at I/O level is often done (without interaction 
with realistically simulated mechanical elements, which 
would reflect the specified static and dynamic 

behaviour of the manufacturing system e.g. with timing 
functions). 

Such separate simulations are able to detect on one 
side mechanical resp. geometrical planning errors and 
on the other side deviations from the nominal behaviour 
instigated by control functions within the simulation 
tool. 

 
2.2. Integrated simulation of mechanics and control 

– How the system will work 
If the impact of control programs on the 3D mechanical 
behaviour of the manufacturing system is to be tested in 
detail and in an integrated manner, modelling and 
simulation of the complete functional chains is 
necessary. These chains would link control programs 
through sensors, actuators and drives onto the 
mechanical movements, and would include both, 
simulation of mechanical behaviour and of control 
programs. To achieve this, it is necessary to build a 
comprehensive mechatronic plant model (Fig.1), which 
should have its conceptual origin already modelled in 
CAD. 

Such a VC is able to detect simultaneously errors 
in mechanical design, electrical design and control 
software. Typical errors have previously been identified 
(Neugebauer & Schob 2011). In contrast to real-world 
commissioning, testing of failure scenarios without 
endangering people or the risk of damages, is possible 
(Rossmann & Heinze 2010). 

A VC requires a coupling between controller and 
the 3D plant simulation tool. This is possible through 
the following two configurations: 

 
• HIL (hardware in the loop) using simulated 

plant and real PLC which is often realised 
using OPC (OLE for Process Control). The use 
of OPC together with simulation tools is 
critically analyzed in (Carlsson et al. 2012). A 
few tools support direct coupling via fieldbus 
or fieldbus emulation. Even the coupling of 
real robot controllers is possible within special 
configurations. 

 
For the HIL configuration, the real PLC is required 

in advance, but VC is realisable before building the 
plant. 
 

• SIL (software in the loop) using simulated 
plant and simulated PLCs. This is possible for 
different virtual robot controllers and is 
provided by several simulation tools. In 
addition to robot controllers, the plant 
simulation tool CIROS© (RIF 2012) provides 
the internal simulation of a Siemens S7 PLC or 
coupling to S7-PLCSIM via OPC.  

 
The SIL configuration allows a complete VC 

without any hardware of the manufacturing system. 
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3. APPLICATION OF VC IN LARGE 
COMPANIES OR SME 

3.1. Virtual Commissioning in large companies 
In the context of the “Digital Factory” it is in principle 
possible to use the complex off-the-shelf factory 
planning suites of tools from the market-leading 
vendors (Delmia©, Siemens©) for a VC. These suites 
of tools support all phases of factory planning, but they 
usually require high investment costs, a high-level of 
training, high deployment penetration (whole 
departments), in-house secondment of consultants from 
the vendors for the implementation of custom-built 
functions and the laborious building of model libraries 
designed to the user’s specifications. Therefore, only 
large companies (e.g. in the automotive industry) 
selectively choose to conduct a VC using such suites of 
tools. Nevertheless the simulation models of complex 
manufacturing systems for VC are often not available in 
sufficient time to be justified for this purpose. 
 
3.2. Virtual Commissioning in SME 
The possibility and the advantages of VC are generally 
not well known in SMEs neither are the tools for VC, 
apart from perhaps, as part of the “Digital Factory” 
solutions. Consequently, there is only limited use of 
these solutions by SMEs, because they generally do not 
have the resources to start solving their problems with 
such “Digital Factory” suites of tools. (Drath et al. 
2008b, Westkämper et al. 2003). 

The start-up costs (licences, training etc.) are very 
high. These suites of tools are often too complex for 
SME to reasonably assimilate, and the change needed, 
from their previous practice using simpler and 
independent tools to these suites of tools would not 
generally be plausible. There is a lack of ‘easy to use’ 
engineering and simulation environments which could 
assist engineers in SMEs to set up and conduct VC. The 
time pressure during projects prohibits the simultaneous 
introduction of new methods and tools and would, in 
conjunction with the lack of skilled experts, inhibit 
uptake and the prerequisite building of simulation 
model libraries. If the number of newly built production 
lines is too small, there would be no return on 
investment in the training of personal and the modelling 
efforts for one project. Also, if the next project is 
dissimilar to the first, the modelling would often require 
again high efforts, as it will not allow the reuse of the 
already built library models. As a result of these facts, 

the level of use of VC in SMEs is rare (Stern et al. 
2010). 
 
4. BUILDING SIMULATION MODELS FOR VC 
Today, more than a dozen commercial simulation tools 
like ABB RobotStudio©, CIROS©, Delmia 
Automation©, InVision©, KUKASim© and 
VisualComponents© (3D-Create...), to name but a few, 
are available and applicable to VC.  

In the context of this paper, the 3D plant 
simulation system CIROS© (RIF 2012) was chosen as 
an example. It was originally developed as robot 
simulation tool COSIMIR© at the University of 
Dortmund and allows HIL and SIL simulation as 
described in section 2.2. In addition, CIROS© provides 
features such as sensor and actuator simulation, 
collision detection, transport simulation for carrier 
based systems or AGVs, and also provides an XML 
model interface. Unfortunately, all such simulation 
tools require very difficult and time-consuming 
simulation model building. 

The simulation model building procedure can be 
divided into two different modelling tasks: 

 
1. (Low-level) component modelling 

If not all required component models are 
available in the library of the simulation tool, 
(which is in general the case when starting with 
VC) remarkable efforts become necessary to 
build additional models from available CAD 
data. 

2. (High-level) plant modelling 
With CIROS© (and other comparable tools) 
the simulation model for the plant can be 
composed from component models using the 
simulation editor and provided that all required 
component models are already contained in the 
component model library.  
 

By the means of high-level plant modelling it is 
relatively easy to set up a mechatronic plant model for 
VC, but even if this modelling of the virtual plant may 
be partially based on the plant CAD data provided by 
the plant designers: Especially the exact placement and 
the interconnection of the components is attendant on 
additional effort. 

During the mechanical engineering of 
manufacturing systems CAD data of many off-the-shelf 

 
Figure 2: Workflow from CAD Drawings to Mechatronic Plant Model 
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components or subsystems (supplied by manufacturers) 
and of some purpose-built designs (in-house work) are 
composed to a 3D CAD plant model. 

The primary source for the component models 
should be the manufacturer of components and 
subsystems. However, nowadays the component 
manufacturers provide 3D CAD data of the components 
(at best). This means that for all components not 
available in the component model library of the 
simulation tool a CAD preparation and low-level 
component modelling procedure (Fig. 2) must be 
carried out by the user which complicates the simulation 
model building for VC considerably and requires 
specific modelling expertise. 

In this paper the low-level modelling procedure of 
components is critically reviewed and alternative 
approaches are proposed. The starting point is the 3D 
CAD model data for the components available either 
from the component manufacturers or the plant 
designers. In both cases (plant and component 
modelling) the 3D CAD model data must be pre-
processed and transferred from the CAD system to the 
simulation system to allow efficient simulation of the 
geometry and the identification of model structures. 

 
4.1. CAD Data Transfer 
The CAD data transfer from CAD tools to simulation 
tools has other requirements than the data exchange 
between different CAD/CAM tools used in 
manufacturing engineering. Not necessary for VC are 
e.g. detail data like finish specification or tolerances, 
material data in contrast may make sense, e.g. for the 
simulation of an inductive sensor. 

A big problem exists to date at the interface 
between the different CAD tools and simulation tools 
for VC (Fig. 2, 2 ). Even if functionally structured 
CAD models are available, the data interfaces allow in 
general only partial transfer (without kinematics) of this 
structure information. 

In order to transfer kinematics additionally to 
geometry it is possible to use API (Application 
Programming Interface) functions for access to internal 
data of the CAD tool. Such a solution was demonstrated 
by (Neugebauer & Schob 2011). The disadvantage of 
this approach is the necessary programming and 
software maintenance of each combination of CAD tool 
and simulation tool. 

From the authors point of view it is more 
promising to further develop suitable CAD exchange 
formats. There are a lot of established exchange formats 
with special advantages available (Friedewald et al. 
2011, Fröhlich 2011), but none has established for 
exchange of kinematics. 

In principle suitable formats for the exchange of 
geometry and kinematics are STEP (STandard for the 
Exchange of Product model data) and the Automation 
Markup Language - AutomationML (Drath et al. 
2008a). 

STEP supports kinematics since 1996 with its 
application protocol AP214, Part105 (Haenisch et al. 

1996), but to date there is no industrial implementation 
in a tool. First approaches are presented by (Hedlind et 
al. 2011, Li et al. 2011).  

AutomationML is a neutral, intermediate data 
format based on XML for automation data storage and 
exchange including component model data, not limited 
to geometry and kinematics. 

The intention of AutomationML is the reduction of 
engineering efforts and quality improvement by 
interconnecting heterogeneous tools, which may 
become especially valuable when setting up VC with 
different tools and exchange of model data using 
AutomationML. 

AutomationML combines several already existing 
standards respectively data formats. 

 
• CAEX (IEC 62424) is used as top level format 

for the description of the topology and 
hierarchical structure of objects used in the 
manufacturing system (including necessary 
properties and relations between objects). 

• COLLADA for describing the 3D geometry 
with mechanical interconnections and 
dependencies. The possibility of exchanging 
kinematics between different tools (e.g. 3D 
CAD and simulation tools for VC) is an 
important advantage compared to the exchange 
formats like STEP used today, where only 
exchange of geometry is implemented in tools. 

• PLCopen XML is used for the description of 
overall behaviour (including electrical and 
control information like I/O relations). 
Regarding the term “behaviour” it has to be 
distinguished between the internal behaviour 
of physical objects and the description of PLC 
code for controlling physical objects. 

 
A first implementation of COLLADA import with 

kinematics into a simulation tool (ABB RobotStudio©) 
is presented in (Kuhlenkötter et al. 2010). 

 
4.2. CAD Preparation 
3D CAD data are the basis for the building of the 
simulation models, and CAD preparation is the first step 
for the design of mechatronic component models and 
thus important for VC. The 3D CAD data delivered 
from the manufacturers of components and subsystems 
or generated during plant design are not in general 
directly suitable for use in a VC simulation because 
most CAD models are geometrically too complex. This 
is why, a thorough model analysis and simplification of 
the CAD model data is usually necessary especially to 
reduce calculations. The goal is to reduce the number of 
details (geometrical elements) resulting in a reduced 
number of facets in the simulation model. 

For example, the CAD data of aluminium profiles, 
used for many constructions within manufacturing 
systems (Fig. 6), must definitely not be used for 
simulation without simplification. Their complex 
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structures (Fig. 3) could extremely increase number of 
facets and extend calculation time. 

 

 
Figure 3: Example for simplified CAD from Bosch 
CTS© transport system 
 

The complexity of CAD data is not the sole 
problem; the inner structure of a CAD models has often 
to be changed as well (to e.g. reduce calculation loading 
in the simulation and for better model handling inside 
simulation tools). 

 
As consequence, the preparation of 3D CAD data 

for simulation has two requirements: 
 
1. The CAD data complexity must be reduced to 

make real-time 3D rendering and visualisation 
possible. Even if the simulation tool is able to 
calculate independently the 3D visualisation, 
the visualisation should not differ that much. 
Deviation would hinder the human visual 
analysis of the operations in the virtual 
manufacturing system. This ability is 
simulation tool dependent; e.g. CIROS© 
provides configurable visualisation rates. 

2. The model structure should consider actuating 
elements and sensors. The dependencies of 
objects moving together/separately or being 
stationary, and which geometrical objects are 
sensors, are all relevant and important. 

 
A small example is shown in Fig. 4. The model 

structure has to consider a moving object (stopper) and 
two sensors. 

 

 
Figure 4: Stopper unit with sensors from Bosch CTS© 
transport system 

 

If the CAD data provided are not appropriately 
structured especially with separation of moving parts, 
the data is not directly usable for the following low-
level component modelling, nor is it possible to base a 
simulation on such model. In worst case, a CAD 
redesign may become necessary to provide in the 
geometry data the inner structures required for 
simulation. 

In principle the preparation of CAD data can be 
done inside the simulation tool (see section 5.1, Fig. 5), 
which is often the case today, but then dispensable data 
has to be deleted and the model has to be restructured 
there with cumbersome detail work. 

More efficient and overall faster would it be to 
prepare the 3D CAD data already inside CAD or 
simplification respectively conversion tools. In 
comparison with these tools the relevant simplification 
capabilities of simulation tools are limited and less 
controllable and the restructuring work is affiliated with 
more effort. 

Modern CAD tools already provide several 
automated simplification features with adjustable filters 
to remove irrelevant geometrical features and irrelevant 
geometrical objects. If this functionality is not 
sufficient, it is possible to use specialised simplification 
respectively conversion tools such as: CADdoctor© 
(Elysium 2012), CADfix© (ITI-Transcendata 2012) or 
PolyTrans©/Nugraf© (Okino 2012). 

Regarding the requirements mentioned above, the 
workflow for CAD model preparation for VC should 
comprise the following steps. 

 
4.3. Simplification 
Simplification can be done by removing features and 
removing parts. 

 
• Feature Suppression: Removal of geometrical 

features irrelevant for simulation such as: 
− Holes, bosses, pockets, breakthroughs (not 

round), labels 
− Fillets, chamfers, roundings 
− Ribs, steps, slots 

• Object Filtering: Removal of irrelevant 
geometrical objects like such as: 
− Hidden invisible parts 
− Small or other selected parts 

 
The waiving of elaborate textures, respectively the 

definition as separate objects which can be deleted 
easily, is reasonable to allow further shortening of 
calculation time. 

 
4.4. Component Structuring 
Adjusting the CAD model inner structure is the crucial 
factor for CAD preparation. The model has necessarily 
to be separated to: 

 
• static units 
• moving units 
• sensors 
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Up to now the building of assemblies in mechanical 
engineering is not done considering the functional 
interaction of parts, but rather aspects like common 
manufacturing are respected. Sometimes, that will lead 
to assemblies wherein static parts are mixed with 
moving parts. This was reported e.g. in (Hollander & 
Sappei 2011). 

Assemblies created in mechanical engineering are 
often static, or all parts of an assembly move together. 
Converting such assemblies to single parts makes sense 
to minimise the calculation needs of simulation.  

While working with CIROS© this practise has also 
proven advantageous for better handling of models 
during functional component modelling, because much 
less objects appear in the model editor. 

Sensors have to be separate parts, regardless of 
belonging to a static unit or a moving unit. 

The result of this preparation procedure will be a 
simplified component CAD model structured according 
to mechatronic considerations suitable for low-level 
component modelling.  

After revising the CAD model, in respect to the 
feature objects and the structure to be adopted, 
conversion from exact model in a meshed surface model 
must then be done. 

 
4.5. Tessellation/Meshing 
The original CAD model is tessellated into a mesh of 
polygons, often done by triangulation to build a 
triangular mesh. Generally, it is essential to reduce the 
quantity of polygons for simulation purposes. Mesh 
simplification is a separate area of research for a long 
time and extensive studying originated a lot of 
techniques and algorithm. Basically, they can be 
divided into two groups (Kwak et al. 2010): 

 
• Iterative coarsening of the complete mesh by 

removing polygons until a specified goal (e.g. 
number of polygons) is achieved 

• Iterative refinement of a newly generated mesh 
(based on an initial approximation) by 
inserting polygons 

 
The research in (Kuhlenkötter et al. 2010) shows 

the influence of quantity of facets and type of mesh 
(polygonal/triangular) on calculation time using ABB 
RobotStudio© as example. Unsurprisingly, the import 
duration and calculation time for collision detection 
ascends with quantity of facets, but the conducted 
experiments with a COLLADA importer offer big 
differences between polygonal meshes and triangular 
meshes. Ascending polygon quantity shows steeply 
rising import duration shortly exceeding one hour and 
leading to problems of insufficient RAM. In contrast, 
importing triangular meshes shows a gently inclined 
curve. Simulation tools for VC make use of collision 
detection between geometrical objects, and here as well 
triangular meshes show the advantage of significant 
shorter calculation time. 

These findings allow the assumption to preferably 
use triangular meshed models for VC, and to limit the 
quantity of triangles as much as reasonable. Especially 
geometrical objects to be checked against each other 
with collision detection should contain as few triangles 
as possible. 

CAD data providing different LOD (levels of 
detail) would be beneficial for simulation purpose. 
CIROS© for example supports different, changeable 
LOD. 

 
5. RECIPES FOR LOW-LEVEL MODELLING  
5.1. Conventional Low-Level Component Modelling 

from CAD Data (at the example CIROS©) 
The starting point for this procedure is the 3D CAD 
model data for the components available either from the 
component manufacturers or the plant designers. 

Building a low-level mechatronic component 
model in the conventional way means to describe the 
whole functional chain of the model, and can be divided 
into three stages: geometrical, functional and electrical 
modelling. The carrying out of this non-trivial 
procedure requires considerable modelling expertise 
and effort. Especially SMEs usually do not have the 
needed modelling experts. 
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Figure 5: Simulation model generation: conventional 
recipe 

 
5.1.1. Geometrical Modelling 
Building mechatronic simulation models starts with the 
import and preparation of CAD drawings. For this 
purpose CIROS© currently provides import filters for 
STEP (AP203/214), STL, VRML and IGES. 
Simplification of exceedingly complex geometric data 
and restructuring would become necessary, if this had 
not been done in an external CAD preparation. 
CIROS© provides merging, aligning and optimisation 
of CAD data. 

Adjusting the inner structure of these models 
considering static parts, actuating elements and sensors 
is the crucial step in creating the model. As mentioned 
above, the import of standard CAD data supplied from 
hardware vendors or in-house mechanical engineering 
often results in an unstructured or unsuitably structured 
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geometrical model. Having created appropriately 
structured geometrical models, these must be equipped 
with functions (functional modelling) and electrical 
inputs and outputs (electrical modelling). 

 
5.1.2. Functional Modelling 
As indicated in section 4.1 today it is not or only 
partially possible to transfer the inner structure of the 
3D CAD model from the CAD to the simulation 
system, so it is necessary to manually equip the 
geometrical models with kinematics and when indicated 
with sensor functions. 

CIROS© provides for this purpose several actuator 
functions such as translation, rotation, gripping and 
different types of sensor functions e.g. ultrasonic, 
optical, capacitive, inductive or light barrier. It is 
necessary to manually allocate actuator and sensor 
functions to the respective parts of the geometrical 
models. This results in the definition of integrated 
functional models such as push cylinder, rotational 
cylinder, turntable, sensor, gripper and so on. These 
models need parameterisation e.g. stroke and speed of 
cylinders or timing, measurement range, switch distance 
and hysteresis of sensors. 
 
5.1.3. Electrical Modelling 
For the final electrical modelling, it is necessary to 
manually assign electrical inputs and outputs to sensors 
and actuators in the functional models. CIROS© allows 
interactive, graphical editing of these connections. Later 
these I/Os will be linked to I/Os of control programs 
thus creating complete mechatronic simulation models.  
 
5.2. Alternative Low-Level Component Modelling  
To reduce the modelling effort for the user the 
following alternative approaches may be taken. 

5.2.1. Component simulation model to be provided 
by manufacturer 

For electrical CAE systems the component simulation 
models are generally provided by the component 
manufacturers. So in the long term a similar approach 
should be taken also for the components of 
manufacturing systems, i.e. the simulation models 
should be provided by the component manufacturers. 
This means that the manufacturers (and not the users) 
will have to handle the low-level modelling of their 
components. The motivation to undertake this effort can 
only be provided by the users, especially by the big 
users of simulation tools which may define the 
provision of simulation models as a general delivery 
condition in their commercial terms. 

5.2.2. Low-level modelling during CAD design  
The component designers have a clear view of the 
functional structure of the component. Today, however, 
only part of this general functional view is implemented 
in CAD models which represent predominantly CAD 
drawings perhaps with some limited object 
specifications. This means that the additional functional 
knowledge of the designer must be documented 

separately or transferred from the designer to later users 
individually. 

This is why the authors propose that:  

• In future versions of CAD systems the 
functional and structure information of 
components must become an integral part of 
CAD design.  

• The education of future designers should 
consider the structural organisation and 
inclusion of functional information (as 
required among others for the simulation 
models) in the CAD data. This should result in 
CAD model data with sufficient functional and 
structure to feed also simulation systems 
directly.  

• In addition the CAD data interfaces must be 
empowered to transfer not only geometrical 
but also functional information (kinematics). 

 
6. RECIPES FOR HIGH-LEVEL PLANT 

MODELLING 
6.1. Conventional Recipe for High-Level Plant 

Modelling 
The engineering of manufacturing plants is in general 
documented using CAD systems showing the placement 
of components in 3D and the interconnections of them. 
Simulation systems like CIROS© allow the aggregation 
and simulation of virtual manufacturing systems based 
on components in their internal library containing 
several mechatronic components or subsystems (for 
CIROS© e.g. from Festo© FMS such as conveyor 
systems (Fig. 6), assembly stations, handling stations 
and stocks, even robot models from different vendors 
(ABB©, FANUC©, KUKA©, Mitsubishi© etc.) have 
already been included. A similarly concept uses e.g. 
ABB RobotStudio© with so called “Smart 
Components”, but regarding robots it is limited to the 
use of ABB© products.  
 

 
Figure 6: Example subsystem from CIROS© model 
library 
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These library models already contain the functional 
interaction of mechanical behaviours for actuators and 
sensors. If it is possible to compose the mechatronic 
plant model from such mechatronic components – high-
level plant modelling - it is relatively easy to set up and 
conduct VC, because it will only require little additional 
effort when composing the plant model within the 3D 
editor and configuring I/O connections. 

However, nowadays the geometrical information 
for the placement of the components and for their 
connections must be manually transferred from the 
CAD drawings provided by plant engineering.  
 
6.2. Improved Recipe for High-Level Plant 

Modelling 
In order to simplify high-level plant modelling for 
simulation the placement and interconnection 
information should be collected comprehensively 
already during CAD and transferred automatically to 
the simulation system such that the placement and 
interconnection of the components in the simulation 
model is done automatically (Fig. 7). This can be 
accomplished either by using improved data interfaces 
or by integration of CAD and simulation tool.  
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Figure 7: Simulation model generation: alternative 
recipe  

 
The proposed approach of providing mechatronic 

models by the manufacturers of components or 
subsystems is supported by AutomationML. 
 
7. SUMMARY AND FUTURE PROSPECTS 
Currently, the simulation model building is carried out 
manually by the users of VC. It is not entirely possible 
until the engineering of manufacturing system is 
completely finished and all components are accurately 
specified. The necessary and laborious preparation of 
CAD models and low-level component modelling tends 
to result in serious time pressures. This may reach the 
point where delayed completion of the mechatronic 
plant models might result in their delivery after the real-
world manufacturing system has been built. 

An important first step towards simulation model 
building to be a task for control system engineers and 
commissioning engineers from SMEs would be the 
unimpeded transfer of CAD data to component 

modelling. The data flow should facilitate and be 
directly applicable to low-level component modelling 
suitable for VC. Therefore, it is required that designers 
in CAD departments in components and subsystems 
manufacturing enterprises and designers from 
enterprises engineering, building and/or commissioning 
manufacturing systems consider the supply of such 
data. The supply of appropriate CAD data would greatly 
reduce the laborious CAD preparation always repeated 
at every use to a one-time activity. The low-level 
component modelling which remains necessary 
nowadays would be better facilitated and simplified. To 
achieve this goal there is a need for information to be 
gathered from designers creating CAD models, 
persuasion the manufacturers of components and 
subsystems to provide additional CAD data is 
recommended to facilitate component models for VC. 
In order to advance thinking in mechatronic units, CAD 
education in universities should address model transfer, 
reduction and reuse for low-level component modelling. 

The future goal should be the availability of 
complete mechatronic models (like the models available 
today at end of low-level component modelling) 
provided by the manufacturers of components and 
subsystems. Already today the manufacturers should 
change over to provide 3D CAD data suitable for VC; 
this would be a good basis for future building of 
mechatronic models. Besides an appropriate exchange 
format like AutomationML, joint efforts for 
standardisation (e.g. model content) will be necessary 
for this purpose. 
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ABSTRACT 

This study was undertaken to make more efficient the 

ambulance service at the University of Mexico in terms of 

response time and their location through a simulation 

model, programmed in SIMIO, which represents the real 

system and allowed us to propose a strategic location of 

these ambulances, provided by a location model. 

Keywords: ambulance location, simulation, location 

model. 

1.  INTRODUCTION 

 

The University of Mexico provides the population located 

on its main campus with various services, including 

libraries, general store, medical service, sports and 

recreation, to name a few. On the other hand, the medical 

service also counts with an emergency center, which 

provides ambulance service, being responsible of 

addressing any circumstances required. The service 

covers an approximate area of 3.5 square miles, as shown 

in Figure 1, with a daily population greater than 258.617 

people, according to table 1. Considering the above, the 

response time plays an important role to provide care and 

protect human life, stating the reason of this research, 

proposing a strategic location of the ambulances, 

improving the response time, and bringing this service at 

the time when it is required. 

Table 1. Population Statistics from the main campus 

Year Undergraduate 

Student 

Graduate 

Student 

Professorate 

2008 167,891 22,527 43,151 

2009 172,444 23,875 43,252 

2010 179,052 25,036 44,348 

2011 180,763 25,167 44,869 

2012 187,195 26,169 45,253 

 

This paper presents a combination of tools: discrete event 

simulation and integer programming. Discrete event 

simulation was used because of its power to simulate 

complex and detailed systems. (Perez Cardona Gomez 

Olarte, Escudero, 2008). 

 

 

Figure 1. Aerial View of main campus 

 

The following sections give a brief description of the 

simulation model and its methodology; as well as the 

location model, and the conclusions achieved. 

 

2. SIMULATION MODEL 

 

This section gives a brief description of the model 

building, along with the methodology used, and the 

results obtained. 
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2.1 Methodology 

 

The methodology (Flores, Cortez, 2006) conducted for 

this article was as shown in Figure 2. 

 

Figure 2. Methodology Followed 

2.2 Assumtions Approach 

Several assumptions were raised for this project, such as: 

 

 Free circuit traffic. 

 Constant ambulance speed of 60 km / h. 

 Students, workers, and externals are the only 

affected population. 

 Events occur only on the main buildings of each 

of the faculties. 

 

It was proposed to work with an ambulances location 

zoning by considering the proximity areas between 

faculties, as shown in Table 2. 

 

 

Table 2. Suggested Zones 

Zone School School School 

1 Law Economics  

2 Medicine Dentistry  

3 Engineering Languages Architecture 

4 Philosophy Central 

Library 

 

5 Political 

Sciences 

  

6 Sciences   

7 Accounting   

8 Psychology   

9 Chemistry   

10 Social 

Labor 

  

11 Veterinary Animal 

Husbandry 

 

12 Engineering 

Annex 

  

 

2.3 Data Collection and Adjusting 

The data was extracted from the formats conducted by 

emergency medical technicians at the University of 

Mexico, considering information from 2008 to 2011, 

including all the days of the week. The collected data 

specified place, day of week of the event, and person 

served; information concentrated in Table 3 and Table 4. 

 
Table 3. Total number of events per day and zone  

Weekday 1  2 3 4 5 6 7 

Zone 

1 44 55 48 49 69 15 8 

2 52 44 49 51 51 15 10 

3 37 52 37 47 34 9 7 

4 31 39 30 43 38 15 11 

5 16 23 8 19 27 10 3 

6 35 43 62 49 39 9 2 

7 29 29 34 37 34 9 3 

8 12 10 17 14 14 2 1 

9 18 23 24 29 32 4 2 

10 4 7 11 11 10 0 1 

11 10 22 19 12 11 4 3 

12 11 11 18 12 10 3 0 
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Table 4. Total number of people served per zone 

Person 

served 

Student Employee Other 

Zone 

1 194 56 38 

2 130 72 70 

3 121 60 42 

4 112 49 46 

5 67 18 21 

6 154 67 18 

7 136 25 14 

8 45 17 10 

9 83 30 19 

10 29 6 9 

11 37 21 23 

12 41 16 8 

 

These data was fitted using EasyFit software, which 

allows the adjustment of probability distributions, 

providing the necessary parameters to consider in the 

simulation model presented in Table 5. 

Table 5. Adjusting parameters 

 Geometric Neg. Binomial 

 p n p 

Zone 1 .02373 4 .10046 

Zone 2 .02509 6 .13608 

Zone 3 .03043 4 .12167 

Zone 4 .03271 8 .23007 

Zone 5 .06195 4 .23935 

Zone 6 .02846 3 .08644 

Zone 7 .03846 4 .16234 

Zone 8 .09091 4 .30435 

Zone 9 .05036 3 .16003 

Zone 10 .13725 3 .33478 

Zone 11 .07955 4 .27207 

Zone 12 .09722 4 .030172 

 

According to the tests of fit goodness (Anderson-Darling 

and Kolmogorov-Smirnov) that offer the same program; 

the shaded values for each zone were taken into account. 

Furthermore, it was estimated the percentage of persons 

requiring such services as shown in Table 6. These values 

allow the estimation of the service demands. 

 

 

 

Table 6. Percentage of type of people served per zone 

Zone %Stundent %Employee %Other 

1 67% 19% 14% 

2 48% 26% 26% 

3 54% 27% 19% 

4 54% 24% 22% 

5 63% 17% 20% 

6 64% 28% 8% 

7 78% 14% 8% 

8 61% 24% 15% 

9 63% 23% 14% 

10 66% 14% 20% 

11 46% 26% 28% 

12 63% 25% 12% 

 

2.4 Model Formulation 

Once analyzed the data, the simulation model was built in 

SIMIO; this software allows you to build and run dynamic 

3D models of a variety of systems, such as manufacturing, 

supply chains, emergency departments, airports and 

service systems. This software uses a modeling approach 

by objects, where the models are constructed by 

combining objects representing physical components of 

the system. Simian model may represent the real system 

(SIMIOA LLC, 2010), this allows a more simple 

interaction between the shaper and the system to model, 

in addition to its visual appeal, as shown in Figure 3. 

 

Figure 3. Simulation model in SIMIO 

This model was built taking each zone as an entities 

generator source, which represent the events that require 

the attention of the ambulances. 
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2.5 Model Verification 

The model was verified by checking the nonexistence of 

no logical error when running the simulation; at the time 

the data was also analyzed by reviewing the results 

obtained were consistent with the real system. 

2.6 Simulation Results 

In this model each zone events were estimated 

considering the semester from August 2012 to December 

of that year, the model was run with ten replicas, figures 

4-6. 

 

Figure 4. Number of Events per zone (1-4) 

 

 

Figure 5. Number of Events per zone (5-8) 

 

 

Figure 6. Number of Events per zone (9-12) 

 

The model also provided results which show the time of 

transport along the simulation, as Figure 7 demonstrates. 

 

 

Figure 7. Transportation time 

  

From the same model, the amount of people requiring the 

ambulance services was obtained, as seen in Figure 8. 
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Figure 8. Number of people served 

3. LOCATION MODEL 

The MCLP model (Maximal Covering Location 

Problem), proposed by Church and ReVellle (1974), is an 

alternative to address and consider the deficiencies of the 

model SCLM (Set Covering Location Model), 

maximizing the population coverage restricted to the 

number of ambulances available, making the best use of 

the available resources.  

 One of the problems associated with the fixed 

coverage model is that the number of facilities (resources) 

needed to meet the demands of each node is likely to 

exceed the existent amount. The model even treats the 

nodes identically, which means that it is equally important 

to cover a demand node requiring 10 visits, to one that 

generates 100 per year (Daskin, 1995). These two 

concerns are considered to determine the number of 

facilities (resources) to be located and maximize the 

number of covered claims, this is exactly what the 

maximum coverage model aims; in order to formulate this 

model the follow definitions are used: 

 

     ∑                                                        (1) 

 

   ∑                                                        (2) 

 

∑                                                              (3) 

From equation (1)    denotes the demand of node i,    is a 

binary variable which equals 1 if the node is covered, 0 

otherwise; of equation (2)     is also a binary variable 

which will value 1 if the ambulance is located at the site j, 

0 otherwise; of equation (3)   value represents the total 

number of ambulances to locate.  

The result gave the following table showing the 

ambulance and the zone where it was located, Table 7. 

Table 7. Relationship between ambulance and zone covered 

Ambulance Zone 

1 8 

2 5 

3 3 

4 12 

 

 

 4. RESULTS 

 

The solution of the location model is implemented in the 

simulation model to evaluate the results, showing a 

decrease on the transport time and therefore the response 

time, as shown in Figure 9. 

 

 

Figure 9. Graphical comparison between the original system 
and the proposed model 

As noted in the chart above (Figure 9), there is a decrease 

of 16.1%, and a better distribution of labor between 

ambulances, generating savings in terms of maintenance 

and fuel, among others. Appreciating an even more 

efficient service. 

5. CONCLUSIONS 

The discrete event simulation is a useful tool for 

analyzing the system in question and it is possible to 

develop models able to represent satisfactorily all the 

phenomenon included on the system’s activities. These 

models made possible the diverse scenarios 

experimentation with a statistically acceptable reliability, 

evaluating escenarios with an increased demand and 

others to reduce the response time; therefore, the 

combined use of optimization techniques, such as zoning 
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and simulation, improves the system’s optimal values 

search; allowing the simulation and analysis of a large 

number of alternatives. 
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ABSTRACT 

This document presents a simulation study carried out in a 

metro station in Mexico City, which was made in order to 

determine whether the station has sufficient capacity to 

meet passengers demand in hours of maximal influx (6 to 

9 am) and to evaluate some scenarios of interest. The 

document begins by presenting an introduction to the 

metro station, then defines specifically the problem and 

presents the methodology followed; it presents the 

simulation model built in SIMIO and then shows the 

results. Finally, we give some conclusions about the 

operation of the station. 

Keywords: metro simulation, simio, collective transport 

system, metro station. 

 

1. INTRODUCTION 

The Constitucion de 1917 station is one of the main 

stations of the Collective Transport System (CTS) of 

Mexico City, in an average weekday, it receives an influx 

of over 110,000 passengers and about 18% of them access 

the station in the morning, from 6 to 9 am. In the next 

table, it is shown the busiest stations on an average 

weekday in 2011: 

 

Table 1: Average Weekday Influx in the Busiest 

Stations 

No. Station Line Influx 

1 Cuatro Caminos 2 130,511 

2 Indios verdes 3 128,417 

3 
Constitución de 

1917 
8 111,188 

4 Pantitlán 9 106,643 

5 Pantitlán A 101,723 

 

The station is located on Ermita Avenue, almost at 

the cross with Periferico Avenue. It is classified as a 

surface terminal that belongs to the Line 8 of the CTS, 

which does not link with any other line of the transport 

system. To the north of the station there are 2 bridges that 

serve as access and exit. To the south there is a bridge that 

serves only as entry and another that serves only as exit. 

In this direction, there is a Bus Terminal that has more 

than 21 routes, which connects to the south, central, north 

and east of the city. 

The Station is a multimodal transfer center that 

connects the south-eastern region of Mexico City. 

 

 
Figure 1: Aerial view of Constitucion de 1917 station 

 

The Station has 2 ticket offices for selling tickets, 

each of them located at the longitudinal ends of the 

station. 

It was decided to make the study because the 

Constitucion of 1917 station is one of the busiest 

terminals and the highest passenger flow occurs from 6 to 

9 am on a weekday.  

It is common at that time, that the lines to buy tickets 

exceed the capacity of the available space and invade 

other areas. For example the Northeast access stairs and 

the south corridor exit. 

The station also presents saturation on the platform, 

to a point that it is not possible to access it, jeopardizing 

the safety of passengers. 

Different factors has been widely studied in metro 

stations. There are some studies related to the behavior of 

passengers during boarding and alighting trains (Zhang et 

al., 2006), or the impact that the size of the access gates 

has on the flow of passengers (Hoogendoorn and Daamen, 

2004). 
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Other studies are focus on specific factors such as 

pedestrian flow (Cheung and Lam, 1997), route selection 

(Cheung and Lam, 1998) or speed-flow relationships 

(Daly et al., 1991). In this case, we decided to focus on 

the relationships between passengers, ticket offices and 

the platform. 

The present study aims to determine whether the 

station has, at this time, sufficient capacity to meet 

passengers demand and to evaluate some scenarios of 

interest such as including ticket machines, or the possible 

impact that the decrease of passengers will have due to the 

opening of a new metro line. 

 

 
 

 
Figure 2: Pictures of Constitucion de 1917 station 

 

2. PROBLEM DEFINITION 

The following research questions are formulated to serve 

as a guide during the study: 

 

 Is there sufficient capacity at the ticket office to 

deal the passengers demand? 

 What is the average time that a person should 

expect to wait from the moment he reaches the 

station until he leaves on a train? 

 Is there enough capacity on the facilities or are 

they overwhelmed by the number of passengers? 

 

The scope of the investigation is limited to the 

Constitucion de 1917 station, which belongs to the Line 8 

of the CTS; we study the influx of passengers on 

weekdays and from 6 to 9 am, which are the maximal 

influx hours. 

We only consider the people who arrive to the station 

from outside of the system, and we do not consider the 

passengers that come from the previous station because 

they are a low number at that hour. 

 

 
Figure 3: Diagram of the System 

 

The objective is to obtain descriptive measures of the 

performance of Constitucion de 1917 station, throughout a 

simulation study that models waiting times at ticket 

offices and on the platform, determine whether it has 

sufficient capacity and to evaluate some scenarios of 

interest. 

 

3. METHODOLOGY 

The order in which the research was made followed the 

next methodology (Flores, 2006): 

 

3.1. Problem definition 

Here we determined the general objective and also the 

specifics ones of the research, the scope, and resources 

needed to carry it out. 

 

3.2. System conceptualization 

Once the research problem had been defined, we 

determined which aspects or factors are the most relevant 

and have the greatest explanatory behavior of the 

phenomenon, to decide whether to include them in the 

model and with what level of detail. 

 

3.3. Data collecting 

Once the system conceptualization was completed, we 

determined the information we had available, if it was 

reliable and what other information was needed to be 

collected according to the requirements of the model. 

 

3.4. Model formulation 

SIMIO software was selected to carry out the simulation 

due to their robustness and ease of use. We constructed a 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 310



model that incorporates the relevant aspects defined 

above. 

 

3.5. Verification and validation of the model 

Some tests were performed to find and correct logic errors 

in the model and other tests were made to ensure that the 

model results maintain a correspondence with the real 

system, so the model could adequately predict actual 

system behavior within the defined framework. 

 

3.6. Design of experiments 

In this part we defined scenarios of interest and they were 

expressed in terms of the parameters that will experience 

change. 

 

3.7. Data analysis 

Here we compile the obtained results and some 

conclusions were drawn about the current operation of the 

system. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Methodology Followed 

 

4. SIMULATION MODEL 

 
4.1. System conceptualization 

On the definition of the objective of this study, we 

determined the elements that are relevant for modeling the 

system. In the following diagram it can be seen that the 

system has three entries, corresponding to the doors: 

Northwest, Northeast and Southern Access. 

There are two ticket offices which are independent 

one from another, so a passenger that is at any of the 

ticket offices can´t reach the other from there because 

there is a physical barrier. 

Finally we have the platform, which is the space 

where passengers wait for the train to arrive. 

 
Figure 5: Diagram of the Process 

 

4.2. Data collecting 

Most of the information related to the operation of the 

station was obtained from the website of the CTS where 

they provide many useful data. However, it was necessary 

to take field samples to determine: the proportion of 

arrival of passengers associated with the access doors, the 

service times of the ticket offices and the departure times 

of the trains.  

It should be mentioned that the collection of data 

also served to validate some of the data provided by CTS 

in its page. The data collection was taken on these days: 

Monday, Wednesday, and Friday; from 06:00 to 09:00. 

 

4.3. Model formulation 

The model was built as a system with one source that 

generates entities, any of them can enter to the station by 

one of the three accesses and follows a path that divides 

into two at each ticket office. There, for every entity, is a 

probability p to buy a ticket (therefore the entity goes into 

the waiting line) and a probability 1-p to go straight to the 

platform, where the entity waits until a train arrives. 

As mentioned above the software selected to carry 

out the simulation was SIMIO. We used the following 

objects: 

 

4.3.1. Entities 

We used two types of entities. The first type is the 

passengers and four types of passengers were created, 

each with a different movement speed to represent the 

passengers that walk at different speed. The other type of 

entities is the trains which are generated at the station. 

 

4.3.2. Sources 

We used two sources. The first one generates the 

passenger entities according to an exponential 

distribution. During the time considered in this 

investigation, the arrivals of passengers change 

throughout the time, so it was decided to change the 

parameter of arrivals in a stepwise way.  

The parameter starts with a fixed value and then 

starts to increase until a maximum, after it reaches it, the 

parameter decreases. The following table shows the 

parameter values associated to time: 

I. PROBLEM DEFINITION 

II. SYSTEM CONCEPTUALIZATION 

III. DATA COLLECTING 

IV. MODEL FORMULATION 

 
V. VERIFICATION AND 

VALIDATION OF THE MODEL 

VI. DESIGN OF EXPERIMENTS 

VII. DATA ANALYSIS 
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Table 2. Arrival Rate of Passengers per Hour 

No Time λ  Classification 

1 6:00-6:30 3,889.64 Minimal 

2 6:30-7:00 5,834.46 Regular 

3 7:00-7:30 9,724.10 Maximal 

4 7:30-8:00 9,724.10 Máximal 

5 8:00-8:30 5,834.46 Regular 

6 8:30-9:00 3,889.64 Minimal 

 

The second source generates the train entities that 

were properly adjusted to a triangular probability 

distribution. 

 

4.3.3. Servers 

There are two servers, which correspond to the ticket 

offices; each one on either side of the station. As 

mentioned before there is no path that connects them, so 

they are considered independent. Each ticket office can 

have up to two people at service and they have a single 

queue which follows a FIFO (First In First Out) 

discipline. The distribution of time between services was 

adjusted to a triangular probability distribution. 

 

4.3.4. Combiner 

A combiner was used to represent the platform where the 

passengers wait until a train arrives. This object was 

chosen because the arrival of a train can be modeled as an 

event where one train is combined with n number of 

passengers, where n is the minimal between the maximal 

train´s capacity and the number of passengers waiting in 

the platform at that moment: 

 

   (1) 

4.3.5. Sink 

A sink is an object that destroys the entities; in this case 

we only used one sink to destroy both types of entities. 

 

4.3.6. Paths and Nodes 

The paths were used to determine the trajectory of the 

entities within the system and the nodes to represent the 

points where the entities select one of many paths. For 

example, the path that comes from the passengers source 

has a node which represents the decision of selecting one 

of the three possible entries; each one goes to a different 

door (northwest, northeast and south). The probability of 

selecting one of them is ei such that:  

 

e1 + e2 + e3 = 1                                                                 (2) 

 

It is noteworthy that the model dimensions are scaled 

with the actual facility, and with the use of the path object 

(that takes some time to be traveled by an entity 

depending on the distance it has), the model better reflects 

the movement of passengers within the station. 

Below there are some images of the simulation 

model: 

 

 
Figure 6: East Ticket Office 

 

 
Figure 7: West Ticket Office 

 

 
Figure 8: Platform 

 

 
Figure 9: Simulation with SIMIO 
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4.4. Verification and validation of the model 

To validate the model we used the following techniques: 

 

4.4.1. Comparison with the real system 

We ran a simulation using the parameter of maximal 

influx and we compared the number of people waiting in 

the queue on both ticket offices and on the platform; the 

results obtained were similar to the amount of passengers 

in the real system. 

 

4.4.2. Behavior in extreme cases 

We ran a simulation with significant delays on train 

departures and a large agglomeration of passengers was 

produced on the platform to the point of saturating it. This 

has happened on rare occasions in the real system, with 

similar results. 

In another test we significantly decreased the influx 

of passengers to the station and we noticed that there were 

no queues on both servers (ticket offices) as well as on the 

platform. That situation is common to see in the real 

system at times when the influx of passengers is low. 

 

5. DESIGN OF EXPERIMENTS 

 

5.1. Scenario A. Current conditions 

We ran a simulation of the system under the conditions in 

which it works currently considering that each ticket 

office is working with two servers, and the arrivals of the 

trains change with the time as shown in the table 2. 

The purpose is to know the measurements of the 

system´s performance during normal conditions at peak 

traffic hours. 

 

5.2. Scenario B. Two servers remain closed 

In this scenario we simulated the event in which one of 

the servers on the east side and another on the west side 

ticket office, are disabled to operate, either because of 

absenteeism of the workers or not having the necessary 

equipment or any other case. 

The purpose is to determine the impact to the system 

when the ticket offices have only one server during peak 

traffic hours. 

 

5.3. Scenario C. Ticket vending machines 

We simulated the event that there are installed two ticket 

vending machines, one on each side of the station next to 

the ticket offices. We assume that the speed of service of 

the machines is equal to the time of service of the server 

in the ticket office. 

The purpose is to determine the possible reduction of 

waiting time at the ticket offices that these ticket vending 

machines can provide. 

 

5.4. Scenario D. A decrease on the influx 

We simulated the scenario that the influx of passengers to 

the station decreases by 10% due to implementation of 

Line 12 of the CTS, so the amount of people from the 

south-east region of the city would be reduced. 

The purpose is to assess the potential impact on the 

station due to the expected reduction of passenger influx. 

 

5.5. Scenario E. Constant departure time 

We wanted to know the impact on waiting times and 

number of people on the platform when the time between 

arrivals of the trains is constant, taking as the constant 

parameter the mode of the triangular distribution. 

The purpose is to evaluate the change in the average 

waiting time and average number of passengers waiting 

on the platform when the arrivals between trains remain 

constant. 

In this table there is a summary of the information 

about the scenarios considered above: 

 

Table 3. Summary Table of Scenarios. 

Scenario Description 

A 
The simulation is run with current 

operation conditions. 

B 
One of the servers at each ticket office is 

disabled. 

C 
One ticket vending machine is installed at 

each side of the station. 

D 
There is a decrease of 10% on the arrival 

of passengers. 

E 
The time between the arrivals of the trains 

is constant. 

 

6. RESULTS 

The experiment consisted of running the simulation over 

the period considered (three hours), changing the 

parameter of arrivals according to the above table. There 

were 10 replicates of each experiment. This was repeated 

for each scenario considered. 

Scenario A represents the measure of comparison 

with the rest. The results are shown below: 

 

 
Figure 10: Average Time in System 

 

The average time in the system is 5.2 minutes under 

normal conditions. We can see that when there is only one 
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server on each side (scenario B), the time increases by 

almost 60%. In addition, if ticket vending machines are 

set up (scenario C) the average time in the system would 

be reduced by 25%. 

The scenario D which considers a 10% decrease in 

the influx of passengers, has an impact of about 15% less 

on average time in system, a total of 4.1 minutes. 

Finally, if the arrivals of the trains have a constant 

time, it would not significantly affect the average time in 

system (Scenario E), which is 4.75 minutes. 

 
Figure 11: Average Passengers Formed at the West 

Ticket Office 

 
Figure 12: Average Passengers Formed at the East Ticket 

Office 

 
Figure 13: Average Waiting Time at the West Ticket 

Office 

 

 
Figure 14: Average Waiting Time at the East Ticket 

Office 

 

 
Figure 15: Average Passengers Waiting at the Platform 

 

 
Figure 16: Average Waiting Time at the Platform 

 

On the platform there were 205.6 passengers and 

1.91 minutes on average waiting time for the A scenario. 

For B scenario, these values decreased slightly to 187.6 

passengers and 1.9 minutes. This may be because of the 

lower capacity of the servers which implies that a greater 

amount of passengers are stopped in them. For the C 

scenario, there were 204.4 passengers and 1.89 minutes 

and it does not represent a significant change. In the D 

scenario there were 183.5 passengers and 1.89 minutes. 

For the E scenario there were 205.2 passengers and 1.89 

minutes, a little variation compared to scenario A. 

 

7. CONCLUSIONS 

This study has been useful in understanding the impact of 

some operational policies on the service to passengers. It 
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has also allowed a better understanding of the behavior of 

passenger arrivals. 

With the results obtained it is possible to perform a 

cost-benefit analysis to evaluate the installation of ticket 

vending machines. Simulation has been a useful tool in 

studying stochastic systems. 

There is sufficient capacity to meet the passengers 

demand in peak traffic hours. In the case of the ticket 

offices, while both work with two servers (cashiers), the 

number of passengers that are lined up to buy tickets is 

kept under control, but if any of them works with less 

servers then the number of people increases significantly, 

leading to a potentially hazardous situation. For the 

platform there is a similar case. The crowding of 

passengers that is produced there is generated because of 

the preference to travel sitting rather than standing, so the 

passengers remain in the platform until they can get a seat 

on a train. This situation increases the number of 

passengers waiting in the platform. 

The servers at the ticket offices have a major 

impact on the total time in the system. Although 

approximately 80% of the passengers do not buy a ticket 

at the considered hours, the largest time that is spent in the 

system take place at the ticket offices, where the wait in 

the queue is more than double than the wait on the 

platform. If one of the servers could not be open in any of 

the ticket offices, it would generate an increase of seven 

times in passengers waiting, and five times in waiting 

times, which is a significant impact. On the other hand, 

the use of ticket vending machines greatly reduces 

important queue length and waiting times, in such a way 

that could be a viable option to improve the overall 

performance of the station. 

If the time between arrivals of the trains is 

constant, this would not imply a reduction on the 

number of passengers that are waiting on the 

platform. According to the data obtained, the decrease of 

passengers at the platform is minimal, indicating that the 

current operating times are satisfactory. 

A decrease in the influx flow is equivalent to the 

installation of ticket vending machines. We can observe 

a similar behavior in the system´s variables when we 

increase the capacity of the servers and when we decrease 

the influx of the passengers; except in the average number 

of passengers waiting on the platform, where the C 

scenario is higher than the D in approximately 20 people. 

Therefore, it would not be advisable to install ticket 

vending machines if a decrease of passengers influx is 

expected. 
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ABSTRACT 

Models in general, but especially in medicine, need 

extensive testing and verification to ensure that they do 

not contain errors and produce correct results. 

Traditionally, this happens after completing the 

development. In this work an approach to automated 

and continuous testing, verification and documentation 

based on a continuous integration tool is presented. This 

practice has several advantages in comparison to the 

traditional way of verification. As the model is verified 

after every single change that is made to it, one benefit 

is the earlier and more precise tracing of errors. Another 

advantage is the aggregation of code generation, 

software building, testing, verifying and documentation 

in one tool to ensure maximum automation and to 

reduce expenditure of time. Furthermore, due to the 

integration of central versioning systems, it makes 

working in development teams easier. In this work, the 

development processes of two cardiovascular models 

are incorporated into a continuous integration system. 

 

Keywords: continuous integration, cardiovascular 

model, model verification, development tools 

 

1. INTRODUCTION 

In contrast to model checking, which ensures the formal 

validity of a software system, model verification tests 

the correctness of the results derived from a given 

model. In medicine, the verification of physiologic 

models can be done, for example, by comparing these 

results with real world measurements. 

This verification process traditionally starts after 

the development of the model is completed and 

executable software has been build, whereas the 

building process itself is usually carried out manually 

and step by step. Finally, documentation of model and 

verification is produced by hand. All these steps have to 

be carried out each time the model is changed. 

Figure 1 shows a diagram of this typical 

development approach, e.g. as described by Bachler et 

al. (2011). 

 

Modelling

(Building a model in a mathematical programming 

language)

Code generation and compilation

(Generation of C code and compilation of executable 

software)

Library integration

(Integration of the compiled model in a software 

product)

Verification

(Do the results of the model meet the requirements?)

Documentation

(Documenting model and results of the verification 

process)

Figure 1: Typical Development Process of a Software 

Product based on a Model 

 

Among others, one big disadvantage of this 

approach is the late verification of the model. Finding 

an error in the fourth step (verification) of the process 

usually forces the developer to go back to step two 

(code generation and compilation) or even step one 

(modelling), depending on the mistake. 

Another drawback can be found in environments 

where the model is subject to continual changes. 

Usually, several changes are made to the model before 

the building process is started again. Therefore it is not 

easy to track back errors found during the verification 

and relate them to a specific change. 

Although these issues are addressed by best 

practice paradigms such as “test early, test often” they 

tend to reoccur in many different software development 

processes, not only in model based algorithm 

development. Following these fundamental practices 

seems to be harder than one would expect. The 

automation of the entire building process can help to 

enhance the frequency of testing and verification 

(Duvall, Matyas, and Glover 2007). 
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In this work the automation of the development 

processes of two software products containing 

cardiovascular models using the continuous integration 

tool and open source software Jenkins in the version 

1.473 is described. 

 

2. METHODS AND MATERIALS 

In the first part of this chapter, two concrete software 

products containing cardiovascular models are 

presented. Their development processes, which were 

transferred into a continuous integration system, will be 

described. One of the models is dealing with the 

calculation of certain parameters using pulse wave 

analysis, the other is used for the detection of features in 

electrocardiography. 

The second part deals with continuous integration 

tools in general and the software tool Jenkins in 

particular. 

 

2.1. Pulse Wave Analysis 

Pulse wave analysis (PWA) in general deals with the 

determination of several cardiovascular parameters 

calculated from the pulse wave travelling through 

human arteries. The AIT Austrian Institute of 

Technology GmbH developed a non-invasive and easy 

to use method based on recordings of the pulse wave by 

means of an occlusive blood pressure cuff 

(Wassertheurer, Mayer, and Breitenecker 2008; 

Wassertheurer et al. 2010; Hametner 2011; Hametner et 

al. 2012; Weber et al. 2011; Wassertheurer, Hametner, 

and Weber 2011; Nunan et al. 2012). 

Certain software algorithms for the calculation of 

parameters for the aortic blood pressure, arterial 

stiffness and wave reflection are part of this method. As 

this system is subject to ongoing research, the 

underlying models are changed continually. 

Furthermore, several developers are involved in the 

modelling and building process. Hence, these models 

and algorithms are perfect candidates to be incorporated 

in a continuous integration system. 

The model based algorithms used for the pulse 

wave analysis are developed in the mathematical 

programming language MathWorks MATLAB
®
 in the 

version R2007b and converted to C code using 

Embedded MATLAB
®
. This C code is compiled into 

dynamic link libraries using standard C compilers and 

integrated in a software product written in the 

programming language Java. The original development 

process followed the steps shown in Figure 1. 

The whole development process is summarised in 

Figure 2. In the original setting, the transition from 

MATLAB
®
 code to the DLL was semi-automatic using 

shell-scripts. The integration of the DLL in the Java-

Environment, software tests and verification as well as 

the documentation was done manually. 

 

2.2. Electrocardiography 

Electrocardiography (ECG) is the measurement of the 

electric activity of the cardiac muscle. It is a non-

invasive, painless technique and is widely used in the 

assessment of heart failures. The tracing of one 

heartbeat consists of a P wave representing the atrial 

depolarization, a QRS complex showing the ventricular 

depolarization and a T wave at the ventricular 

repolarisation. 

The software algorithm is able to detect beginning, 

peak and end of the QRS complex, the P and the T 

wave of each heartbeat automatically and in real time 

(Bachler et al. 2011). 

The results of this algorithm are verified by 

comparing them to annotations made by medical 

experts with data from different ECG databases 

(Goldberger et al. 2000). 

Like the algorithms for pulse wave analysis, this 

software is written in MATLAB
®
, converted to C code, 

compiled to a dynamic link library and integrated in a 

software product written in Java (shown in Figure 2). 

Again, the transition from MATLAB
®
 code to the DLL 

is semi-automatic, whereas integration, verification and 

documentation are done by hand. Therefore several 

build steps from the pulse wave analysis algorithm can 

be reused.  

 

MATLAB
®
 - Model

DLL Java

Research & Development

Development

C code

Embedded MATLAB compiler

C compiler

Figure 2: Development of different parts of the software 

system for Pulse Wave Analysis and ECG Analysis 

 

2.3. Continuous Integration 

Continuous integration helps implementing “best 

practices” in software development by automating the 

whole building process (code generation, compilation, 

testing and verification) and the documentation thereof 

(Duvall, Matyas, and Glover 2007). 

Focused mainly on the principles of centralisation, 

“test early, test often”, automation of build and 

documentation, and feedback, a continuous integration 

system usually features (as shown in Figure 3): 
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 A version control repository, 

 A continuous integration server, 

 Build scripts, and 

 A feedback mechanism. 

 

Build Script

_________

_________

_________

Commit Source Code

Developer Developer

Poll

Version 

Control 

Repository

Continuous 

Integration 

Server

Feedback 

Mechanism

 
Figure 3: Basic Components of a Continuous 

Integration System (Duvall, Matyas, and Glover 2007) 

 

2.3.1. Centralisation 

In research and development teams, usually a file server 

is utilized as central data storage accessible to all team 

members. Typically a version control system such as 

Concurrent Versions System (CVS) or Apache 

Subversion (SVN) is used to keep track of all changes 

made to the files. 

Continuous integration systems support the 

practice of using central versioning systems and 

integrate them seamlessly without any change 

necessary. A central continuous integration server 

frequently checks for changes in the source code stored 

in the version control system. If a change is detected, 

the building process is carried out according to some 

predefined build scripts. 

 

2.3.2. Test Early, Test Often 

Testing is part of the building process. Automated 

software tests (including the verification of the results 

obtained using the model) are executed each time after 

the software was compiled. As the building process is 

started after each change in the source code that is 

submitted to the version control system, the only thing 

developers need to do is to commit their code every 

time they add or change something. As a consequence, 

every single change leads to a full test and verification 

of the whole system and therefore also the model. This 

narrows down bug tracking to where did the error occur 

(i.e. in which development step) and when did it occur 

(i.e. after which change in the model), therefore making 

errors a lot easier to resolve (Duvall, Matyas, and 

Glover 2007). 

 

2.3.3. Automation of Build and Documentation 

With tools such as GNU Make (originating from UNIX 

systems and mainly used for the C programming 

language), Apache Ant and Apache Maven (primarily 

for development in Java), build automation tools are 

already widely used. But instead of running these tools 

on the machines of developers (which probably 

prevents them from doing something else in the 

meantime), they are incorporated in the continuous 

integration system and executed on a dedicated 

continuous integration server. 

Therefore, existing build scripts can be reused 

easily in a continuous integration system. Furthermore, 

different sorts of scripts can be combined to create a 

fully automated build environment. 

In addition to the compilation process and 

automated testing, sophisticated scripts allow the 

automated verification of the results of the model based 

algorithms described above and the automated 

generation of verification reports. 

 

2.3.4. Feedback 

As building, testing and documentation is completely 

taken over and automated by the continuous integration 

system, there has to be a mechanism to inform the 

developer of success or errors in the build. Usually, the 

continuous integration server is configured to send an e-

mail to either a predefined address (probably the 

coordinator of the team) or to the developer that 

initiated the building process by committing code 

changes. 

If errors occur during the building process, the 

feedback contains detailed descriptions of them to allow 

fast and easy debugging. Otherwise, build artifacts are 

generated. These usually consist of executable software 

or compiled libraries, test results and verification 

reports. 

 

2.4. The Continuous Integration tool Jenkins 

Jenkins is an extendable, web based continuous 

integration tool written in Java and published under the 

open source MIT license. It supports several build tools 

such as Apache Ant, different versioning systems such 

as Apache Subversion and automatic software testing 

tools. It is a fork (spin-off) from the continuous 

integration system Hudson supported by Oracle (Wiest 

2010). 

Originally, it was designed for Java projects only, 

but with the capability of using plugins its features can 

be extended far beyond this limited purpose (Wiest 

2010). 

Projects can be created and managed via a web 

interface using an ordinary browser. Therefore, every 

developer can access the same configuration data, adapt 

them or check the status of a certain project (Wiest 

2010). 
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Jenkins is not limited to one central continuous 

integration server but can incorporate several distinctive 

nodes running different operating systems. This feature 

is especially essential if the source code has to be 

compiled for different platforms such as Linux, Mac OS 

X or Microsoft Windows, but can also help distributing 

the work load to several building machines (Wiest 

2010). 

 

2.5. Using Jenkins for the Development of the 

Algorithms based on Cardiovascular Models 

As described earlier in this section, some parts of the 

development process were already automated using 

shell scripts. Also the version control system Apache 

Subversion in the version 1.6 was already in use. So, 

when implementing Jenkins with the projects for pulse 

wave analysis and ECG analysis, the main work was the 

combination of all single steps into one completely 

automated process. The biggest challenge was the 

creation of automated verification reports. In contrast to 

standard software tests, which primarily give a yes/no-

answer to the question of the absence of runtime-bugs, 

verification has to quantify the difference between the 

results obtained using the model and a reference. 

Therefore, the report of the verification process cannot 

be simply the output of a standard software test but has 

to include extensive statistical analyses of the results. 

 

2.5.1. Assessment of the Initial Situation 

To create an overview of the steps necessary for porting 

the whole development process to Jenkins, an 

assessment of the initial situation has to be performed: 

 

1. Modelling: The models used in pulse wave 

analysis and ECG analysis are written in the 

programming language MATLAB
®
. As this is 

the creative part of the development process 

done by researchers and developers, it is not 

possible to automate this task. 

2. Code generation: Using scripts written in 

MATLAB
®
, models and algorithms from step 

1 are converted to code in the C programming 

language. 

3. Code compilation: In this step, dynamic 

libraries are created for Linux, Mac OS X and 

Microsoft Windows. Therefore, three building 

machines with different operating systems are 

in use. Shell scripts for these compilation 

processes already exist, but they have to be 

executed on each machine manually. 

4. Library integration: The three libraries built in 

step 3 are integrated in a Java project, which 

again is build using a shell script on one of the 

machines mentioned in the step above. 

5. Verification: The verification consists basically 

of three parts: verifying the MATLAB
®
 model 

itself, verifying the libraries integrated in the 

Java project and running automated software 

tests. For the first part, a MATLAB
®
 script is 

used to compare the results derived using the 

models with a reference and to quantify the 

differences. The libraries are verified manually 

on their respective operating system (Linux, 

Mac OS X and Microsoft Windows) by 

executing the Java software, loading the 

reference data, performing the calculations and 

exporting the results. These results are then 

compared and quantified using a MATLAB
®

 

script. The automated software tests are 

executed using a shell script and the testing 

framework TestNG (Beust and Suleiman 

2007). 

6. Documentation: The documentation of the 

results of the verification is done manually by 

summarising all results generated in step 5 and 

describing the changes since the last version of 

the software. 

 

2.5.2. Adaption to a Fully Automated Continuous 

Integration 

Several steps were taken to adapt the existing 

development procedures and to integrate them in 

Jenkins: 

 

1. Jenkins was configured to access the version 

control repository and to frequently check for 

modifications of the model. If a modification is 

detected, it will perform a clean check-out of 

the source code and start the whole building 

process. 

2. To automatically run MATLAB
®
 scripts, 

MATLAB
®
 was installed on the same machine 

as Jenkins. These scripts can be executed by 

Jenkins through a shell script which starts 

MATLAB
®
 without user interface and runs the 

MATLAB
®
 script. These scripts are used for 

code generation and verification. 

3. To compile the C source code for different 

operating systems, three machines where set 

up to run Jenkins: one Linux, one Mac OS X 

and one Microsoft Windows machine. Also, 

three Jenkins projects were created, one for 

each platform. Each was configured to be built 

only on one designated machine using the 

appropriate shell scripts. The scripts could be 

reused without modification (Berg 2012). 

4. The verification of the libraries was automated 

by transferring the evaluation of the reference 

data to the automated TestNG tests. Instead of 

loading the reference data and exporting the 

results manually, these steps have been added 

to the already existing TestNG tests. These 

tests are executed by Jenkins automatically 

after compilation is finished. 

5. To automate the documentation of the 

verification as far as possible, the MATLAB
®

 

script quantifying the differences between 

model, libraries and reference was adapted to 

write these results into a file. A source file in 

the document markup language LaTeX was 
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prepared to automatically read and summarise 

these results. The LaTeX typesetting system is 

executed by Jenkins after all other 

development steps have been finished 

successfully to produce a PDF document 

containing all results of the verification 

process. This document also features the 

possibility of adding text to allow a manual 

description of the results. Therefore, the 

repetitive part of the generation of the 

documentation was automated using Jenkins. 

The creative part, which includes a detailed 

description of the changes in the model as well 

as an interpretation and discussion of the 

results of the verification, is still left to 

researchers and developers. 

 

3. RESULTS 

Figures 4 and 5 present a qualitative comparison of the 

workflow before and after the introduction of the 

continuous integration system to the development 

process of the software products containing the 

cardiovascular models. 
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Table 1 gives an overview of the time spent by a single 

developer on different sorts of tasks, assuming that 

there are no errors in the model (please note that the 

given time spans are rough estimates and that the true 

values depend heavily on the amount of reference data 

used for verification and the time spent on the creative 

part of the documentation). 

 

Table 1: Comparison of Time Spent by a single 

Developer on Different sorts of Tasks with and without 

a Continuous Integration System (CI) 

Time spent by developer Without CI With CI 

Overall 60 min 15 min 

On repetitive tasks 45 min 0 min 

On creative tasks 15 min 15 min 

 

3.1. Discussion 

The heavy overhead of repetitive tasks burdening the 

developer in a development process without a 

continuous integration system (see Table 1) usually 

lowers the frequency of code compilation, code testing 
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and model verification. Therefore, usually several 

changes are made to the model and only verified once. 

Assuming that one of these changes leads to an error 

during the verification process, it is hard to determine 

the source of the error as there are multiple possibilities. 

Shifting this overhead to the continuous integration 

system and triggering the whole build-and-verify-

process after every single change that is made to the 

model leads to a higher frequency of builds and 

therefore a higher frequency of verifications. Errors are 

detected immediately and can be resolved in less time. 

 

4. CONCLUSION 

Using the continuous integration tool Jenkins and 

several of its extensions, the development, verification, 

and documentation processes of software systems 

containing cardiovascular models were automated. The 

developer is relieved of repetitive tasks and the 

frequency of model verifications during the 

development is raised. Lowering the expenditure of 

time of the building process due to automation and the 

time needed for the fixing of bugs because of earlier and 

more accurate error reports lead to a speed up of the 

release of new versions of the software. 
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ABSTRACT
The analysis of aortic blood pressure and flow represent 
an  important  tool  to  predict  cardiovascular  risk.  A 
Windkessel model relating pressure and flow, together 
with an optimal performance criterion of left-ventricular 
work, is used to generate the aortic flow pattern for a 
given  central  pressure  curve.  For  the  corresponding 
optimization problem, different physiologically relevant 
constraints are specified, but due to the limited number 
of degrees of freedom not all of them can be included at 
once.  The optimization problem is  solved  with every 
possible  combination  of  constraints  and  the  resulting 
flow  and  pressure  curves  are  analyzed.  These 
waveforms show that the choice of constraints strongly 
affects  the  accuracy  of  the  generated  curves. 
Constraining aortic flow during diastole appears to be 
the best choice, but a physiologically shaped flow and 
pressure pattern cannot be achieved simultaneously with 
the applied objective function and constraints.

Keywords:   pulse  wave  analysis,  blood  flow  model, 
cardiovascular system, aortic pressure waveform
  
1. INTRODUCTION
The circulation of blood in the human cardiovascular 
system is determined by pressure and flow. Both state 
variables depend on the mechanisms of the heart and 
the properties of the vessels. Therefore they can be used 
to characterize the status of the cardiovascular system of 
a specific person, and several methods and parameters 
have been developed for this purpose, which are often 
subsumed as pulse wave analysis (PWA). 

Beside systolic and diastolic blood pressure levels 
obtained  from  brachial  pressure  readings,  also 
parameters  reflecting  arterial  stiffness  and  wave 
reflection in the aorta are supposed to yield important 
information  about  cardiovascular  risk.  Their 
computation  is  based  on  analysis  of  central  arterial 
waveforms  of  pressure  and/or  flow  and  thus  require 
measurements  thereof  (Chirinos  and  Segers  2010b, 
Laurent  et  al.  2006,  Mitchell  2009).  See Fig.  1  for  a 
stylized  example  of  aortic  pressure  and  flow 
waveforms.

Arterial pressure can be measured rather easily by 

non-invasive oscillometric or tonometric techniques on 
peripheral sites, and validated transfer functions provide 
an aortic pressure curve (Karamanoglu  et  al.  1993, 
Wassertheurer et al. 2010b, Weber et al. 2011). A non-
invasive measurement of aortic flow on the other hand 
is more cumbersome and consequently not convenient 
for clinical applications (Chirinos and Segers 2010a). 

Different  models  for  generating  blood  flow 
patterns  based  solely  on  information  from  pressure 
readings  have  been  developed  to  overcome  this 
limitation. One approach is to replace the unknown flow 
wave by an estimate,  e.g.  a  triangular  approximation, 
generated with the help of parameters derived from the 
(known) aortic pressure wave. 

Westerhof et al. (2006) studied the accuracy of a 
triangular  waveform to determine parameters  of wave 
reflection in the aorta by the means of wave separation 
analysis. They achieved results close to those obtained 
with measured flows, whereas Kips et al. (2009) found 
substantial  differences  in  a  similar  study.  They again 
tested a triangular approximation of the blood flow for 
the application in pulse wave separation, but in contrast 
to  the  other  study,  they  used  a  pressure  waveform 
derived from non-invasively measured data to base their 

Figure  1:  Exemplary  waveforms  of  aortic  blood 
pressure (upper panel) and flow (lower panel)
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approximation on. They outlined this fact as their main 
limitation  and  as  a  probable  explanation  for  the 
differing  results.  Therefore,  since  non-invasive 
techniques  are  preferable  for  clinical  application,  this 
method  might  be  disadvantageous.  Along  with  the 
triangular waveform, they also examined the qualities of 
a  newly proposed estimate with a  more physiological 
form,  which  is  obtained  by averaging  the  normalized 
measured flow waves of various patients. Even though 
thereby  the  same  waveform  (except  for  an 
individualized  timing)  is  used  for  every  patient,  the 
results were improved in comparison to the triangular 
form. Yet for the reflection parameters determined with 
the  use  of  this  curve,  the  deviations  from  measured 
values were still considerable. 

Another approach is to use a Windkessel equation 
to establish a functional relation between pressure and 
flow. The assumption that the heart works in an optimal 
manner,  i.e.  that  the  power  dissipation  is  minimized 
under given constraints, enables the computation of an 
aortic root flow and the corresponding pressure contour 
(Pfeiffer  and Kenner  1978;  Yamashiro,  Daubenspeck, 
and Bennett 1979).  Subsequently, the parameters of the 
Windkessel  model  can  be  identified  by  fitting  the 
calculated  to  the  measured  pressure  wave  to  finally 
obtain the left ventricular ejection pattern (Estelberger 
1977). 

One  advantage  of  this  method  is  that  the  flow 
curve  is  modeled  with  physiological  significant 
parameters (Westerhof et al. 2009). Hence establishing 
the  model  itself  already  yields  information  about  the 
arterial  system  without  further  analysis.  Its  main 
drawback is that the number of constraints that should 
be taken into account exceeds the degrees of freedom in 
the optimization problem. Therefore certain constraints 
have to be omitted. 

A specific choice of constraints to generate a flow 
curve is currently used in the ARCSolver algorithms for 
PWA (Hametner 2011b,  Mayer 2007, Wassertheurer et 
al. 2010a). Cardiac output determined in this way, i.e. 
by using the modeled aortic root flow, showed a good 
correlation  with  the  one  obtained  from  invasively 
measured data (Wassertheurer et al. 2008). Furthermore 
this model  is  part  of algorithms that  provide accurate 
and  clinically  relevant  estimates  of  wave  reflection 
parameters  which  are  capable  of  predicting 
cardiovascular risk.  (Hametner et al. 2011a, Hametner 
et al. 2012, Weber et al. 2012). This indicates that even 
without including all  constraints a reliable description 
of  the  hemodynamics  in  the  arterial  system  can  be 
achieved with this method. 

The aim of this study is to solve the optimization 
problem with different combinations of constraints and 
characterize the resulting pressure and flow curves, 
which should bring further insights in the dynamical 
behavior of the underlying model.

2. METHODS
To generate a  central  flow curve,  first  of  all  pressure 
and flow are related over a Windkessel equation. Then 

the  considered  constraints  are  formulated  and 
subsequently  the  resulting  optimization  problem  is 
solved by the means of calculus of variations.

2.1. Windkessel Models
Windkessel  models  describe  a  dynamic  relation 
between pressure and flow in the arterial system. The 
pressure is thereby assumed to be the same all over the 
arterial  tree,  because  the whole system is modeled as 
one  compartment,  which  makes  spatial  distributions 
impossible. The idea is based on the comparison of the 
volume  elasticity  of  the  large  arteries  with  the  air 
chambers  in  old-fashioned  fire-engine  pumps.  During 
systole, the blood is ejected from the left ventricle with 
high pressure whereby the elastic arteries  close to the 
heart expand. After closing of the valves, the pressure 
drops and thus the arteries relax again. By doing so, the 
contained  blood  is  discharged,  providing  a  continued 
blood flow during diastole (Westerhof et al. 2009).

In  1899 Otto Frank formulated the mathematical 
equations  to  relate  pressure  and  flow  in  terms  of  a 
compliant  and  a  resistant  element  (Hametner  2011b). 
The arterial compliance  Ca is defined as the change in 
blood volume V caused by a change in blood pressure p

Ca=
dV
dp

(1)

and thus gives a measure of the elasticity of the arteries, 
i.e.  their  capacity  to  store  blood.  It  is  assumed to be 
constant.

The  peripheral  resistance  Rp characterizes  the 
power  dissipation  in  the  area  of  the  arterioles  and 
capillaries  and  describes  the  proportionality  between 
mean blood pressure P and mean peripheral blood flow 
X:

R p=
P
X

(2)

As  mass  has  to  be  conserved,  the  change  in  blood 
volume  over  time  corresponds  to  the  difference  of 
inflow and outflow, see Eq. 3.

dV
dt

=q (t)−x (t ) (3)

Thereby  q  denotes the aortic  root flow, i.e.  the blood 
ejected from the left ventricle. Combining Eqs. (1)  to 
(3)  yields  the  model  equations  of  the  two-element 
Windkessel:

 q (t )=Ca R p ẋ (t )+x ( t)
p ( t)=R p x ( t)

(4)

During diastole, when the aortic valve is closed and thus 
q equals  zero,  the  system  becomes  a  linear 
homogeneous  differential  equation  in  x with  the 
following solution (td denotes the length of a heartbeat):
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xd (t )=xt d
e

t d−t
R p C a , xt d

=x (td ) (5)

Hence the model predicts an exponential decay for the 
diastolic  peripheral  flow  and  consequently  the  blood 
pressure  with  time  constant  RpCa,  which  coincides 
approximately with the physiological form. But with the 
development  of  improved  measurement  methods 
enabling  recording  of  the  aortic  root  flow,  the 
shortcomings of the model during systole became clear 
(Westerhof et al. 2009). 

Therefore  a  third element  was added to improve 
the  predicted  behavior  during  left  ventricular 
contraction.  The  resulting  three-element  Windkessel 
consists, like Frank's model, of the arterial compliance 
Ca,  the  peripheral  resistance  Rp,  plus  an  additional 
resistor  Rc (Estelberger 1977).

The characteristic resistance  Rc includes the power 
dissipation in the area of the large arteries  due to the 
viscoelastic  properties  of  blood  and  vessel  walls.  It 
affects the aortic root flow q and thus only the behavior 
of  the  model  during  systole.  Figure  2  shows  an 
electrical analog of the three-element Windkessel used 
in this study.

Figure 2: Electrical analog of the three-element arterial 
Windkessel model 

Application of Ohm's law as well as Kirchhoff's circuit 
laws yields a differential system for pressure and flow, 
that constitute the model equations:

q ( t )=R p C a ẋ( t )+x ( t )
p ( t )=Rc q( t )+R p x( t )

(6)

Even though the model still has its weaknesses at 
capturing high frequency details, the  overall predicted 
waveform  of  the  aortic  pressure  p is  close  to  the 
physiological one for a given root flow q (Westerhof et 
al. 2009).

 
2.2. Optimization of Left Ventricular Work
The Windkessel model characterizes an open dynamical 
system that  takes  the flow  q  as  input and returns  the 
pressure  p  as output. Hence the established relation is 
unidirectional,  i.e.   blood  pressure  depends  on  blood 
flow (and  the  properties  of  the system),  but  not  vice 
versa. Therefore, in order to generate an aortic root flow 
(the input) from a given pressure curve (the output) a 
feedback mechanism has to be included to couple flow 
with pressure (the input with the output)  (Estelberger 

1977). This is done by assuming that the work of the 
heart is subject to an optimization principle, i.e. that it 
works with minimal effort to provide a certain outflow.

This  approach  is  based  on  the  hypothesis,  that 
biological systems have evolved to operate on minimal 
energy  requirements.  For  the  major  breathing  pattern 
characteristics in man this was found to be true, as the 
concept  of  minimal  power  dissipation  made  their 
explanation  possible.  Since  the  energy  expenditure  of 
the heart exceeds that of breathing, it seems convincing 
that  similar  regulation  mechanisms  also  occur  in  the 
heart  (Hämäläinen  and Hämäläinen  1985;  Yamashiro, 
Daubenspeck, and Bennett 1979).  

The ventricular work over one heartbeat can be 
calculated as (ts denotes the ejection time):

W=∫
0

t s

p( t )q ( t )dt (7)

Optimal performance of the heart is achieved when the 
cardiac output required by the body is produced with 
the lowest  energy consumption possible,  i.e.  with the 
least work done by the left ventricle. Thus an optimal 
flow should minimize the integral  in Eq. 7 under the 
constraint that a specific stroke volume Vs  

V s =∫
0

t s

q ( t )dt (8)

has to be reached. By introducing a Lagrange multiplier 
μ, this problem can be formulated as: 

∫
0

t s

p t q t  q  tdt min (9)

With the use of the Windkessel model (see Eq. 6), 
Eq. 9 can be expressed in terms of the peripheral flow x 
together  with  its  derivative.  Thereby an  isoperimetric 
problem  is  obtained,  which  is  solved  by  calculus  of 
variations,  resulting  in  a  second  order  differential 
equation  for  x  with the  following general  solution  (λ 
denotes the eigenvalue of the differential equation):

x ( t)= Aeλ t+Be−λ t+C             (10)

Thus additional constraints are needed to determine the 
three unknowns (A, B, C). 

Beside  Vs, another obvious constraint is the 
periodicity of the peripheral flow over one cardiac 
cycle:

x (0)=x ( td )=x0 ,             (11)

or equivalently (see Eq. 5):

x (0)=x0 , x ( t s)=x0 e
td−t s

RpC a             (12)
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Furthermore  the  aortic  flow  should  be  zero  at  the 
beginning of the heartbeat and during diastole when the 
cardiac valve is closed:

q (0 )=q (t s)=0             (13)

Altogether five constraints have been formulated (Eq. 8 
and  Eqs.  11-13)  but  the  general  solution  of  the 
optimization  problem  has  only  three  degrees  of 
freedom. Therefore only three conditions can be chosen 
to solve the problem exactly. 

To analyze the behavior of the formulated model, 
the  problem  is  implemented  in  Matlab  (MathWorks, 
Natick,  MA,  USA)  and all possible combinations of 
constraints are studied. The parameters in the 
Windkessel equation as well as ejection time, heart rate 
and stroke volume are fixed within the physiological 
range, see table 1 (Estelberger 1977).

Table 1: Parameter values
NAME NOTATION VALUE UNIT

stroke volume Vs 71 ml

peripheral resistance Rp 0.82 mmHg·ml-1·s

characteristic resistance Rc 0.015 mmHg·ml-1·s

arterial compliance Ca 1 ml·mmHg-1

length of cardiac cycle td 0.664 s

ejection time ts 0.26 s

3. RESULTS
There are  ten  possible  combinations  of  the  five 
constraints described above.  

Inclusion  of  both  boundary  conditions  for  the 
arotic  flow,  i.e.  q(0)=q(ts)=0,  gives  a  concave  aortic 
flow and a decreasing peripheral flow x and  pressure p. 
The quantitative outcome differs strongly depending on 
the third constraint. 

When  solely  the  initial  value  of  q is  taken  into 
account,  the  aortic  flow  is  increasing  and  peripheral 
flow  x as  well  as  pressure  p become  convex  during 
systole. Quantitatively, the results are very similar in all 
three cases.

Considering the boundary condition q(ts)=0 for the 
aortic flow without constraining  q(0),  the results show 
the  same  qualitative  and  quantitative  behavior  for  all 
choices of the two other constraints: a decreasing aortic 
flow q, a concave peripheral flow x as well as a concave 
pressure p. 

The  last  possible  combination  excludes  the 
boundary conditions for  q,  thus the stroke volume  Vs 

and the periodicity of the peripheral flow, x(0) = x(td) = 
x0,  are  considered  as  constraints.  With  the  fixed 
parametrization  this  results  qualitatively  and 
quantitatively in almost exactly the same pressure and 
flow  as  in  the  previous  case..  But  depending  on  the 
initial value of the peripheral flow x0,  q can vary from 
decreasing  to  increasing,  x  and p from  concave  to 

convex,  whereas  for  the  other  combinations  of 
constraints no change in the qualitative behavior occurs. 

All  qualitative  shapes  are  shown  in  Fig.  3  for 
central and peripheral flow as well as pressure.

4. DISCUSSION
The results clearly show that the choice of constraints 
strongly affects pressure and flow when optimizing left 
ventricular  work.  In  total,  three  types  of  qualitative 
behavior can be distinguished, which will be discussed 
separately. 

A first type of qualitative behavior occurs when the 
aortic flow is supposed to be zero at the beginning and 
the  end  of  systole,  i.e.  q(0)=q(ts)=0. This  type  is 
characterized by a concave aortic flow and a decreasing 
aortic  pressure.  Even  though  the  shape  of  q seems 
reasonable,  that of p is inaccurate, since firstly, it is not 
periodic  and  secondly,  it  implies  that  the  increase  in 
volume  during  blood  ejection  causes  a  decrease  in 
pressure. Furthermore the quantitative outcomes are not 
in a physiological range. The combination including the 
stroke  volume as  third  constraint,  i.e.  the  constraints 
described in Eqs. 8 and 13, might seem to be a natural 
choice  for  generating  an  ejection  pattern,  as  all 

Figure 3: Examples of aortic root flow (upper panel), 
peripheral  flow  (middle  panel)  and  aortic  pressure 
(lower panel) for the three different types of  qualitative 
behavior
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constraints  including  q are  considered. But  for  this 
combination,  the predicted  pressure  reaches  values  of 
more than 800 mmHg, which is a multiple of the normal 
maximum. The other two possible choices for the third 
condition required are to restrain initial systolic or end 
diastolic peripheral  flow. In the first case,  pressure as 
well  as stroke volume are greatly underestimated (the 
computed  stroke  volume  is  5.3  ml,  the  maximal 
pressure  63  mmHg).  In  the  second  case,  although 
pressure varies in a more realistic range, the predicted 
stroke volume is still far too low (10.85 ml). 

In  conclusion,  these  combinations  of  constraints 
show  weaknesses  in  both  the  qualitative  and  the 
quantitative results.

Another  type  of  behavior  can  be  observed  when 
the  constraint  q(0)=0  is  used  without  q(ts)=0.  In  this 
case,  the results show an increasing aortic flow and a 
convex  systolic  pressure.  Again,  the  qualitative 
agreement  of  both  pressure  and  flow  with  observed 
patterns  is  poor.  The  peak  pressure  as  well  as  the 
maximal flow are not reached until the end of systole, 
which differs substantially from the physiological form. 
Especially with regards to the identification of system 
parameters  by fitting of  the modeled to the measured 
pressure wave, this could create difficulties.  Therefore, 
also  this  second  type  does  not  provide  appropriate 
waveforms for further analysis. 

Finally,  a  decreasing  aortic  flow  and  a  concave 
pressure  characterize  the  third  class  of  results.  This 
situation arises from the specification of  q being zero 
after  the  valves  have  closed,  i.e.  q(ts)=0.  With  the 
chosen  parametrization,  the  results  are  almost  exactly 
the  same  for  all  three  possible  combinations  of 
constraints.  Therefore,  when  Vs remains unconstrained 
(this  would  correspond  to  the  case,  where  the 
periodicity  of  the  peripheral  flow  x is  in  focus),  the 
obtained  patterns  can  be  used  for  stroke  volume 
determination  (Estelberger  1977).  For  the  parameter 
values  specified  in Table 1,  the area  enclosed  by the 
modeled aortic flow gives 70.9674 ml compared with 
the  demanded  71  ml.  On  the  other  hand,  also  the 
periodicity  of  x  can  be  achieved  without  including it 
explicitly. 

Figure  4  depicts  a  set  of  computed  curves 
representative for all three combinations with  q(ts)=0. 
Although  the  aortic  flow  wave  is  physiologically 

incorrect, as it shows an infinite slope at the beginning 
of  blood ejection,  the  pressure  curve  is  in  qualitative 
accordance with human measurements.  Waveforms of 
this  type  are  also  used  in  the  ARCSolver.  There,  a 
combination of constraints including the stroke volume 
in addition to q(ts)=0 is used. 

With  the  chosen  parametrization,  also  the  results 
obtained  by  leaving  the  aortic  flow  unconstrained 
belong to this type. For these patterns, the major shape 
predictions were shown to be consistent with measured 
ones in a dog, both for varying cardiac output and heart 
rate (Yamashiro, Daubenspeck, and Bennett 1979). Yet, 
in this case, flow as well as pressure react sensitively on 
changes in x0, see Fig. 5. An increase of 5 ml/sec (6.5%) 
already results  in  a  completely different  shape  of  the 
curves.  For  practical  applications,  this  might  be 
disadvantageous  as  x0  is  determined  by  the  diastolic 
aortic  blood  pressure  obtained  from  measurements 
and/or further computations thereof.

In summary, the variants based on a combination 
of  constraints including  q(ts)  but not  q(0) provide the 
best  results  with  regards  to  both the  quantitative  and 
qualitative  behavior. Furthermore it can be seen that the 
condition  q(0)=0,  which is needed for a physiological 
shape  of  the  aortic  flow,  causes  a  qualitative 
deterioration of the results whenever included.

4.1. Conclusions and Perspectives
The  analysis  of  different  combinations  of  constraints 
revealed that a physiological waveform of both pressure 
and flow cannot  be achieved  simultaneously with the 
presented method and the corresponding choices for the 
objective function and constraints. 
Comparing the combinations of constraints which lead 
to the same type of behavior indicates that the boundary 
conditions of the aortic flow q are the key determinants 
for the shape of the curves. Except for the case where 
no  boundary  value  of  q  is  taken  into  account,  the 
qualitative behavior is fully determined by whether q(0) 
or q(ts) or both are set to zero. The choice of additional 
constraints  as  well  as  initial-systolic  or  end-diastolic 
peripheral  blood  flow  x0 thereby  only  influence  the 
quantitative  outcome.  This  does  not  apply  when  the 
boundaries  of  q  are  not  constrained.  In  this  case,  the 
qualitative properties  of  pressure and flow are indeed 

Figure  4:  Pressure  and  flow  shapes  from  an 
optimization with q(ts)=0

Figure 5: Results for aortic flow q (left) and pressure p 
(right) with an unconstrained aortic flow for different 
values of x0
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affected  by  changes  in x0  and  thus  by  the  diastolic 
pressure. 
A description of the system that is closest to reality is 
achieved  when the  aortic  root  flow is  decreasing.  To 
improve the shape of the ejection pattern,  the outflow 
has to be forced to start  at  zero,  but  by doing so the 
existing benefits of the current solution should not be 
lost.  The  aim  of  future  work  will  be  to  extend  the 
method in a way that allows the inclusion of additional 
conditions, in particular the zero initial aortic flow. This 
could be done by modifying the performance criterion 
or by using more than three constraints and searching 
for  approximate solutions for  such an overdetermined 
problem. 
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ABSTRACT 

The optimization of the mixture formation process in a 

GDI (gasoline direct injection) engine equipped with a 

high-pressure seven-hole injector is pursued by 

coupling a 3D model of the in-cylinder processes with 

an optimization tool. The 3D model of the in-cylinder 

processes is developed on the ground of experimental 

data. Injection strategies, as preliminary experimentally 

characterized on a Bosch tube, are considered as 

occurring or in a single event or in multiple events. The 

advantages of splitting injection into four parts are 

discussed. Optimal injection strategies and time of 

spark advance are chosen in order to reduce the gasoline 

consumption, hence to increase the engine energy 

efficiency. The effects of the mixture formation process 

on the formation of the main pollutants are also 

discussed. 

 

Keywords: multidimensional engine modeling, gasoline 

direct injection, optimization, multiple injections 

 

1. INTRODUCTION 

The preferred route towards the reduction of both the 

fuel consumption and the exhaust noxious emissions in 

internal combustion engines remains the control of the 

mixture formation and combustion processes taking 

place within the combustion chamber, a complicated 

task, affected by many variables. In the recent years, the 

high cost and time needed to achieve optimisation 

through engine bench testing alone has drawn interest of 

developers towards the use of Computational Fluid 

Dynamics (CFD) analyses. Nowadays, the link between 

the need to reduce greenhouse gas emissions and the 

use of advanced engine simulation is so well assessed, 

that also the coupling between traditional 3D engine 

simulation tools with algorithms able to explore the 

model constants space in an automatic way, as genetic 

or robust search methods, is being considered. During 

each iteration, the decision variables are manipulated 

using various operators (selection, combination, 

crossover or mutation) to create new design 

populations, i.e. new sets of decision variables. 

Optimization algorithms, on the other hand, may be 

used to drive the choice of a design solution, or 

configuration, between various alternatives, hence in a 

role that is more congenial and traditional [Thévenin 

and Janiga, 2008]. Examples of application of genetic 

algorithms to the design of diesel engines are found in 

the paper by Wickman et al. [Wickman, Senecal, Reitz, 

2001] and de Risi et al. [De Risi, Donateo, Laforgia, 

2003.]. A more recent application by Dempsey and 

Reitz [Dempsey, Reitz, 2011] explores the possibility of 

reducing the pollutant emissions in a reactivity 

controlled engine, fed with both diesel and gasoline. 

Present work is aimed at discussing the assessment 

of a procedure for the fuel consumption reduction of a 

GDI engine, based on the optimal synchronization of 

the injection event within the working cycle.  

GDI is nowadays one of the most pursued 

solutions to improve the performances of spark ignition 

(SI) engines from both an energetic and an 

environmental point of view. This is mainly due to the 

possibility to precisely control and adapt the fuel 

amount and injection timing to the specific load and 

speed operating condition. Achievement of optimal 

charge conditions over the whole working map is 

affected by many parameters, whose effects are 

complex and overlapped. This is the reason why 

injection modulation and splitting are being considered 

also in SI engines, in analogy with compression ignition 

ones.  

Multiple injection strategies are already employed 

in present GDI engines under special operating regimes, 

as for mixture formation at engine cold start, to increase 

the temperature for the converter light-off, to achieve a 

smooth idle and to reduce the engine tendency to knock 

[Kuwahara, Ueda, Ando, 1998]. In the future, these 

strategies may be used also to control the combustion 

process and/or to prevent misfiring or high emission 

levels.  

The interactions of multiple injection events 

between themselves and with the surrounding air 

motion surely needs further investigation. The 

synchronization of each single injection event within 

the working cycle, in fact, must be optimized having in 

mind a certain objective of power output or pollutants 

emissions, and accounting for the complex mutual 

effects of the spray liquid droplets motion and the 

surrounding air flow. Especially when injection is 

realised during the intake stroke, the air flow assumes a 

configuration that strongly depends on the 

instantaneous valve position and on the pressure 

difference between the intake ducts and the cylinder. 

Macroscopic vortexes form under the intake valves 
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having a diameter comparable with the valve diameter. 

The position of the vortex axes is not fixed but moves 

as they get open or closed. This determines effects on 

the spray entering the combustion chamber of an entity 

that depends on the particular instant of time being 

considered for injection.  

The effects of single or multiple injection 

strategies on the performance of a single cylinder 4-

valve, 4-stroke GDI engine are here numerically 

analyzed. A 3D engine model, developed by Montanaro 

et al. [Montanaro, Sorge, Catapano, Vaglieco, 2012], is 

employed to the scope. The runs of the 3D model are 

driven by the Simplex algorithm to search for the 

injection strategy and spark advance that reveal optimal 

for the combustion development. After the optimal 

injection pressure is identified, the gasoline supply is 

considered as subdivided into four successive events, 

each delivering a same mass of gasoline. The 

optimization algorithm is again used to automatically 

manage the 3D engine model under multiple injections, 

hence, it is used to explore the actual advantages of 

modulating the mixture formation for low consumption 

and reduced pollutants. 

 

2. THE 3D ENGINE MODEL 

The 3D engine model employed within the present 

study is developed in the context of the software AVL 

Fire
TM

. Details of the model assessment are given in the 

paper by Montanaro et al. [Montanaro, Sorge, 

Catapano, Vaglieco, 2012], where specifications of the 

engine under study and of the considered seven-hole 

injector are also given. The approach followed for the 

simulation of the spray dynamics within the engine 

cylinder is the classical coupling between the Eulerian 

description of the gaseous phase and the Lagrangian 

description of the liquid phase. The train of droplets 

entering the computational domain in correspondence of 

the injector holes exit section suffers various concurring 

effects as it travels, as break-up, evaporation, 

coalescence. The droplets break-up phenomenon is 

simulated according to the sub-model of Huh-Gosman, 

whose constant determining the break-up time, C1, is to 

be properly adjusted. The initial size of droplets at the 

nozzle exit section, is considered as not constant, but 

variable according to a probabilistic log-normal 

distribution, whose variance, σ, is another parameter to 

be properly tuned. A preliminary experimental 

characterization of the employed seven-hole injector, 

here not described for the sake of brevity, served to the 

spray sub-model validation, hence to the C1 and σ 

definition, according to an automatic procedure 

assessed by Costa et al. [Costa, Sorge, Allocca, 2012]. 

 

3. OPTIMIZATION OF THE INJECTION 

STRATEGY 

As previously said, present work aims at investigating 

the injection strategy realising the mixture whose 

characteristics are optimal for power generation in a 

high performance GDI engine. Two analyses are 

effected, one for single injection, by changing injection 

pressure (pinj) and start of injection (SOI), one for 

injection split into four equal parts, by changing the 

start of the first injection event (SOI1) and the dwell 

time between each event and the next. The dwell time is 

assumed constant between the first and the second, the 

second and the third, the third and the fourth injection 

event. In all the situations, the Simplex algorithm is 

used to search for the inputs maximizing the indicated 

mean effective pressure (IMEP) in the closed valve 

period of the engine working cycle. The injected 

gasoline mass is considered constant, namely equal to 

20.16 mg/cycle, in order to realize a lean stratified 

combustion (air to fuel ratio, A/F, equal to 16.9) at the 

engine speed of 1500 rpm. Another design variable of 

the optimization problem is identified in the time of 

spark ignition (start of spark - SOS), since it obviously 

strongly affects the combustion development. 

 
Figure 1: Flow chart of the optimization problem for the single injection case. 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 329



 The choice of the range of variation of the samples, 

as well as the step between successive samples, that 

obviously influences the efficiency and speed of the 

optimization procedure, is properly made starting from 

a certain initial point. 

 

3.1. Optimization in the single injection case  

The scheme of the optimization problem solved in the 

case of single injection is reported in Figure 1. The 

input variables defining the injection strategy and the 

SOS are visible. The definition of the injection strategy, 

accounting for an injection pressure variation in the 

range 5 to 15 MPa, needs a discussion. 

The injector under study, as previously said, was 

experimentally characterized by injecting gasoline, 

according to some engine strategies, in an optically 

accessible vessel for the measure of the single jet cone 

angle and penetration length. The instantaneous mass 

flow rate was also measured in a Bosch tube [Bosch, 

1966, Wallace, 2002]. Measured cone angles and mass 

flow rates, indeed, are input variables of the spray sub-

model included in the 3D engine model. The 

experimental availability of these variables, however, is 

limited to a few values of the injection pressure. 

Therefore, a scaling is included within the project of 

Figure 1 in order to account for the variation of this 

quantity at constant injected mass. Figure 2 shows the 

mass flow rate measured at the injection pressure of 6 

and 10 MPa, together with the profiles relevant to the 

injection pressures of 5 and 15 MPa, derived by scaling 

the experimental data on the ground of a coefficient 

proportional to the square root of the difference between 

injection and environment pressure. On the other hand, 

the employed spray sub-model also needs the 

specification of the initial droplets size, namely the 

definition of the value of the variance of a log-normal 

distribution whose expected value is evaluated 

according to the following formula: 

*
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being τf the gasoline surface tension, ρg the 

surrounding gas density, urel the relative velocity 

between the fuel and the gas, Cd a constant of the order 

of the unity (indeed taken equal to the unity), and the 

parameter λ* deriving from the hydrodynamic stability 

analysis and indicating the dimensionless wavelength of 

the more unstable perturbation to the liquid-gas 

interface at the injector exit section. Therefore, an 

interpolation of the optimal values of the C1 and σ 

constants found according to the procedure defined in 

[Costa, Sorge, Allocca, 2012] is used, as shown in 

Figure 3. With interpolated data, all the needed 

distributions of initial droplets size can be defined. As 

an example, Figure 4 represents four distributions for 

different injection pressures. The reliability and 

portability of the spray sub-model as this variable is 

changed, indeed, was proven by authors also with 

reference to other injectors.  

 

 
Figure 2: Mass flow rates: measurements and numerical 

scaling, at 6 and 10 MPa. 

 

 
Figure 3: Interpolation of the optimal values of the 

constant C1 (top) and the variance (bottom). 

 

 
Figure 4: Initial size of droplets                                      

at pinj= 5, 6, 10, 15 MPa. 
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Results of the optimization analysis relevant to the 

single injection case are reported in Figures 5 and 6, 

where the IMEP of each computed cycle in the closed 

valve period, made dimensionless with respect to the 

value relevant to the starting point cycle (IMEPref), is 

represented in a bubble plot in the pinj-SOI and the pinj-

SOS planes. The triple of values of pinj, SOI and SOS 

maximizing the engine performance is just the one 

assumed as reference (staring point), namely pinj=6 

MPa, SOI=650° (58° after inlet valves closing, IVC) 

and SOS=707° (13° before the top dead center, BTDC). 

The effect of the injection strategy on the main 

pollutants is clarified by Figures 7 and 8. Figure 7 is a 

bubble plot in the pinj-SOI plane, where the bubble size 

is proportional to the ratio between the NO amount at 

the exhaust valves opening (EVO) of each computed 

cycle and the one assumed as reference case (NOref), 

also at EVO. Figure 8 is a bubble plot representing the 

ratio between the unburned equivalence ratio (UER) at 

EVO (proportional to the unburned hydrocarbons 

amount) and the one of the reference case.  

 

 
Figure 5: IMEP: bubble plot of the single injection 

optimization in the pinj - SOI plane. 

 

 
Figure 6: IMEP: bubble plot of the single injection 

optimization in the pinj - SOS plane. 

The optimal solution is characterized by a quite 

high value of the NO amount at the exhaust, while the 

unburned hydrocarbons are really low.  

 

 
Figure 7: NO: bubble plot of the single injection 

optimization in the pinj - SOI plane. 

 

 
Figure 8: Unburned equivalence ratio: bubble plot of the 

single injection optimization in the pinj - SOI plane. 

 

 
Figure 9: Computed in-cylinder pressure for four 

different injection strategies. 
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The dramatic effect of the chosen variables on the 

in-cylinder pressure at moderate-load is visualized in 

Figure 9, where four different in-cylinder pressure 

cycles are plotted. It is evident that the optimal solution 

has a cycle area greater than the other ones. The cycles 

relevant to the lower NO case and the lower unburned 

hydrocarbon case are also reported. These two are really 

characterized by a low power output, especially the one 

relevant to the lower NO value.  

 

3.2. Optimization in the multiple injection case  

The afore described analysis leads to individuate the 

optimal injection pressure at 6 MPa. Keeping this 

variable as fixed, a further analysis is here discussed, 

where injection is considered as split into four parts. 

Figure 10 represents the comparison between the single 

injection case and two different quadruple injections, 

each characterized by a certain value of the constant 

dwell time between successive events (kept constant). 

Each of the four injections is assumed to deliver the 

same fuel quantity, hence 5.04 mg, for a total of 20.16 

mg/cycle. 

 The optimization analysis is performed by 

changing the SOI of the first injection event, SOI1, the 

dwell time between successive events, and the time of 

SOS. Figures 11 represents the IMEP of each computed 

cycle in the closed valve period, made dimensionless 

with respect to the value relevant to the reference single 

injection cycle (IMEPref) (same as for single injection) 

in the SOI1-SOS plane. The optimal quadruple strategy 

is characterized by SOI1=625° (25° before the SOI 

found as optimal in the single injection case) Dwell= 7°, 

SOS=692° (28° BTDC). The optimal solution for the 

quadruple injection case comes out being better than the 

optimal solution for single injection. As shown in Table 

1, that is a summary of the results of the single case and 

quadruple case optimization processes, a gain equal to 

the 8.9% in the IMEP is evident for injection split into 

four parts. Figure 12 and Figure 13 shows, respectively, 

the bubble plots relevant to the NO and unburned 

equivalence ratio, always made dimensionless with 

respect to the relevant quantities of the reference single 

injection case.  

 

 
Figure 10: Mass flow rates for single and quadruple 

injections at 6 MPa at constant total mass. 

 

 
Figure 11: IMEP: bubble plot of the quadruple injection 

optimization in the SOI1 – SOS plane. 

 

 
Figure 12: NO: bubble plot of the quadruple injection 

optimization in the SOI1 – SOS plane. 

 

 
Figure 13: Unburned equivalence ratio: bubble plot of 

the quadruple injection optimization in the SOI1 – SOS 

plane. 

 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 332



 
Figure 14: Computed in-cylinder pressure for optimal 

single and optimal quadruple injections. Lower NO and 

UER cases for quadruple injection are also represented. 

 

 
Optimal IMEP/IMEPref NO/NOref UER/UERref 

1 injection 1 1 1 

4 injections 1.089 2.19 0.0977 

Table I. Summary of the optimization results 

 

The NO amount, indeed, suffers a bad effect from 

the injection splitting, whereas an improvement in the 

burning of hydrocarbons is evident. Refer to Table 1 to 

quantify these aspects.  

Figure 14, finally shows the comparison between 

the pressure cycles relevant to the optimal single and 

the optimal quadruple injection. The gain in the 

pressure cycle area, that obviously reflects in a gain of 

about the 9% in the gasoline consumption in the 

considered lean mixture case, is well visible. Two other 

pressure cycles are reported: the one relevant to the 

lower NO amount for four injection 

(NO/NOref=0.0269), and the one relevant to the lower 

unburned hydrocarbons at the 

exhaust(UER/UERref=0.0876), that however is 

meaningless due to the low power output. 

 

4. CONCLUSIONS 

Results of optimization analyses devoted to increase the 

energy efficiency of a GDI engine under overall lean 

stratified charge conditions (at moderate speed, 

moderate load) are discussed.  

 The study is performed through numerical 

simulation, by employing a 3D engine model assessed 

on the ground of experimental data. Under both single 

and quadruple injections, the 3D engine model is 

automatically driven by an optimization algorithm that 

searches for the maximum pressure cycle area (in the 

pressure volume plane), at constant injected mass of 

gasoline. 

 Under single injections the value of injection 

pressure is varied between 5 and 15 MPa, while the start 

of injection is changed in the range 600°-670° (intake 

valves close at 592°, TDC is at 720°). A third variable is 

considered, namely the time of spark advance, changed 

in the 682°-717° range. The value of injection pressure 

found as optimal is pinj=6MPa, the SOI=650° (injection 

all realized during compression), SOS=707°. The point 

found as optimal, with respect to the others, is also 

characterized by a low value of unburned hydrocarbons 

at the exhaust, but a quite high value of NO. However, 

this may be considered as a secondary problem due to 

the possibility to resort to after-treatment systems of 

this kind of pollutant. 

 The optimization analysis relevant to the four 

injection case leads to the interesting result of a further 

gain in the energy efficiency achievable through 

splitting injection. This can be quantified as equal to 

about the 9%, with a positive effect also on the 

unburned hydrocarbons.  

 The procedure developed by authors for the 

optimization of the engine performance has a broad 

range of applicability. It is here considered to increase 

the energy efficiency of a lean stratified combustions in 

a high performance GDI engine. 
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ABSTRACT 
In the research area of scheduling, many simulation 
models were developed to test solutions, generally 
establish by optimization algorithms or heuristics. In the 
paper is presented is a simulation model for scheduling 
problems of orders in the case of a multiple production 
lines with shared resources. The studied problem deals 
with the management of a specific number of work 
teams available for many operations, with skills to 
consider in the assignment of the workloads.  
Moreover, the simulation model needs to consider the 
work teams’ efficiency that depends on the season and 
on the production level. These characteristics are 
managed by software to test alternative solutions for the 
scheduling of the multi-product productions, where the 
lot size and the due dates changes order by order. 
To verify the simulation model, it was tested to a real 
case of a motorcycle production plant, where different 
scheduling rules were considered and assessed 
measuring the performances and their effect on a 
specific objective function based on lateness.  
 
 
1. INTRODUCTION AND BACKGROUND 
Manufacturers nowadays often face the challenge of 
providing a rich product variety as lower cost as 
possible. This typically requires the implementation of 
cost efficient, flexible production systems on multiple 
lines, since by using single model assembly lines, 
manufacturing companies were able to efficiently 
produce big quantities of a product, that nowadays are 
rarely required. 
Thus, production processes in a wide range of industries 
rely on modern mixed-model assembly systems, which 
allow an efficient manufacture of various models of a 
common base product on a flexible production system. 
However, the observed diversity of mixed-model lines 
makes the planning of sequence essential for exploiting 
the benefits of this production organization. 
This scheduling problem is often called mixed-model 
assembly line scheduling (Leu et al., 1996) and can be 
also referred to the permutation flowshop scheduling 

problem. In such a production system, the managers 
want to sequence the different products, thus obtaining 
a high service level (product mix) without delays in 
products delivery while respecting the constraints of 
capacity. 
The variability on the final product involves production 
variables to be considered, as human resources 
flexibility, production line capabilities to work on 
specific products, set-up times depending on the 
adopted scheduling, therefore the production sequence 
of the products becomes important as a central issue. 
Hence, after an assembly line has been balanced (work 
has been spread out over the line stations), the order in 
which units have to be introduced into the assembly line 
must be considered by taking into account certain 
criteria. 
To sequence mixed-models in assembly lines some 
criteria have been considered in the literature (Scholl, 
1999), two main sequencing objectives are the constant 
rate of part usage (Monden, 1983; Miltenburg, 1989; 
Bautista et al., 1996), and the leveling of work load 
(Yano and Bolat, 1989; Xiaobo and Ohno, 2000). More 
than one criterion has also been considered 
simultaneously (Aigbedo and Monden, 1997; Kotani et 
al., 2004). 
In addition to the long- to mid-term assembly line 
balancing problem (see Baybars, 1986; Scholl and 
Becker, 2006; Becker and Scholl, 2006; Boysen et al., 
2006), mixed-model assembly lines give rise to a short-
term sequencing problem, which has to decide on the 
production sequence of a given number of model copies 
within the planning horizon, like a day or a week. 
With this background, the paper present a simulation 
model for the analysis of the short term scheduling  in a 
mixed-model lines production.  
In the simulation two general objectives are targeted: 

- Workload related objectives. The manufacture 
of varying models typically leads to move 
human resources (operators) on different 
machines or lines. The flexibility asks for 
continuous changes but those can bring to 
decrease in the workload times and in delay on 
productions.  

- Just-in-Time objectives. Since the flexibility is 
a target this cannot be paid with excessive 
lateness on due date, back orders or high level 
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of stocks of finished products and consequent 
immobilization losses and risks. With this in 
mind every scheduling has to be assessed in its 
capacity to be just-in-time with the established 
due date. 

 
2. CASE STUDY DESCRIPTION 
The case study regards an Italian motorcycle company, 
where different products are realized on multiple 
production lines and where a significant issue is the 
typical mixed-model scheduling problem. 
The productive capacity of the studied plant is around 
1800 units per day in high season, using eleven 
assembly lines: the first four are devoted to 
motorcycles, while the remaining seven are for scooters. 
The Company has decided to adopt a "multi-model" 
lines strategy, assigning a limited number of models in 
each line, thus ensuring short set-up times, thanks to the 
affinity of the models worked on the same line. 
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Figure 2: Seasonality in motorcycles’ production 
 
The criticality of the situation is however reflected in 
the low season, e.g. in winter and autumn seasons 
(Figure 2), when the market demand is low, the number 
of active production lines decreases, the workteams are 
halved and, therefore, forced to move between the lines, 
from a minimum of two to a maximum of three, 
following a chessboard logic. An example of this 
situation is shown in Figure 3, where the team X moves 
periodically between the lines I and J, where different 
models are assembled. 
The main aim is, in fact, to propose and compare 
different short-term (weekly and daily) production 
plans, built around the availability of effective human 
resources, in order to identify the most effective 
solutions in terms of time and cost. 

 

 
 
Figure 3: Example of chessboard between two lines 
 

2.1. Objective 
The minimization of time and costs is carried out 
considering a target function (T.F.), expressed by a 
weighted sum where the weights are provided in 
collaboration with the company's planner: 

 
  (1) 

 
Where: 
CBi = time lost in the chessboard for the i-th batch; 
SUi = time spent in the set-up of the line for the i-th 
batch; 
Ti = advance or delay of the i-th batch compared to the 
due dates; 
ai, βi, γi = related weights. 

 
Through the use of quantitative indicators can be 
determined the quality of a scheduled plan, using an 
evaluator module capable of expressing a "vote" for the 
scheduled plan, using a series of cost’s indicators , 
expressed in the target function: 

• Costs for the Set-up  of the lines; 
• Costs of chessboard between the lines; 
• Costs of delay or advance compared with the 

date agreed for the delivery. 
 
The data input for the evaluator module are: 

- Lots ordered according to a specific scheduling 
to test; 

- Status Team: last line the team has worked on; 
- Status Line: last worked model (line and 

model have the same index i since each one is 
related to the other); 

- Release dates: the date of actual start of 
production; 

- Due dates: the date agreed for delivery; 
- Cycle Time to assemble the models, with 

differences from model to model. 
 
 

2.2. Complexity of the problem 
The complexity of the problem is linked with the orders 
that day by day are added to the production plan and 
have to be scheduled with the lowest impact on costs 
and service levels. 
Therefore it becomes necessary a proper management 
of the available resources, through the study of the 
chessboard and scheduling problems. 
The way the workteam has to shift between the lines 
depends on the two ways the line can be left: 

- Leaving the line "full" after it stopped will 
leave semi-assembled models on the line: this 
method is useful when it is expected that the 
team will be back soon on that line and the 
same model; 

- Leaving the line "empty" the workteam 
finishes to assemble all the provided models: 
this is worth it when it is expected that in a few 
days the team will assemble a different model 
on that line.  

 
Considering the real configuration of the line and the 
convenience in not immobilizing items upon them, the 
most appropriate solution, among the two above, is the 
second one: moving the team to a blank line to another, 
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with loss of time due to the shifting of the team that are 
still small. In this situation the operators, as they move, 
can begin assembling the new model, but the faster line 
must be adapt to the slower one, so the loss of time will 
depend on the speed of both lines (Figure 4). 
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Figure 4: Time lost in the four shifting choices 
 
The time lost in the empty-empty chessboard 
configuration is: 
 
LOST TIME = TCreached × (Nreached - 1) / 2 
 
 
In the evaluation of the time lost in chessboard are 
considered: 

- CT = cycle time; 
- ΔTC = difference, positive, between the cycle 

times of the two lines; 
- N = number of operators on the line. 

 
As regards the calculation of the time lost for the set-up, 
it’s possible to proceed as follows: if the line of the 
batch i is the same of the batch i-1, the time spent for 
the set-up is calculated according to two based 
situations: if the model is the same, the time lost in the 
set-up of the line is zero, otherwise the set-up time of 
the line is equal to a motorcycle and two clamps free, 
i.e. at the time of execution of a task multiplied by 
three. 
Figure 5 summarizes the loss of time, when the lot 
changes, due to the two issues of setup and chessboard: 
            

 Time losses 

 Fixed 
Variable (depending 

on models production 
times) 

Chessboard Time needed for the team 
shifting 

Shifting strategy 
between lines (empty-
empty, full-full, …) 

Job changes on 
the same line 

Time needed for the 
movement of two free 

clamps 

Adaptation to the 
slowest present model 

 
Figure 5: Loss of time when the lot changes 
 

2.3. Simulation approach  
To study better the complexities discussed so far,  the 
choice was to model and develop a methodology to 

handle the incoming data of the different scheduling 
tested, to process the results, and analyze them in 
relation with the targets of  the company, or in relation 
to the results obtained with other scheduling. 
This approach has been applied to the problem called 
Permutation flow shop sequencing problem which 
consists in having to process (in the same order) on M 
machines, N job, which identify, in the case of the 
production lines, with different batches. The input data 
are the main orders MPS, which correspond to the 
batches to be produced, planned in the medium term. 
The case study has in fact provided the information to 
realize a simulation model, tested with a four month 
production plan on two assembly lines, which are 
handled, in low season, by one workteam. The model 
has been developed through the use of SIMUL8 
simulation software and the Microsoft EXCEL 
program. 
 
3. MODEL DESCRIPTION 
The simulation model was built by a combination of a 
object oriented software (SIMUL8) and MS Excel. The 
integration was obtained by using the specific 
simulation language called Visual Logic, which allows 
the full customization of the simulation objects and the 
communication with other software. 
The construction of the graphical structure of the model 
and of its functional characteristics was based on input 
data supplied by the company; input data and 
constraints of the real production are transmitted on the 
simulator through the interface with the MS Excel file 
or Visual Logic on the Simulator . 
The information on the Orders provided directly by the 
company are: 

- Work calendar of the workteam; 
- Quantity of the lot; 
- Delivery date of the order; 
- Line which the model will be worked on; 
- Total processing time of a job (in relation to 

different models); 
- Efficiency of the workteam (98%). 

 
The model can simulate in a few moments the real 
operating conditions established in advance; 
dynamically simulate different types of scheduling, by 
changing from time to time the sequence of orders 
received as a function of the variables mentioned above, 
obtaining results that are transcribed in the MS Excel 
sheet of process and analysis of results. The outputs of 
the simulation are of two types: those related to the 
whole system performance (i.e. percentage of use of the 
machines of the two lines and of the resources) and 
those related to the minutes of start and end of 
production, crossing times of the batches, delays or 
advance on delivery dates, and time lost in the 
chessboard and set-up. Specifically, the results are: 
delay / advance max, average delay / advance,  number 
of orders late / early, total days of delay / advance, 
average flowtime, makespan, total time lost in the 
chessboard, total time lost for the set-up, target 
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function. 
These results refer to the use of the simulation model to 
see and measure the effects of scheduling heuristically 
planned through different combinations of the input 
data, related to the orders. The scheduling rules and 
heuristics used with the simulation model were based 
on the real options for the easy scheduler available in 
the enterprise plus the use of a genetic algorithm, 
implemented by the authors but not yet optimized for 
the specific case study. The basic rules, the results of 
are showed later, process orders with one of the sequent 
logic: 

• start from the first to be satisfied (due dates); 
• before the more little lots (quantity); 
• just schedule depending on the arriving order 

(week); 
• gather together the orders of a specific line 

reducing the chessboard (line); 
• sequence by the operation time for one product 

(op time); 
• choose just to balance the load of the lines in a 

specific time window (sequence). 
 
Through the use of the MS Excel macro functions, it 
was possible to record several scheduling, and 
selecting and testing them quickly and easily. 

 
4. RESULTS 
The results of analysis and comparison of different 
scheduling tested are facilitated by the use of 
histograms that allow a more immediate graphical 
display of the results and can lead the company to 
strategic considerations. The histograms show all the 
heuristic scheduling tested,  each one is related to his 
respective value of a specific performance parameter. 
The performance parameters considered are presented. 

 
4.1. Target function  
 

 
                                     

        
related weights: ai; βi; γi = 1; 1; 0,1 
 
The Scheduling that minimizes the target function is the 
one that better meets the needs of the company since it 
takes into account more variables of interest established 
by the company itself and how these variables affect in 
terms of cost and time. 
 

4.2. Flowtime 
                                    

 
 
This parameter indicates how much time is elapsed, on 
average, from the moment a job enters the production to 
the time is completed: 
  

    
Where: 
N: jobs total number 
 
To minimize this delay means increasing the number of 
operations the company performs in the range of time 
considered because it leads to an increase in remaining 
production capacity. This principle however must be 
used only in case of real need (speed of response to the 
customer), as if the volumes of requests remain 
constant, the saturation level of the machines would be 
decreased, 
 

4.3. Makespan 
                                         

 
 
This parameter is similar to the completion time of the 
last job being processed, i.e. the extent of time 
necessary to complete all tasks. 
Similarly to the case of the minimization of flowtime, a 
solution which minimizes the makespan should be 
adopted in all those cases where it is desired to increase 
the residual capacity of the existing resources with the 
aim of increasing the production volumes. The 
evaluation in this case is on a parameter that does not 
aggregate average values (such as the flowtime average) 
but retains the total impact 
 

 
Where: 
Cj: Job j production completion date; 
Ij: Job j production starting date. 
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The makespan depends on the scheduling since a bad 
operative planning may repeatedly cause the occurrence 
of the phenomenon of "bottlenecks". that is the slowing 
down of a faster lot that enters in the production line 
after a slower  lot, with the line that takes the rate of 
production of the slower lot and the value of the 
makespan which therefore increases. 
 

 
4.4. Average saturation coefficient of the system    

                                   

 
 
This parameter indicates how long, compared to the 
makespan, the M machines at issue were engaged in the 
processing of different orders: 
 
                                                                       

       
Where: 
ti,j: Job j production time on the machine i.  
 
The situations which is convenient to use this policy are 
when every start and stop of the machine brings 
inefficiencies and significant periods of not added 
value, or when it is particularly expensive  the purchase 
and maintenance of the resources. 
In the case study considered the choice of the 
scheduling affects for only a few percentage points on 
the saturation of the system that is relatively low (with a 
range that varies from 42% to 45%) because of the 
choice made by the company to maintain operational 
policy of mixed-model lines, even in low season. The 
main advantage of this choice is the ease of 
configuration of the line and of its arrest, with expense, 
however, in the saturation of the lines themselves. 
 

4.5. Average coefficient of human resources 
                                       

 
 

This parameter indicates the percentage of time the 
operator is engaged in manufacturing, and large 
inefficiencies of this type can not be accepted by the 
company since brings clearly a loss of competitiveness. 

 
5. CONCLUSION AND FUTURE RESEARCH 
Simulation study showed that the scheduling process in 
the mixed-model production strongly effects global 
performances of just-in-time and workloads. 
The develop tools are robust in its application and can 
be a decision support tool to assess specific scheduling 
solutions, taking into account multiple production 
parameters, from the production times, to the operators 
efficiency.  
The natural development of the model allows not only 
to investigate the effects of variability on the production 
times and of other characteristics. Moreover a link to 
optimization algorithms can be introduced to fast assess 
available solutions and see their global effects. 
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ABSTRACT 
In this paper we describe the integration of ensemble 
modeling into genetic programming based classification 
and discuss concepts how to use genetic programming 
specific features for achieving new confidence 
indicators that estimate the trustworthiness of 
predictions. These new concepts are tested on a real 
world dataset from the field of medical diagnosis for 
cancer prediction where the trustworthiness of modeling 
results is of highest importance. 
 
Keywords: data mining, genetic programming, 
ensemble modeling, medical data analysis 

 
1. INTRODUCTION, RESEARCH GOALS 
Genetic Programming (GP) plays an outstanding role 
among the data-mining techniques from the field of 
machine learning and computational intelligence: Due 
to its model representation, GP is able to produce 
human interpretable models without any assumptions 
about the nature of the analyzed relationships. 
Furthermore, GP-based data analysis has been shown to 
have good generalization; GP is also able to 
simultaneously evolve the structure and the parameters 
of a model with implicit feature selection. Due to the 
combination of these aspects GP is considered a very 
powerful and also robust method for various data 
analysis tasks. 

Apart from these general aspects of genetic 
programming based modeling, the hybridization of 
symbolic regression and ensemble modeling is still 
rarely considered. A good overview article about 
genetic programing and ensemble modeling has been 

presented by Keijzer and Babovic (Keijzer, Babovic 
2000). 

In this paper we introduce new methods for the 
generation and interpretation of model ensembles 
consisting of symbolic regression / classification 
models; concretely, we introduce new confidence 
measures for assessing the trustworthiness of genetic 
programming ensemble models. Furthermore, we 
discuss and interpret symbolic classification ensemble 
modeling results achieved for medical data mining 
tasks.  

The experimental part of the paper discusses the 
value of trust of correct classifications opposed to the 
value of trust of incorrect classifications, and analyzes if 
the confidence of the correctly classified instances is 
significantly higher than that of the incorrectly 
classified samples. 

 
2. THEORECICAL FOUNDATIONS 

 
2.1. Genetic Programming Based Symbolic 

Classification  
 

Symbolic classification with genetic programming uses 
the general concept of a genetic algorithm in order to 
search the space of hypotheses which are represented as 
mathematical formulae in structure tree representation.  
We have also applied a classification algorithm based 
on genetic programming (GP, Koza (1992)) using a 
structure identification framework described in Winkler 
(2008) and Affenzeller et al. (2009).  

We have used genetic programming with gender 
specific parents selection (Wagner 2005) (combining 
random and roulette selection) as well as strict offspring 
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selection (Affenzeller et al. 2009) (OS, with success 
ratio as well as comparison factor set to 1.0) as this 
variant has proven to be especially suited for symbolic 
classification. The function set described in (Winkler 
2008) (including arithmetic as well as logical ones) was 
used for building composite function expressions. 

In addition to splitting the given data into training 
and test data, the GP based training algorithm used in 
our research project has been designed in such a way 
that a part of the given training data is not used for 
training models and serves as validation set; in the end, 
when it comes to returning classifiers, the algorithm 
returns those models that perform best on validation 
data. 
 

 
Figure 1: Genetic programming including offspring 
selection. 

 
The used fitness function is the mean squared error 

of the training samples using a threshold value that 
gives optimal accuracy on the training data set. The 
distance between a certain prediction and the threshold 
will be used in our ensemble interpretation to achieve 
additional estimates about the trustworthiness of the 
ensemble prediction. 

 
2.2. Ensemble Modeling 

 
Ensemble modeling techniques may be used as an 

extension to various regression and classification 
techniques. Supported by the increasing availability of 
hardware resources and parallel computing 
infrastructures, the general concept of ensemble 
modeling is used in order to increase the reliability and 
robustness of predictive models. 

The general idea is to apply not only a single 
hypothesis for predictive modeling but a large number 
of stochastically independent models. The result of an 
ensemble predictor is typically given by the average or 
mean value of the ensemble results for regression 
modeling or by some kind of majority voting for 
classification tasks. The reliability of an ensemble 
prediction may be indicated by the variance of the 
ensemble results for regression or by the clearness of 
the majority voting in classification applications 
(Keijzer, Babovic 2000). 

Basically the idea of ensemble modeling can be 
coupled with any stochastic hypothesis search 
technique. A well-known example is given by the 
concept of random forests (Breiman, 2001) where 
ensemble modeling is integrated into the general 
concept of tree learning strategies. 

In this paper we discuss the integration of 
ensemble modeling into the concept of genetic 
programming based symbolic classification under the 
special focus of developing and analyzing extended 
confidence estimates of the ensemble modeling results. 

 
3. NEW CONFIDENCE MEASURES OF 

SYMBOLIC CLASSIFICATION ENSEMBLE 
MODELS 

The idea is to combine the degree of majority of a 
majority voting with the average clearness of the 
ensemble predictors for a certain sample.  

On the one hand, a certain prediction will be 
considered the more reliable the clearer the result of the 
majority voting is. If we evaluate, for example, 99 
ensemble models we will have more trust in a 91 to 8 
majority than in a 50 to 49 majority. This kind of 
interpretation may be applied to any ensemble model as 
it does not use genetic programing specific aspects.  

Assuming a two-class classification problem the 
corresponding first confidence measure cm1 is defined 
as 

 
ܿ݉ଵ ∶ൌ 2	 ቀ

|௩௧௦ሺ௪	௦௦ሻ|

|௩௧௦|
െ 0,5ቁ 	߳	ሾ0, 1ሿ  

 
The fraction of votes for the winner class in relation to 
the total number of ensemble votes 
ሺሺ|ݏ݁ݐݒሺ݃݊݅݊݊݅ݓ	ݏݏ݈ܽܿሻ|ሻ/ሺ|ݏ݁ݐݒ|ሻሻ will range 
between 0.5 and 1 for the majority vote. In order to 
normalize this confidence measure between 0 and 1 we 
have adapted the formula accordingly. 

On the other hand we will discuss a second 
indicator of trustfulness which is unique to genetic 
programming which optimizes the mean squared error 
of residuals in the training data set. Supposing a two-
class classification problem with the classes 0 and 1 we 
will rather trust an ensemble predictor where most of 
the prognoses are clustered around 0 compared to a 
predictor where the ensemble results will be around 
0.45. The according second confidence measure cm2 is 
therefore designed to consider both, the majority of the 
voting as well as the uniqueness of the certain ensemble 
predictors for a certain sample. Concretely cm2 is 
defined as 

 		ܿ݉ଶ ൌ min ቀ
∆൫ሺ௧ሻ,ሺሻ൯

∆ሺሺ௧ሻ,௦௦ሻ
	 , 1ቁ 	∈ ሾ0, 1ሿ    (3) 

where  denotes the difference between the mean value 
of the ensemble thresholds and the median or mean 
value of the ensemble predictions in the nominator of 
the formula. In the denominator of the formula the 
distance  between the median or mean value of the 
thresholds and the class value predicted by the ensemble 
is represented (which is basically the range for the 
predictors). The confidence cm2 will therefore on the 
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one hand be rather low (cm2  0) if the majority of 
ensemble predictors are near the threshold; on the other 
hand, if the majority of ensemble votes is around the 
actual class this confidence will rather high (cm2  1). 
By considering some kind of average value (median or 
mean), confidence measure cm2 is expected to implicitly 
consider both, the majority of the voting result and the 
uniqueness of the single ensemble predictors. 
 

 
Figure 1: Illustration of different GP ensemble 

estimators and their corresponding thresholds. 
 

As illustrated in Fig. 1 for the second confidence 
measure cm2 the difference between the mean ensemble 
predictor m(e) to the mean threshold m(t) is considered 
with respect to the difference between the mean 
threshold m(t) and the corresponding class.  

The effectiveness of the both confidence measures 
cm1 and cm2 will be analyzed by discussing the average 
confidence of correct predictions compared to the 
average confidence of incorrect predictions. Of course, 
confidence is expected to be higher for correct 
predictions and the delta between confidence in correct 
predictions and incorrect predictions may be used in 
order to interpret the suitability of the concrete 
confidence measure for a certain application. Due to its 
usage of additional information cm2 is expected to be 
more suited than cm1 in general for binary classification 
problems. 

 
4. THE MEDICAL DATASET 
In this section we describe results achieved within the 
Josef Ressel Centre for Heuristic Optimization 
Heureka!: Data of thousands of patients of the General 
Hospital (AKH) Linz, Austria, have been preprocessed 
and analyzed in order to identify mathematical models 
for cancer diagnoses. We have used a medical database 
compiled at the central laboratory of AKH in the years 
2005 – 2008: 28 routinely measured blood values of 
thousands of patients are available as well as several 
tumor markers (TMs, substances found in humans that 
can be used as indicators for certain types of cancer). 
Not all values are measured for all patients, especially 
tumor marker values are determined and documented 
only if there are indications for the presence of cancer. 
The results of empirical research work done on the data 
based identification of estimation models for standard 
blood parameters as well as tumor markers. The main 

goal is to generate mathematical models for cancer 
prediction based on blood parameters.  
 The blood data measured at the AKH in the years 
2005-2008 have been compiled in a database storing 
each set of measurements (belonging to one patient): 
Each sample in this database contains an unique ID 
number of the respective patient, the date of the 
measurement series, the ID number of the measurement, 
standard blood parameters, tumor marker values, and 
cancer diagnosis information. Patients’ personal data 
were at no time available for the authors except for the 
head of the laboratory. 

 

 
Figure 2: Integration of the relevant data from 

different hospital databases 
 
In total, information about 20,819 patients is stored 

in 48,580 samples. Please note that of course not all 
values are available in all samples; there are many 
missing values simply because not all blood values are 
measured during each examination. Further details 
about the data set and necessary data preprocessing 
steps can for example be found in Winkler et al. (2010) 
and Winkler et al. (2011), e.g. 

Standard blood parameters include for example the 
patients’ sex and age, information about the amount of 
cholesterol and iron found in the blood, the amount of 
hemoglobin, and the amount of red and white blood 
cells; in total, 29 routinely available patient parameters 
are available. 

An important aspect in the data preprocessing 
stage was to identification of relevant blood parameters 
for a positive cancer diagnosis. In order to identify 
characteristic blood parameters for a positive cancer 
prediction we have collected those blood parameters 
which have been measured in a time window of two 
weeks before the first cancer diagnosis based in ICD 10 
classification of diseases. Blood parameters taken 
earlier may not be characteristic as the patient may still 
have been healthy at that time and measurements taken 
after the diagnoses may be diluted due to medical 
treatment. The blood parameters for the class of healthy 
persons have been taken only from patients with no 
positive cancer diagnosis in their case history. 
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Figure 3: Identification of appropriate periods of 

relevant measurements for cancer diagnosis 
 

5. GENETIC PROGRAMMING 
For generating the ensemble models we have used 
gender specific strict offspring selection genetic 
programming which is available in the HeuristicLab 
3.3.6 framework http://dev.heuristiclab.com).  

We have used the following parameter settings for 
our GP test series: The mutation rate was set to 20%, 
gender specific parents selection (Wagner 2005) 
(combining random and roulette selection) was applied 
as well as strict offspring selection (Affenzeller et al. 
2009) (OS, with success ratio as well as comparison 
factor set to 1.0). The functions set described in 
(Winkler 2008) (including arithmetic as well as logical 
ones) has been used for building composite function 
expressions. 

In addition to splitting the given data into training 
and test data, the GP based training algorithm used in 
our research project has been designed in such a way 
that a part of the given training data is not used for 
training models and serves as validation set; in the end, 
when it comes to returning classifiers, the algorithm 
returns those models that perform best on validation 
data. 

 
6. RESULTS 

For the results presented in this section a set of GP-
based models of different model sizes have been 
generated for the prediction of breast cancer based 
solely on blood parameters and also based on blood 
parameters together with its corresponding tumor 
markers (C125, C15-3, CEA). The main GP parameters 
have been adjusted according to the settings shown in 
Table 1. 

 
Algorithm Offspring Selection Genetic 

Programming 
Runs 100 per tree size (with three 

different tree sizes) 
TreeCreator Probabilistic Tree Creator 
Symbols +, -, *, /, sin, cos, tan, exp, log, 

IfThenElse, <, >, and, or, not 
Fitness function MSE (mean squared error) 
Selector GenederSpecific (Random, 

Proportional) 
Mutator ChangeNodeTypeManipulation, 

FullTreeShaker,  

OnePointTreeShaker, 
ReplaceBranchManipulation 

Crossover SubtreeCrossover 
Elites 1 
Population Size 700 
Mutation Rate 20% 
Maximal 
Generations 

1000 

Maximal Selection 
Pressure 

100 

Cross Validation 
Folds 

5 

Tree size 
(Length/Depth) 

20/7, 35/8, 50/10 

Table 1: Algorithmic settings 
 
Overall 300 (100 per tree size) independent runs have 
been performed for predicting breast cancer and the 75 
best models concerning their training quality have been 
used for ensemble modeling as well as for standard 
evaluations as shown in Table 2. Table 2 shows the 
average training and test qualities of the best 75 training 
models (the same ones which are used also for the 
ensemble models and confidence analyses). Moreover 
the training and test accuracies of the overall best 
training model are shown in Table 2. 
Tables 3 and 4 show the results in ensemble 
interpretation for modeling breast cancer with standard 
blood parameters alone (Table 3) as well as together 
with tumor markers as additional input features. 
Together with the accuracies the confidence measures 
described in section 3 are shown for the correctly as 
well as for the incorrectly classified instances. 
 
There are several conclusions that can be drawn from 
the following result tables: 

 The results – especially the test results – of the 
ensemble predictions (Tables 3 and 4) are 
better than the results achieved with 
conventional GP models. 

 The confidence in the predictions measured by 
the two confidence measures cm1 and cm2 is 
significantly higher for the correctly classified 
instances than in those of the incorrectly 
classified instances. The delta is even higher if 
tumor markers can be used for the models. 

 The distribution of the two confidence values 
for the correctly and incorrectly classified 
instances with cm1 (left boxplots) and cm2 
(right boxplots) indicate high potential for 
future research based on these confidence 
measures: By introducing a confidence 
threshold below which the results are 
categorized as untrustworthy, the trusted 
results are expected to have significantly 
higher quality. 

 Contrary to the theoretical considerations of 
Section 3 the statistical properties of the more 
complex cm2 do not seem to lead to more 
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significant differentiation between the 
correctly and incorrectly classified instances.  

 
 Avg. 

training 
accuracy of 
100 best 
models 

Avg. test 
accuracy 
of 100 
best 
models 

Training 
accuracy 
of best 
model 

Test 
accuracy of 
best  
training 
model 

Breast 
with TM 

83.17% 77.89% 84.74% 79.33% 

Breast 
without 
TM 

76.79% 72.61% 78.15% 73.08% 

Table 2: Results with standard GP-based predictive 
modeling (without ensemble modeling) 
 

  
Majority 

Vote 
Average 

Threshold 
Accuracy training 78.47% 78.47% 
Accuracy test 76.49% 76.49% 
Average Confidence 
Correct Classified cm1 = 0.8202 cm2 = 0.4835 
Average Confidence 
Incorrect Classified cm1 =0.5543 cm2 = 0.2525 
Confidence Delta 0.2659 0.2310 

Table 3: Breast cancer without tumor marker 
 

 
Figure 4: Boxplot breast cancer without tumor marker 
 

  Majority Vote 
Average 

Threshold 
Accuracy training 84.99% 84.99% 
Accuracy test 81.44% 81.44% 
Average Confidence 
Correctly Classified cm1 = 0.8500 cm2 = 0.6182 
Average Confidence 
Incorrectly 
Classified cm1 = 0.4806 cm2 = 0.2449 
Confidence Delta 0.3694 0.3733 

Table 4: Breast cancer with tumor marker 
 

 
Figure 5: Boxplot breast cancer with tumor marker 
 
7. CONCLUSION 
In this paper two confidence measures have been 
discussed for predictive models generated by GP-based 
ensemble modeling. The results for a breast cancer data 
set have shown that the confidence for the correctly 
classified instances is significantly higher than the 
confidence for incorrectly classified instances which is 
considered as the main result of this contribution and 
which opens new areas of application especially for 
predictive modeling in the medical field where the 
confidence in a prediction is very important.  

Obvious aspects for future investigations in this 
field are analyses for further cancer types as well as the 
introduction of a new class for the uncertain prediction 
(below a certain confidence threshold) and 
corresponding analyses of the statistical properties of 
the so achieved predictions. 

 
ACKNOWLEDGMENTS 
The work described in this chapter was done within the 
Josef Ressel-Centre Heureka! for Heuristic 
Optimization sponsored by the Austrian Research 
Promotion Agency (FFG). 
 
REFERENCES 
Affenzeller, M., Winkler, S., Wagner, S., A. Beham, 

2009. Genetic Algorithms and Genetic 
Programming - Modern Concepts and Practical 
Applications. Chapman & Hall/CRC. ISBN 978-
1584886297. 2009. 

Breiman, L. 2001. Random Forests. Machine Learning 
45, pp. 5 – 32.  

Keijzer, M., Babovic, V., 2000. Genetic Programming, 
Ensemble Methods and the Bias/Variance 
Tradeoff – Introductory Investigations. Lecture 
Notes in Computer Science, 2000, Volume 
1802/2000, pp. 76-90. 

Wagner, S., 2009. Heuristic Optimization Software 
Systems - Modeling of Heuristic Optimization 
Algorithms in the HeuristicLab Software 
Environment. PhD Thesis, Institute for Formal 
Models and Verification, Johannes Kepler 
University Linz, Austria. 

Winkler, S., Affenzeller, M., Jacak, W., Stekel, H., 
2010. Classification of Tumor Marker Values 
Using Heuristic Data Mining Methods. 
Proceedings of Genetic and Evolutionary 
Computation Conference 2010, Workshop on 

0

0,2

0,4

0,6

0,8

1

Majority
Correct

Majority
Incorrect

Avgerage
Correct

Avgerage
Incorrect

0

0,2

0,4

0,6

0,8

1

Majority
Correct

Majority
Incorrect

Avgerage
Correct

Avgerage
Incorrect

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 344



Medical Applications of Genetic and Evolutionary 
Computation, pp. 1915–1922. 

Winkler, S., Affenzeller, M., Jacak, W., Stekel, H., 
2011. Identification of Cancer Diagnosis 
Estimation Models Using Evolutionary 
Algorithms – A Case Study for Breast Cancer, 
Melanoma, and Cancer in the Respiratory System. 
Proceedings of Genetic and Evolutionary 
Computation Conference 2011, Workshop on 
Medical Applications of Genetic and Evolutionary 
Computation. 
 

AUTHORS BIOGRAPHIES 
MICHAEL AFFENZELLER has 
published several papers, journal articles 
and books dealing with theoretical and 
practical aspects of evolutionary 
computation, genetic algorithms, and 
meta-heuristics in general. In 2001 he 

received his PhD in engineering sciences and in 2004 he 
received his habilitation in applied systems engineering, 
both from the Johannes Kepler University of Linz, 
Austria. Michael Affenzeller is professor at UAS, 
Campus Hagenberg, and head of the Josef Ressel 
Center Heureka! at Hagenberg. 

STEPHAN M. WINKLER received his 
PhD in engineering sciences in 2008 from 
Johannes Kepler University (JKU) Linz, 
Austria. His research interests include 
genetic programming, nonlinear model 
identification and machine learning. Since 

2009, Dr. Winkler is professor at the Department for 
Medical and Bioinformatics at the University of 
Applied Sciences (UAS) Upper Austria at Hagenberg 
Campus; since 2010, Dr. Winkler is head of the 
BioinformaticsResearch Group at UAS, Hagenberg. 

Stefan Forstenlechner received his BSc in 
software engineering in 2011 from the 
Upper Austria University of Applied 
Sciences, Campus Hagenberg. He is 
currently pursuing studies for his master’s 
degree and working at UAS Research 

Center Hagenberg within Heureka!. 

GABRIEL KRONBERGER received his 
PhD in engineering sciences in 2010 from 
JKU Linz, Austria, and is a research 
associate at the UAS Research Center 
Hagenberg. His research interests include 
genetic programming, machine learning, 

and data mining and knowledge discovery.  

MICHAEL KOMMENDA finished his 
studies in bioinformatics at Upper Austria 
University of Applied Sciences in 2007. 
Currently he is a research associate at the 
UAS Research Center Hagenberg 
working on data-based modeling 

algorithms for complex systems within Heureka!. 

STEFAN WAGNER received his PhD in 
engineering sciences in 2009 from JKU 
Linz, Austria; he is professor at the Upper 
Austrian University of Applied Sciences 
(Campus Hagenberg). Dr. Wagner’s 
research interests include evolutionary 

computation and heuristic optimization, theory and 
application of genetic algorithms, and software 
development.  

WITOLD JACAK received his PhD in 
electric engineering in 1977 from the 
Technical University Wroclaw, Poland, 
where he was appointed Professor for 
Intelligent Systems in 1990. Since 1994 
Prof. Jacak is head of the Department for 

Software Engineering at the Upper Austrian University 
of Applied Sciences (Campus Hagenberg) where he 
currently also serves as Dean of the School of 
Informatics, Communications and Media. 

HERBERT STEKEL received his MD 
from the University of Vienna in 1985. 
Since 1997 Dr. Stekel is chief physician at 
the General Hospital Linz, Austria, where 
Dr. Stekel serves as head of the central 
laboratory. 

 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 345



MULTIDIMENSIONAL MODELLING OF THE                                                                        

IN-CYLINDER PROCESSES IN A GDI ENGINE 
 

 

A. Montanaro
(a)

, U. Sorge
(b)

, F. Catapano
(c)

,B.M. Vaglieco
(d)

 

 

 
(a), (d)

CNR – Istituto Motori, Viale Marconi, 8 – 80125, Naples, ITALY 
(b), (c)

DIME – University of Naples, Via Claudio, 21 – 80125, Naples, ITALY 

 
(a)

a.montanaro@im.cnr.it, 
(b)

u.sorge@im.cnr.it, 
(c)

f.catapano@im.cnr.it, 
(d)

b.m.vaglieco@im.cnr.it 

 

 

 

 

ABSTRACT 

The study is focused on the assessment of a 3D 

numerical model able to simulate the in-cylinder 

processes characterizing the operation of GDI (gasoline 

direct injection) engine equipped with a high-pressure 

injector system. The engine is experimentally 

characterized at the test bench. One of the 4 cylinders is 

modified to allow two optical accesses that leave 

unvaried the combustion chamber configuration and 

allows capturing images of the mixture formation and 

combustion processes. A sub-model of high portability 

allows simulating the spray dynamics, whose validation 

is made on the ground of experimental data collected 

with the injector mounted in a confined vessel. A 

preliminary study of the spray-wall impingement is also 

carried out, that allows better predicting the gasoline 

deposition and splashing phenomena. 

 

Keywords: multidimensional engine modeling, gasoline 

direct injection, spray-wall impingement 

 

1. INTRODUCTION 

A way to significantly improve the energetic efficiency 

of internal combustion engines without making a major 

shift away from conventional technologies is well 

recognized in the use of direct injection (DI). In spark 

ignition (SI) engines, in particular, gasoline direct 

injection (GDI) is today considered indispensable to 

decrease fuel consumption, hence CO2 emissions, as 

coupled with downsizing and turbo-charging. Thanks to 

the more precise control of the injection timings feasible 

through DI, well known limits of the port fuel injection 

(PFI) engines in the combustion control and fuel supply 

response are overwhelmed. The GDI technology, 

indeed, especially with the employment of new 

generation high-pressure injectors in the multi-hole 

configuration, has the great advantages of improving the 

mixture formation process, with a positive effect on 

combustion stability and pollutant emissions formation. 

Knock tendency is also favorably affected due to the 

decrease of the charge temperature consequent the in-

cylinder gasoline evaporation [Alkidas, 2008]. 

Nevertheless, the complexity of modern engines makes 

for assuring optimal mixture conditions at all the engine 

loads and speeds to be a really difficult task. Exploiting 

the capability of numerical techniques to achieve a 

complete control of the mixture formation process over 

the whole engine working map, to increase fuel 

economy, improve combustion stability, and reduce 

engine-out emissions is surely an issue of great 

importance in the automotive field. 

Present work is aimed at developing a 3D engine 

model of the in-cylinder processes occurring in a 

modern GDI engine. The engine model assessment is 

supported by three experimental campaigns. The 

employed seven-hole injector is first preliminary 

experimentally characterized in a confined vessel and 

on a Bosch tube to tune the 3D sub-model for the spray 

dynamics. Experiments relevant to collect data for the 

validation of the sub-model for the spray-wall 

impingement are also carried out by making for the 

spray to orthogonally hit a flat plate, possibly heated at 

some given temperatures. Finally the engine is 

characterized to collect in-cylinder pressure data and 

images of the spray development. The engine, in fact, 

exhibits optical accesses enabling to explore an area 

including the spark and the gasoline spray. After a short 

description of the sub-models assessment, main results 

of the 3D engine simulation are presented, with 

reference to an overall lean, medium-speed medium-

load operating condition. 

 

2. EXPERIMENTAL APPARATUS 

2.1. Spray Characterization 

The GDI injector considered in the present work is a 

mini-sac seven-hole Bosch HDEV 5.1 with solenoid 

actuation. The injector holes diameter is equal to 0.179 

mm. The static flow rate is of 13.7 g/s at the injection 

pressure of 10 MPa. Figure 1 represents a sketch of the 

spray footprint, drawn on a plane orthogonal to the 

injector axis, placed at a distance of 30 mm from the 

holes. 

Commercial gasoline ( = 740 kg/m3) is used 

within all the experimental campaign, as delivered by a 

hydro-pneumatic injection system without rotating 

organs. The injector system is managed by a 

programmable electronic control unit (PECU). This is 

an open system able to reproduce the injector energizing 

currents for the desired strategy in terms of number of 

injection pulses, durations, rise and dwell times. The 
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PECU reproduces as an output a TTL signal, related to 

the injection event, used to synchronize also the 

consecutive images management and acquisitions. The 

PECU, in fact, also control the synchronized image 

acquisition set-up.  

 

 
Figure 1: Holes position and spray footprint on a plane 

placed at 30 mm form the holes. 

 

Three types of analysis are conducted: a) instantaneous 

mass flow rates are measured by means of an AVL 

Meter operating on the Bosch principle [Bosch, 1996; 

Wallace, 2002]; b) the single jet penetration length and 

cone angle of a freely developing spray are obtained by 

image processing techniques; c) the spray impingement 

on an orthogonal wall, possibly heated by image 

processing is used to characterize. 

The instantaneous mass flow rate measured by the 

AVL fuel rate meter is integrated to gain the total 

injected mass and to verify its accordance with the 

measured one by means of a precision balance. 

Images of the spray are collected by injecting the 

spray in an optically-accessible vessel containing 

nitrogen at controlled conditions of temperature and 

pressure. The injector command is generated by the 

PECU. A synchronized pulse starts both the flash 

enlightening and shutter of a high-resolution CCD 

camera (1376x1040 pixels, 12 bit resolution, 0.5 s 

shutter time). Images of the spray are collected at 

different instants from the start of injection (SOI) with a 

50 mm lens obtaining a spatial resolution 0.103 

mm/pixel (while for impinging test at 0.0658 

mm/pixel). An overview of the experimental scheme for 

the image acquisition is reported in [Alfuso., Allocca, 

Greco, Montanaro, Valentino, 2008]. The captured 

images are processed off-line by means of a proper 

software, able to extract the parameters characterizing 

the spray dynamics, namely penetration length and cone 

angle of one of the seven jets compounding the spray. 

The images processing analysis is carried out in 

different steps: image acquisition and background 

subtraction, filtering, fuel spray edges determination 

and tip penetration measurements. Background 

subtraction and median filter procedures are adopted 

during the image acquisition to remove impulse noise 

and stray light, so to maintain sharp the spray edge. 

This is determined by selecting an intensity threshold 

level for separating the fuel region from the background 

ambient gas. The experiments devoted to determine the 

spray atomization characteristics in the case of 

impingent on an orthogonal wall are carried at different 

injection pressures (pinj), wall distance (h) and wall 

temperature (Twall). Two of the considered conditions 

are reported in Table 1. 

 

pinj (MPa) 5.5 5.5 

Twall (K) 300 473.15 

h (mm) 20 20 

Table I: Experimental conditions for impinging sprays. 

 

2.2. Optical Engine 

The experimental apparatus for the characterisation of 

the engine performance includes the following modules: 

the spark ignition engine, an electrical dynamometer, 

the fuel injection line, the data acquisition and control 

units, as well as the emission measurement system. The 

electrical dynamometer allows the engine operation 

under both motored and firing conditions.  

The engine under study is a SI DI, inline 4-

cylinder, 4-stroke, displacement of 1750 cm
3
, 

turbocharged, high performance engine. It has a wall 

guided injection system with a seven-hole injector 

located between the intake valves and oriented at 70° 

with respect to the cylinder axis. The engine is equipped 

with a variable valve timing (VVT) system in order to 

optimize intake and exhaust valve lift for each regime 

of operation. The engine is not equipped with after-

treatment devices. Further details of the engine are 

reported in Table II. 

 

Unitary displacement [cm
3
] 435.5 

Bore [mm] 83 

Stroke [mm] 80.5 

Turbine Exh. gas turbocharger 

Max. boost pressure [bar] 2.5 

Valve timing Intake and exhaust VVT 

Compression ratio 9.5:1 

Max. power [kW] 147.1 @ 5000 rpm 

Max. torque [Nm] 320.4 @ 1400 rpm 

Table II. Engine specifications 

 

Optical measurements are carried out through an optical 

access on the engine head, as reported in Figure 2. A 

custom protective case for an endoscopic probe, 

equipped with an optical sapphire window (5 mm in 

diameter), is installed in the engine head in the 4
th 

cylinder. This system enables exploring an area 

including the spark and the fuel injection using an 

endoscope with a viewing angle of 70°. The field of 

view turns out to be centered in the combustion 

chamber and perpendicular to the plane of tumble 

motion. 

Imaging measurements from ultraviolet (UV) to 

visible are performed by means of the optical 

experimental set-up shown in Figure 2. In particular, the 

endoscopic probe is coupled to a high spatial and 

temporal resolution intensified charge coupled device 

(ICCD) camera. It has a 78 mm focal length, f/3.8 UV 

Nikon objective, and an array size of 512x512 pixels 

and 16-bit dynamic range digitization at 100 kHz. The 
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optical assessment allows a spatial resolution 

approximately 0.19 mm/pixel, and a spectral range from 

UV (180 nm) until visible (700 nm). The intensifier-

gate duration is equal to 1° crank angle (CA) for all 

investigated conditions. The dwell time between two 

consecutive images is set at 1° CA. A post-processing 

of the optical data is applied to obtain geometrical 

information from each image, such as the flame front 

area and the radius [Sementa, Vaglieco, Catapano, 

2012]. Moreover, a quartz pressure transducer is 

installed into the spark plug in order to measure the 

combustion pressure. The in-cylinder pressure and the 

related parameters as the coefficient of variance (COV) 

of the IMEP, and the rate of chemical energy release are 

evaluated on an individual cycle basis averaged over 

500 cycles [Heywood, 1988; Zhao, Ladommatos, 

2001]. 

 

 
Figure 2: Sketch of the experimental setup for optical 

investigation and detail of the combustion chamber 

 

The engine test discussed in the following of the paper 

is that relevant to an engine speed of 1500 rpm, a 

medium load (injected gasoline mf= 20.16 mg/cycle, air 

to fuel ratio A/F= 16.9), injection pressure of 6 MPa, 

start of spark (SOS) set at 13° before the top dead center 

(BTDC) and start of injection (SOI) at 70° BTDC. 

 

3. NUMERICAL SIMULATION 

The here discussed 3D engine model is developed 

within the software AVL Fire
TM

. The preliminary phase 

of the model set-up consisted in the assessment and 

validation of the sub-models for the spray dynamics and 

of the spray wall impingement, made by reproducing 

the experimental tests described in section 2.1. These 

aspects, indeed are believed of great importance to well 

reproduce the mixture formation process in a GDI 

engine.  

The approach followed for the description of the 

two-phase turbulent flow is the classical coupling 

between the Eulerian description of the gaseous phase 

and the Lagrangian description of liquid phase. The 

coupling between the two phases is made through 

source terms representing the exchange of mass, 

momentum and energy in the balance equations.  

3.1. The sub-models for the spray dynamics and the 

wall impingement  

The spray is assumed as a train of droplets entering 

the computational domain at the initial time and with a 

given distribution of diameters. The effects of turbulent 

dispersion, coalescence, evaporation, wall interaction 

and break-up of droplets are treated with proper sub-

models. In particular, the effect of the turbulent 

dispersion is treated following the sub-model by 

O’Rouke [O’Rourke, Bracco., 1980], coalescence with 

the sub-model by Nordin [Nordin, 2001], evaporation 

with the sub-model by Dukowicz [Dukowicz, 1979]. 

The model used to reproduce the wall interaction is the 

one proposed by Kuhke [AVL Fire
TM

 User Guide, 

2011]. 

Details of the validation phase of the sub-model 

reproducing the dynamics of a freely developing non 

evaporating spray are given in the paper by Costa et al. 

[Costa, Sorge, Allocca, 2012]. Some results are here 

reported. 

 

 
Figure 3: Numerical (continuous line) and experimental 

(dashed line with dots) penetration lengths of the GDI 

spray in confined vessel at various pressures. Error bars 

are also represented. 

 

 
Figure 4: Experimental collected (top) and numerical 

computed (bottom) images of the spray at the injection 

pressure of 15 MPa 
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Figure 3 is the comparison between the numerical 

(average over the seven jets) and the experimentally 

measured penetration lengths (one of the seven jets) for 

four different injection pressures. The agreement 

between the sub-model results and the experiments is 

really good. The spray structure is also quite well 

reproduced, as shown in Figure 4, that shows 

experimental and numerical images of the spray at 

various instants of time from the SOI at pinj=15 MPa. 

 

 
900 s after SOI 

 

 
1100 s after SOI 

Figure 5: Comparison between experimental (top) and 

numerical (bottom) images of impinging sprays for pinj= 

5.5 MPa, Twall = 300 K at two instants of time. 

 

 
900 s after SOI 

 

 
1100 s after SOI 

Figure 6: Comparison between experimental (top) and 

numerical (bottom) images of impinging sprays for pinj= 

5.5 MPa, Twall = 473 K at two instants of time. 

 

The impingement of a spray on a wall gives rise to 

the deposition of a liquid film and to a secondary 

atomization of the impacting droplets. The process is 

strongly affected by the conditions of pressure, velocity 

and temperature of the surrounding gas and by the value 

of the wall temperature. The tuning of the impingement 

sub-model is here carried out at different injection 

pressures, initially for Twall= 300 K, than by considering 

impingement on a warm wall (Twall = 473 K).  

The spray structure of the wall impingement 

process is shown in Figure 5. The comparison between 

the experimental measurement s and the numerically 

computed spray is made at 900 s and 1100 s after the 

SOI, for Twall = 300 K, pinj = 5.5 MPa, h= 20mm. The 

comparison relevant to Twall = 473 K, are reported in 

Figure 6, again at 900 and 1100 s after SOI. The 

numerical computation well describes the shape and the 

impingement of the spray, for both the examined cases.  

 

3.2.  The 3D Engine Model 

The discretization of the computational domain is made 

through a home-made procedure, instead than resorting 

just to the pre-processing software included in the AVL 

Fire
TM

 graphical user interface (GUI), namely the fame 

engine plus (FEP) module.  

 

 
Figure 7: Computational grid relevant to the intake duct. 

 

The search for a compromise solution between accuracy 

of results and low calculation time, indeed, needs a 

"customized" methodology for the grid design, able to 

allow easy changes as a consequence of possible 

variations of the valve lift profile. The computational 

domain made of the cylinder and the intake and exhaust 

ducts is subdivided into different sub-domains, some of 

which are discretized through the FEP module, while 

others are discretized "manually", to only generate 

hexahedral cells. Figure 7, as an example, shows the 

volume surrounding the intake valve and the intake 

duct. The cells are all hexahedral around the valve, as 

obtained by rotation of a regular 2D properly designed 

grid. Finally, Table III is indicative of the employed cell 

numbers. It is to be pointed out that different ranges are 

considered, namely different intervals of crank angles 

are taken, with domain activated or deactivated 

depending on the particular stroke being considered (in 

the closed valves period, say, the computational domain 

is made of just the combustion chamber - the intake 

duct is activated and really attached to the combustion 

chamber only when intake valves starts being opened). 
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Also, data reported in Table III are mean ones, namely 

indicative numbers typical of the grid size used in a 

certain range. In the Fire code, in fact, a “rezone” is 

necessary to avoid excessive cells distortion, hence the 

grids are substituted by other ones when the cell quality 

gets worst.  

 

Range Cells number 

Exhaust Stroke 390000 

Intake Stroke 331000 

Closed Valve Period 185000 

Table III: Employed grid resolution. 

 

The charge turbulent motion within the 

computational domain is modeled through the k--f 

model, the combustion process according to the ECFM 

3Z model [Colin, Benkenida, Angelberger, 2003]. NO 

formation follows the extended mechanism formulated 

by Zeldovich. A semi-empirical model for soot 

formation is also considered. Boundary conditions for 

the 3D model are derived from experimental 

measurement in the intake and exhaust ducts. Initial 

conditions are set according to the experimental data. 

The computation is initiated at the crank angle of top 

dead center (TDC), some degrees before the intake 

valves opening (IVO). 

The whole engine cycle is simulated. A 

preliminary validation phase, here not reported for the 

sake of brevity regarded the computation of a motored 

pressure cycle, the check about the repeatability of 

results obtained over more than one computational 

cycle (necessary due to the kind of imposed initial 

conditions) and a check about the grid invariance of the 

obtained results. The comparison between the 

experimentally measured and the numerically computed 

pressure cycle in the medium-speed, medium-load lean 

condition is reported in Figure 8. Both the intake stroke 

and the compression stroke are quite well reproduced. 

The combustion phase is also in good agreement. 

 

 
Figure 8: Comparison between the experimental 

collected and numerically computed pressure cycles. 

 

 
6° after SOI. 

 

 
40° after SOI. 

 

 
SOS 

Figure 9: Numerical equivalence ratio distribution on a 

plane passing through the spark plug at various crank 

angles after SOI.  

 

The reliability of the assessed model in reproducing the 

in-cylinder processes is good. Detailed information 

concerning the mixture formation and combustion 

evolution, therefore, can be derived by drawing relevant 

variables distributions on some internal planes. Figure 

9, as an example, shows the distribution of the mixture 

equivalence ratio (local air to fuel ratio over 

stoichiometric air to fuel ratio) on a plane passing 

through the spark plug at three different instants of time, 

namely 6° after SOI, 40° after SOI and at the time of 

spark ignition (SOS). 
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SOS. 

 

 
2° after SOS (TDC). 

 

 
3° after SOS. 

Figure 10: Flame surface density distribution on a plane 

passing through the spark plug at various crank angles 

after SOS. 

 

 The flame front evolution after SOS is instead 

shown in Figure 10.  

 

4. CONCLUSIONS 

Experiments performed to characterize the 

dynamics of a freely evolving spray issuing from a 

seven-hole injector and its impingement on a cold or 

heated wall are used to tune proper sub-models to be 

included in a 3D engine model. This last is assessed to 

reproduce the in-cylinder phenomena of a high 

performance GDI engine, also experimentally 

characterized at the test bench. The presented model is 

suitable of being included within a multi-objective 

optimization tool to optimize the engine performance, 

by changing input parameter as injection strategy or 

time of spark ignition. 
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ABSTRACT 
 
This paper presents some simulation results for a supply 
chain, that describes the different construction phases of 
car engines. In particular, the supply chain is modeled 
using differential equations: the load evolution is given, 
inside each arc, by a conservation law with constant 
processing rate; the dynamics at a node is solved 
considering ordinary differential equations for queues, 
that model the exceeding parts. For simulations, some 
numerical schemes based on Upwind and explicit Euler 
methods are proposed and compared with alternative 
approaches, which use different time and space meshes 
and data structures. This last alternative allows to obtain 
high computational gains, with consequent advantages 
in terms of industrial processes simulations.  
 
Keywords: conservation laws, supply chains, fast 
numerical methods, simulation. 
 
1. INTRODUCTION 
The automotive industry designs, develops and sells 
motor vehicles, and is one of the most important 
economic sector in the world. In reality, when we refer 
to “Automotive”, we indicate a very general area, 
involving all logistic and industrial operations 
connected to vehicles. A particular care is devoted to 
the study of all automotive processes, especially in 
terms of quality control and supply chain management, 
hence obtaining optimal performances either in terms of 
goodness of products or production times. To achieve 
this aim, it is fundamental to use models able to capture 
all dynamics connected to production processes. 

The aim of this paper is to study a model for supply 
chains and to present a possible application within the 
automotive sector: the assembling of car engines. 
Supply chains have been modeled using various 
mathematical approaches. Some models are discrete and 
based on considerations of individual parts, while others 
are continuous (see Armbruster et al. 2006a, Armbruster 
et al. 2006b, Armbruster et al 2004, Daganzo 2003), and 
based on partial differential equations. Probably, the 
first paper, that relies on continuous equations, was 

Armbruster et al. 2006a, where authors, using a limit 
procedure on the number of parts and suppliers, have 
obtained a conservation law (see Bressan 2000), whose 
flux involves either the parts density or the maximal 
productive capacity. But other continuous models for 
supply chains have been introduced (see Bretti et al. 
2007, D’Apice et al. 2006, Göttlich et al. 2005, Göttlich 
et al. 2006) due to the difficulty of finding solution for 
the general equation proposed in Armbruster et al. 
2006a. Also extensions on networks have been made 
(D’Apice et al. 2009, Helbing et al. 2004, Helbing et al. 
2005).  

 In this paper, we examine the model proposed in 
Göttlich et al. 2005, obtained by considering suppliers 
on which the processing rate is constant and having 
queues in front of each supplier. The outcome is an 
ordinary differential equation (ODE) – partial 
differential equation (PDE) model (ordinary differential 
equations for queues, and conservation laws for density 
of parts), for which existence and uniqueness of the 
solution has been proved in Herty et al. 2007.  

Two numerical schemes are analyzed: the explicit 
Euler one for the ODE and the Upwind method for the 
PDE. For details, see also Cutolo et al. 2011. Notice 
that the ODE – PDE model guarantees positivity of 
queue buffer occupancies (and densities), while this is 
not granted for the Upwind-Euler scheme. Thus first we 
consider fluxes corrections to avoid this drawback. The 
choice of time and space meshes can be uniform over 
suppliers only in case of rational ratios among lengths. 
Hence, we study different discretizations of the 
Upwind-Euler to deal with the general case and also to 
reduce computational complexity (the convergence of 
the scheme is completely proved in Cutolo et al. 2011). 
With this aim, we further study the use of logic pointers 
to update the computed density values on arcs.   

Finally, simulations are made. It is proven that: the 
correction for guaranteeing the positivity of solutions is 
necessary to avoid high numerical errors; Upwind – 
Euler methods and their variants have almost the same 
characteristics either in terms of numerical 
approximations or computational times; the use of logic 
pointers to update density values allows to obtain the 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 352



same approximations of the classical Upwind – Euler 
methods and to reduce CPU times of almost 90%. 
Using the proposed numerical approaches, simulative 
results are obtained for a supply chain modeling the 
assembling phases of car engines. In particular, 
following the real industrial processes, a function, 
which is first increasing, then constant and finally 
decreasing, is chosen as input profile. The obtained 
results show that arcs starts to be full in a short time, 
unlike queues, which increase and decrease slowly. A 
way to accelerate the system dynamics is to change the 
constant level of injection. Although this can be useful 
to avoid queues in some parts of the supply chains, the 
problem of accelerating industrial processes is not 
completely solved. A possible solution is to change the 
input profile, with the aim of not compromising the 
overall performances of the system in terms of quantity 
of processed engines.   

The outline of the paper is the following. Section 2 
deals with the mathematical model for supply chains. 
Section 3 presents the numerical methods for the 
proposed model: classical Upwind and explicit Euler 
schemes are shortly described, with corrections to 
maintain positivity of solutions; then, considering 
different choices of space and time meshes, some 
variants of the basic methods are proposed. Some 
techniques for the reduction of the computational 
complexity are addressed in Section 4. Finally, Section 
5 reports the simulation results: first, CPU times and 
numerical errors for the described numerical approaches 
are examined; then, the case study of car engines 
construction is shown.   
 
2. A MODEL FOR SUPPLY CHAINS 
In this section, we describe an ODE – PDE model for 
supply chains (Göttlich et al. 2005, Göttlich et al. 2006, 
Herty et al. 2007) where, beside the conservation laws 
formulation suggested in Armbruster et al. 2006, the 
transition of parts among suppliers is described by time 
– dependent queues. 

A supply chain is a directed graph consisting of 
arcs  and vertices . Each 

arc , parameterized by an interval , 
models a supplier. Each vertex is connected to one 
incoming arc and one outgoing arc and arcs are 
assumed to be consecutively labelled, i.e. arc  is 
connected to arc  and 

{= 1,..., NJ } { }= 1,..., 1−NV

∈j J ,⎡ ⎤⎣ ⎦j ja b

j
1+j 1= +j jb a  (see Figure 1). For 

the first and the last arc, we either set 1 = −∞a  and 
, respectively, or provide boundary data for the 

inflow and outflow. 
= +∞Nb

 

 
Figure 1: A generic supply chain 

 

Each supplier  has a queue in front of itself, i.e. at j
= jx a , and is characterized by a maximum processing 

capacity > 0μ j , length  and a processing time 
. The rate 

> 0jL
> 0jT : /=j jv L Tj  represents the processing 

velocity. Indicating by  the density of 
parts in the supplier  at point 

( ), : ,ρ ρ=t x
j j t x

j x  and time , the 
evolution of parts is described by the conservation law:  

t

 
( ), , = 0,   , ,  > 0,ρ ρ ⎡ ⎤∂ + ∂ ∀ ∈ ⎣ ⎦

t x t x
t j x j j j jf x a b t           (1) 

 
where the flux function ( ) [ [, : 0, 0,ρ μ⎡ ⎤+∞ → ⎣ ⎦

t x
j j jf  is 

given by:  
 

( ) { }, = min , .ρ μ ρt x t x
j j j j jf ,v                                       (2) 

 
The interpretation of equation (1) is the following: 

parts are processed with velocity  but with a maximal 
flux 

jv
μ j . 

Each queue buffer occupancy is a time dependent 
function ( )→ jt q t . If the capacity of the supplier 1−j  
and the demand of the supplier  are not equal, the 
queue increases or decreases its buffer. More precisely, 
we have, 

j

= 2,..., :∀ j N  
 

( ) ( )1= ,  0 =ϕ ϕ− ,0 0,− ≥b a
j j j j j

d q t q q
dt

                        (3) 

  
where ( )1,

1 1 1:ϕ ρ −

− − −= jt bb
j j jf  is given by the evolution on 

supplier 1−j , and the flux on the outgoing arc , j

( ),
1:ϕ ρ −= jt aa

j j jf , is defined as: 

 

{ } ( )
( )

1min , ,  0,
=

,                    0.

ϕ μ
ϕ

μ
−

⎧ =⎪
⎨

>⎪⎩

b
j j ja

j
j j

q t

q t
                                 (4) 

 
Notice that the flux ϕ a

j  depends on the capacity of 
the queue: if the queue buffer is empty, the inflow to 
supplier  is equal to the outflow from supplier j 1−j ; 
otherwise the inflow is maximal. Hence, when 

( ) 0>jq t , the processing occurs at the maximal 
possible rate, μ j , so to empty the queue as fast as 
possible. 

Finally, the complete system of equations is given 
by: 
 

( )
( )

, ,

0,
,0

= 0,  , ,  > 0,  ,

= 0,

ρ ρ

ρ ρ

⎡ ⎤∂ + ∂ ∀ ∈ ∈⎣ ⎦
≥

t x t x
t j x j j j j

x
j j

f x a b t

x

Jj
(5) 
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( )
{ } ( )

( )
( ) { }

1 1

1

,0

min , ,  0,
=  

,                    0,

0 = 0,  \ 1 .

b b
j j j j

j b
j j j

j j

q td q t
dt q t

q q j

ϕ ϕ μ

ϕ μ
− −

−

⎧ − =⎪
⎨

− >⎪⎩
≥ ∈J

                 (6) 

 
Moreover, the following holds: 

Lemma 2-1   
Consider a supply chain evolution ,ρ t x

j , , i.e. a 
solution to (5) – (6). Then, for every  and 

( )jq t
0≥t x , it 

holds , ; , , 0ρ ≥t x
j j ∈J ( ) 0≥jq t { }\ 1j ∈J . 

For the proof, see Cutolo et al. 2011.  
 
3. NUMERICAL METHODS 
Numerical results for solving the dynamics on a supply 
chain are obtained finding, for each arc , suitable 
approximations either for the density 

j
,ρ t x

j  or the queue 

buffer occupancy . In particular, we need a PDE 
numerical method and an ODE one: we choose the 
Upwind scheme for (5) and the explicit Euler scheme 
for (6). 

( )jq t

A suitable theoretical approach for the 
convergence analysis is in Cutolo et al. 2011. 
 
3.1. Classical schemes (Ordinary Methods, OMs) 
First, we report the classical Upwind and explicit Euler 
schemes for the discretization of (5) and (6). From now 
on, we call such numerical approximation types 
“Ordinary Methods”  (OMs).  

For each arc , define a numerical grid in ∈j J

[ ]0, 0,⎡ ⎤ ×⎣ ⎦jL T  using the following notations: 

• =Δ j
j

j

L
x

N
 is the space grid mesh, where jN  is 

the number of segments into which we divide 
the – th supplier; j

• =
η

Δ j
j

Tt  is the time grid mesh, where η j  

denotes the number of segments into which 
 is divided; [0, ]T

• for = 0,..., ,ji N = 0,..., ,η jn  grid points are 

( ) ( ), = ,Δ Δn
i jj jx t i x n t ; 

• ρj n
i  is the value taken by the approximated 

density at the point ( ), n
i j

x t ; 

• n
jq  is the value taken by the approximate 

queue buffer occupancy at time . nt
We get that the Upwind method reads as: 

 

(1
1=

,  = 0,..., ,  = 0,..., ,

ρ ρ ρ ρ

η

+
−

Δ
− −

Δ
∈

j n j n j n j n
i i j i i

j j

t v
x

j i N nJ

) ,                                      (7) 

 
where the CFL condition (Leveque, 2002) is given by: 

 

.
max

Δ
Δ ≤

jj

xt
v

                                                               (8) 

 
The explicit Euler method is given by:  

 
( )

{ }

1
1, ,=

\ 1 ,  = 0,..., ,η

+
−+ Δ −

∈

n n n n
j j j out j inc

j

q q t f f

j nJ

,  

)n

                                        (9) 

 
where  and 1

1, 1 1
= ( ρ−

− − −

n j
j out j N j

f f

 
{ } ( )

( )
1,

,

min , ,  = 0,
=

,                       > 0.

μ

μ
−

⎧⎪
⎨
⎪⎩

n n
j out j jn

j inc n
j j

f q t
f

q t
                       (10) 

 
Boundary data are treated using ghost cells and the 
expression of inflows given by (10). Assuming that 

,  ∈jL j J , have rational ratios, it is possible to choose 
a space grid mesh Δx  and a common time grid mesh 
Δt . 

Notice that (9) does not necessarily maintain the 
positivity properties of the true solutions given by 
Lemma 2-1. In order to accomplish positivity of queue 
buffer occupancies, the following modification for ,

n
j incf  

is needed (see Cutolo et al. 2011 for details): 
 

( )
( )

1, 1, 1,
,

1,

= .
μ μ

μ
− − −

−

+ Δ − −

− Δ

n n n n
j j j j out j out j j outn

j inc n
j j out

q t f f q f
f

f t

n

   (11) 

 
The correction (11) on the boundary incoming data for 
the supplier  influences the approximation of j ,ρ t x

j , 
with consequent effects on the dynamics for following 
suppliers and queues. 
 
3.2. Use of different grid meshes  
Now, we discuss the assumption of choosing different 
space and/or time grid meshes. This is necessary in the 
general case in which lengths , have not 
rational ratios, but it can also be useful for reducing the 
computational complexity, as we will see. 

,  ∈jL j J

 
3.2.1. Different space meshes (Different Spatial Step 

Method, DSSM) 
For each supplier ∈j J , the numerical grid in 

[ ]0, 0,⎡ ⎤ ×⎣ ⎦jL T  is defined choosing a fixed time grid 
mesh Δt ; then, different space grid meshes are 
necessary. Setting :=Δ Δj jx v t , grid points are 

( ) ( ), = ,Δ Δn
i jj

x t i x n t , = 0,..., ji N , = 0,...,η jn . 

The Upwind scheme for the parts density of arc  
now reads:  

j
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( )1
1= ,

,  = 0,..., ,  = 0,..., .

ρ ρ ρ ρ

η

+
−

Δ
− −

Δ

∈

j n j n j n j n
i i j i i

j

j j

t v
x

j i N nJ
                          (12) 

 
The CFL condition is automatically satisfied since: 
 

= min : .
⎧ ⎫Δ⎪Δ ⎨
⎪ ⎪⎩ ⎭

j

j

x
t j

v
J ⎪∈ ⎬

,j

,j j

                                           (13) 

 
For queues we refer again to equation (9). In case 

of negative values of queues, (11) still holds. 
In what follows, we define “Different Spatial Step 

Method”  (DSSM) the procedure for finding the 
numerical solutions of (5) and (6) using: Upwind 
scheme for densities, equation (12), with different CFL 
conditions (13); Euler scheme for queues, equation (9). 
 
3.2.2. Different time meshes (Different Temporal 

Steps Method, DTSM)  
We now consider the case of different temporal meshes 
(and same space meshes). Fix two consecutive arcs 

 and . Then, two different numerical grids are 
defined, whose points are, respectively: 

1j − j

 

( ) ( )1
1 1

1

1 1 1

, = ,

= 0,.., ,  = 0,..., ,

n j
k j

j

j j j

x t k x n t

k N n η

−
− −

−

− − −

Δ Δ
                                 (14) 

 

( ) ( ), = ,

= 0,.., , = 0,..., .

nj j
k

j j j

x t k x n t

k N n η

Δ Δ
                                          (15) 

 
For the queue buffer occupancy, the explicit Euler 

is given by: 
 

( )1

1, ,= ,
n n n nj j j j
j j j j out j incq q t f f

+

−+ Δ −                               (16) 

 
where ,

n j
j incf  is computed as in (10), while 1,

n j
j outf −  must 

be suitably computed. If 1 <j jt −Δ Δt , we define ( )jm n  

and ( )M n j  as:  
 

( ) { }1: sup : ;j jm n m m t n t−= Δ ≤ Δj j

j

                            (17) 
 

( ) ( ){ }1: inf : 1 ,j j jM n M M t n−= Δ ≥ + tΔ                 (18) 

 
and set 
 

( ) ( ) ( )

( )( ) ( )

( ) ( )( ) ( )

1
1

1, 1 1 1
=1

1
1 1 1

11
1 1 1

=

1

1 1

M n m nj j m n ln jjj
j out j j N j

l

m n jj
j j j j j N j

M n jj
j j j j j N j

f t f

m n t n t f

n t M n t f

ρ

ρ

ρ

− −
+−

− − − −

−
− − −

−−
− − −

⎛ ⎞Δ +⎜ ⎟
⎝ ⎠

⎛ ⎞⎡ ⎤+ + Δ − Δ +⎜ ⎟⎣ ⎦ ⎝ ⎠
⎛ ⎞⎡ ⎤+ + Δ − − Δ ⎜ ⎟⎣ ⎦ ⎝ ⎠

∑

.

 

                                                                                   (19) 
 
Notice that, in the particular case 1=j jt tγ −Δ Δ , 

{ }\ 1γ ∈N , we simply have: 
 

( ) ( ) ( )

( )

1
1

1, 1 1 1
=1

1
1 1 1

=1

= =

.

M n m nj j m n ln jjj
j out j j N j

l

n lj j
j j N j

l

f t f

t f
γ γ

ρ

ρ

− −
+−

− − − −

+−
− − −

⎛ ⎞
Δ ⎜ ⎟

⎝

= Δ

∑

∑

⎠              (20) 

 
If, on the contrary, 1 >j jt − tΔ Δ , we set: 

 

1
1, 1=

n tj j
tn jj

j out jf f ,

⎢ ⎥Δ
⎢ ⎥
⎢ ⎥Δ −⎣ ⎦

− −                                                       (21) 
 
where ⎣⋅⎦  indicates the floor function. The CFL 
condition now reads:  
 

, = 1, ,j
j

xt j
v
Δ

Δ ≤ … .N                                         (22) 

 
In case of negative values of queues, fluxes corrections 
have to be considered. The modifications w.r.t. Section 
3.1 can be easily computed and are omitted for sake of 
space. 

In what follows, we indicate by “Different 
Temporal Step Method” (DTSM) the procedure for 
computing the numerical solutions of (5) and (6) using: 
Upwind scheme for densities, equation (7); Euler 
scheme for queues, equation (16). 
 
4. IMPROVEMENTS OF CPU TIMES 
Beside numerical methods for solving equations (5) and 
(6), some alternative computational ways are considered 
for the simulation of large networks. Such approaches 
are essentially based on OMs; hence, their numerical 
precision (in terms of approximations) is the same of 
OMs.  
 
4.1. Use of a Logic Pointer (Logic Pointer method, 

LPm) 
Consider the Upwind method (7). If space and time grid 
sizes are set following the relation =j jt v xΔ Δ j , then 

1
1 =j n j

i
n
iρ ρ+

+ , namely: the density values at time 1n +  
are obtained by those at time  by shifting of one 
position in the space grid. The computational 

n
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complexity can be highly reduced by using a logic 
pointer, that allows to avoid the data shift in the vector 
of densities. 

Such strategy is explained as follows: consider a 
supplier of length , divided into  segments. At 

, we suppose that the supplier is empty. At , 
the density value  on the first segment is computed 
and the pointer is set to position 1 . At , densities 
should be shifted while the new density value for the 
first segment, , is computed. The physical shift inside 
the vector is not considered and the pointer is updated to 
the second position corresponding to , discarding the 
previous value and considering cyclic order in the 
vector. This operation is repeated until a time , see 
Figure 2, where the dashed arrow indicates the density 
on the first segment of the arc. Notice that at 

L n
= 0t = 1t

1V
= 2t

2V

2V

=t n

= 1t n +  
the new density is placed in the first segment and the 
pointer is set back to position 1 , and so on. 

 

 
Figure 2: situation at t n  =

 
Operations and computational costs for OMs and 

LPm (Logic Pointer method) are examined in the 
following tables, where  denotes the cardinality. #
 

Table 1: computational costs for OMs 
Operations Computational costs 

 
Densities # j

j j

L
xΔ∑∼  

 
Boundary data #

j

T
t

×
Δ

J∼  

 
Table 2: computational costs for LPm 
Operations Computational costs 
Densities #J∼  

Logic pointers #J∼  
 

Boundary data #
j

T
t

×
Δ

J∼  

 
Notice that the update of densities for each supplier 

depends on space grid size for OMs. Such dependence 
vanishes using the LP approach, while the cost of logic 
pointer update is fixed. Therefore, we get a substantial 
reduction of computational costs. 
 
4.2. Different indices numeration (DIN) 
For a supply chain, each supplier is identified by an 
index, that belongs to a concatenated list. We get that a 
sequential research, which implies a computational time 
directly proportional to the number  of suppliers, is 

required. The computational complexity is  in the 
worst case, namely when the last arc of the list must be 
found.  

N

( )O N

In order to decrease the computational complexity, 
a vector, “SC”,  whose i − th element identifies the i −  
th arc by a pointer, is used. Hence, the generic arc  is 
found by a direct access to the i  th position of the 
vector SC, namely we refer to . In this case, the 
numerical complexity of the research operation is 
always 

i
−
[ ]SC i

( )1O , and it is independent from . N
We indicate this technique by “DIN” (Different 

Indices Numeration). 
 
5. SIMULATIONS 
In this section, we present some simulation results to 
foresee the behaviour of queues and parts densities on 
supply chains. In particular, after examining some cases 
to study the effects due to negative queues, goodness of 
approximations and CPU times for different numerical 
approaches, we focus on a supply chain to simulate a 
typical process of the Automotive Sector.  
 
5.1. Test 1 – effects due to negative queues 
In this first analysis we focus on the importance of flux 
corrections in case of oscillating queue buffer 
occupancies. 

Consider a supply chain with  suppliers and 
the following parameters:  ; 

= 4N
= = 1,j jL T = 1,.., 4j

1 = 50,μ  2 = 15,μ  3 = 12,μ  4 = 6μ . The initial 
conditions are: 0, 0x

jρ = ,  = 1,..., 4,j ( )0 = 0,jq  
 A total simulation time  is 

considered and for the first arc the inflow profile is 

given by 

= 2,3,4.j = 400T

( )1
3= 9 1 sin
50

tf t π⎛ +⎜
⎝ ⎠

⎞
⎟ . Figure 3 presents the 

evolutions of uncorrected and corrected queue buffer 
occupancies , simulated by OMs with 2 ( )q t

= = 0.2x tΔ Δ . It is evident that meaningful numerical 
errors exist if flux corrections are not used.  
 

 
Figure  3: Evolution of : behaviour with flux 
correction (continuous line) and without flux correction 
(dashed line) 

2q

 
At time , the relative difference among peaks of 
corrected and uncorrected queue buffer occupancies is 

80.5t �
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about . In particular, we have an overestimation of 
the peak in absence of numerical correction. Such 
erroneous approximation of  has a cascade effect, 
influencing the evolution of parts density for the 
supplier 2, but then also queues , , 

8%

2 ( )q t

3 ( )q t 4 ( )q t 3 ( , )t xρ  
and 4 ( , )t xρ . This phenomen is clearly shown in Figure 
4, where 3 (359, )xρ  is represented with and without 
correction: the evolution of 3 (359, )xρ  is completely 
different from the one computed in absence of 
corrections.  
 

 
Figure  4: density on arc 3 at  with flux 
correction (continuous line) and without flux correction 
(dashed line)  

= 359t

 
At , the relative error in = 0.2x 3 (359, )xρ  is about 

, which is evidently unacceptable. We conclude 
that corrections due to negative queues are necessary in 
order to achieve adequate numerical results.  

95%

 
5.2. Test 2 – OMs versus alternative numerical 

schemes 
We consider a supply chain with  suppliers. 
Maximal fluxes, processing times and lengths of each 
supplier are reported in Table 3.  

= 5N

 
Table 3: parameters of the supply chain 

Supplier jμ  jT  jL  
1 10 1 1 
2 8 1 0.4 
3 6 3 1.2 
4 4 1 0.4 
5 3 1 0.4 

 
We assume that all arcs and queues are empty at . 
The total simulation time is . The inflow for the 
first supplier is given by: 

= 0t
= 300T

 

( )1

9 / 25, 0 50,
36 9 / 25, 50 100,

0, 100 .

≤ ≤⎧
⎪= − < ≤⎨
⎪ < ≤⎩

t t
f t t t

t T
                        (23) 

 
In Figure 5, we present the simulation results for queue 
buffer occupancies, obtained by OMs with 

= 0.0125xΔ , = 0.5t xΔ Δ . In this particular case, 
queues are never zero as 2 3 4> 5μ μ μ μ> > . Moreover, 
although processing velocities  are the 
same,  is higher than other ones.  

,  2,3, 4,5,jv j =

4q
 

 
Figure 5: behaviour of queues using OMs; ( )2q t , dot 

dot dashed line; ( )3q t , dot dashed line; ( )4q t , dashed 

line; ( )5q t , continuous line 
 

We then run the same test for DSSM and DTSM, 
choosing, respectively, = 0.0125tΔ  and . 
Other parameters for such methods are the same used 
for the analysis by OMs. In Figure 6, the behaviour of 
the queue buffer occupancy  is depicted. Notice 
that different numerical approximations give rise to 
very similar results. 

= 0.0125xΔ

2 ( )q t

 

 
Figure 6: numerical approximation of  using 
different methods: OMs (continuous line); DSSM (dot 
dashed line); DTSM (dashed line)  

2 ( )q t

 
Further comments on CPU times (measured in 

seconds and computed by a Pentium 4, CPU 2 GHz, 
RAM 2 Gb) and convergence errors (see Cutolo et al. 
2011) is made to compare methods. The following 
tables report the obtained results.  
 

Table 4: CPU times and errors for OMs 
xΔ  CPU errors 

0.00625 1.203 0.15253 
0.0125 0.531 0.207522 
0.025 0.218 1.04845 
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Table 5: CPU times and errors for DSSM 
tΔ  CPU errors 

0.00625 1.218 0.18187 
0.0125 0.468 0.27742 
0.025 0.296 0.89847 

 
Table 6: CPU times and errors for DTSM 

xΔ  CPU errors 
0.00625 1.323 0.19152 
0.0125 0.513 0.23211 
0.025 0.252 0.97051 

 
From the obtained results, we conclude that the 
considered methods have almost the same 
characteristics, as for goodness of approximation versus 
CPU times and errors.  

Using OMs for simulations, we compare the CPU 
performances with the alternative approaches described 
in Section 4. Consider a sequential supply chain with 
five suppliers for which , . We 
first use OMs with different 

= = 1j jL T = 1,...,5j
=x tΔ Δ ; empty queues 

and arcs as initial condition; inflow profile for the first 
supplier as in (23); total simulation time .  CPU 
times (measured in seconds and computed by a Pentium 
4, CPU 2 GHz, RAM 2 Gb) are then compared with the 
ones obtained by LPm and DIN. The results are in the 
following table (notice that we indicate by LD the 
combined usage of LPm and DIN).   

= 300T

 
Table 7: CPU times versus Numerical Approaches (NA) 

NA 0.00625xΔ =
 

0.0125xΔ =
 

0.025xΔ =  

OMs 0.953 0.406 0.265 
LPm 0.281 0.234 0.219 
LD 0.266 0.234 0.203 

 
Notice that using LPm and DIN allows to obtain a 
concrete reduction of CPU times. Such effect is more 
evident when the number of arcs of the supply chain is 
very large, as shown from the following simulation 
case.  

Consider a supply chain with  arcs, and the 
following characteristics: , ; 

= 50N
= = 1i iL T = 1,...,50i

1 = 100μ ; = 5,iμ  . For OMs we choose 
different 

= 2,...,50i
=x tΔ Δ ; empty queues and arcs as initial 

condition; inflow profile for the first supplier as in (23); 
total simulation time . CPU times (measured in 
seconds and computed by a Pentium 4, CPU 2 GHz, 
RAM 2 Gb) are then compared with the ones obtained 
by LPm and DIN. Table 8 shows the results.  

= 150T

 
Table 8: CPU times versus Numerical Approaches (NA) 

NA 0.00625xΔ =
 

0.0125xΔ =
 

0.025xΔ =  

OMs 54.75 1.921 0.859 
LPm 1.688 0.984 0.531 
LD 0.546 0.25 0.265 

 

Notice the CPU times for OMs and LD: there is a 
reduction of more than 90% in the worst case 
( 0.00625xΔ = ).  

We conclude that, especially for large networks, 
fast approximations can be obtained using LD. The 
numerical precision is the same of OMs.  
 
5.3. Test 3 – Simulation of a process for assembling 

car engines 
We present some simulation results of a supply chain, 
that assembles car engines. For a generic engine, the 
most important components are: a set of cylinders 
(typically, they can be four, six or eight) that contain 
pistons; a crankshaft, that determines the piston’s up 
and down motion inside the engine; a connecting rod, 
that connects pistons to the crankshaft; a sump, that 
surround the crankshaft.  

For assembling car engines with eight cylinders, we 
refer to a supply chain with twenty arcs and nineteen 
nodes, represented in Figure 7. Notice that, as reported 
in Göttlich et al. 2006, each arc can represent either a 
conveyor belt or a given machine.  

 

 
Figure 7: supply chain with twenty arcs and nineteen 
nodes 
 

In this particular case, each arc has a precise role 
inside the process: arcs 1 and 20 are assumed to be 
conveyor belts, while the other ones are seen as 
machines. Arc 1 transports engines skeletons; arcs 2 – 9 
are useful to insert pistons and cylinders (each arc 
inserts one cylinder and the relative pistons inside the 
primitive engines); the aim of arc 10 is to insert the 
crankshafts inside engine skeletons; arc 11 creates 
connections between sumps and crankshafts; arcs 12 – 
19 join together crankshafts and pistons; finally, arc 20 
transports the assembled engines to a test box. Notice 
that the queues in front of each arc ,  2,..., 20,j j =  
represent the quantity of engines (or better of semi-
finished product) that is not immediately processed or 
directed to the test box.  

We simulate the supply chain of Figure 7 using 
OMs with 0.02t xΔ = Δ =  and assuming:  

• total simulation time: ; 3000T =
• 1,  1,..., 20i iL T i= = = ; 
• 1 500μ = ; 20 15μ = ; 
• 34 2 ,  2,...,13j j jμ = − = ; 
• 21 , 14,...,19.j j jμ = − =  

 
Finally, as input profile, we get: 
 

( )

, 0 ,
, 150

150 , 150 150,
0, 150 .

≤ ≤⎧
⎪ < ≤ −⎪= ⎨ − − < ≤⎪
⎪ < <⎩

t t
k k t k

f t
t k t

t T

,
k

                          (24) 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 358



 
where [ ]0,50k ∈ . Considering (24), we represent the 
situation in which engine skeletons are injected inside 
the system following, first, a linear increasing profile 
(hard injection); then, a constant one; finally, a 
decreasing one (light injection). Choosing opportunely 
k, it is possible to control the injection times for the 
three different work conditions. 

We show some results for . In Figures 8 – 
10, queues are represented. Notice that, for the chosen 
values of 

50k =

,  1,..., 20,j jμ =  there is a queue for each arc 

with the exception of arc 20, for which ( )20 0q t =  

[ ] 0,t T∀ ∈  as 19 20μ μ< . Moreover, ( )2q t  is smoother 
than other queues because arc 2 receives directly goods 
from arc 1, whose dynamics obeys the input profile 
(24). Slopes of queues  are different 

from the ones of  as we have two 
distinct sets of parameters 

( ) ,  3,...,13,jq t j =

( ) ,  14,...,19,jq t j =

,  1,..., 20j jμ = . Moreover, 
although the input profile is zero , queues 
dynamics is very slow. This is confirmed by

 150∀ ≥t
( )19q t , that 

vanishes at . 2500 150>>�t
 

 

 
Figure 8: behaviour of  ( )2q t

 

 
Figure 9: dynamics of queues ; ( ) ,  3,...,13jq t j = ( )3q t  

is the first on the left; ( )4q t  is the second on the left, 
and so on 

 
 

 
Figure 10: queues ( ) ,  14,..., 20jq t j = ; ( )14q t  is the 

first on the left; ( )15q t  is the second on the left, and so 
on 

 
In Figure 11, the density of arc 2 for various time 
instants is reported. Unlike the behaviour of queues, 
arcs become full in a short time, namely arc 2 at 30=t  
already reaches the maximal density value (coincident 
with 2μ  as 2 1=v ) . 
 

 
Figure 11: density ( )2 ,t xρ  for different time instants; 

5t =  (dot dot dashed line);  (dot dashed line); 10t =
25t =  (dashed line); 30t =  (continuous line) 

 
The presence of queues is due either to the values 

of ,  1,..., 20,j jμ = or the level k in (24). For example, if  

2 30μ≤ =k , ( )2 0=q t  [ ] 0,t T∀ ∈ . In general, for 
assigned ,  1,..., 20,j jμ =  the level k determines the 
queues evolution, namely: the input profile guides 
dynamics of the whole supply chain, when it is not 
possible to redesign the system, in terms of maximum 
processing capacities, lengths and processing times.  

In Figure 12, we represent the cost functional: 
 

( )
( )

20

2 0 ,
19

==
∑∫

T

j
j

q t dt
J k                                                 (25) 

 
which measures the average area described by queues of 
the examined supply chain versus the injection level k.  
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Figure 12: behaviour of ( )J k  

 
We notice that ( )J k  is almost linear with k, indicating 
that, although in some cases queues are not formed for 
all suppliers ( ), there is always a sort of 
proportionality in overall queues contributions for 
various injection levels. A simple way to erase queues 
is to change the input profile, but this means to redesign 
the overall system. 

30≤k

A further remark can be done on CPU times 
(measured in seconds and computed by a Pentium 4, 
CPU 2 GHz, RAM 2 Gb). In Table 8, some results, 
obtained using OMs and LD, are compared for two 
different values of k. Notice that CPU times are similar 
for the same used numerical approach although, for 

, the system is characterized by 
 

20=k
( ) 0,  2,...,7= =jq t j [ ] 0,t T∀ ∈ . Finally, we conclude 

that, also for this particular case of simulation, the 
reduction of times in using LD is high.  
 

Table 8: CPU times 
k OMs LD 

50 5.968 1.610 
20 5.937 1.515 

 
6. CONCLUSIONS 
In this paper, starting from the model proposed in 
Göttlich et al. 2005, flows on a supply chain, modelling 
the car engines construction, have been studied.  

A numerical analysis of the model has proved that 
it is possible to obtain high computation gains and 
numerical precision of the classical numerical schemes.  

Using fast methods, the simulation has showed that, 
choosing opportunely the constant injection level of the 
input profile, it is possible to modulate queues but not to 
erase them completely. Future studies aim to foresee 
which is the optimal input flow, that allows to obtain 
high performances either in terms of queues reduction 
or computational gains. 
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ABSTRACT 

Much effort has been put into understanding the 

artificial evolutionary dynamics within genetic 

programming (GP). However, the details are yet unclear 

so far, as to which elements make GP so powerful. This 

paper presents an attempt to study the evolution of a 

population of computer programs using HeuristicLab. A 

newly developed methodology for recording heredity 

information, based on a general conceptual framework 

of evolution, is employed for the analysis of algorithm 

behavior on a symbolic regression benchmark problem. 

In our example, we find the complex interplay between 

selection and crossover to be the cause for size increase 

in the population, as the average amount of genetic 

information transmitted from parents to offspring 

remains constant and independent of run constraints 

(i.e., tree size and depth limits). Empirical results reveal 

many interesting details and confirm the validity and 

generality of our approach, as a tool for understanding 

the complex aspects of GP.   

 

Keywords: genetic programming, tree fragments, 

evolutionary dynamics, schema theory, population 

diversity, bloat, introns 

 

1. INTRODUCTION 

A difficult task in genetic programming is to 

explain the evolutionary behavior of highly 

polymorphic, dynamic populations of computer 

programs. Evolution within GP is characterized by 

complex genotype-phenotype relations that make it 

difficult for researchers to identify the influential factors 

of emergent behavior and the underlying mechanisms 

behind phenomena such as loss of diversity, over-

fitting, bloat and introns.  

Although these phenomena have been correlated 

by scientists with different algorithmic components (run 

constraints, genetic operators, function and terminal 

set), the main reason a causal relationship could not be 

derived from the work is two-fold.  

On the one hand, on the theoretical level, problems 

arise from the inherent complexity of the Genotype-

Phenotype map, which is a mathematical function to 

describe the relationships between genotype and 

phenotype. Phenotypic innovation is the result of 

genetic modification mediated by the GP-map (Stadler 

and Stephens 2003, Stadler 2006). The notion of 

phenotypic neighborhood induced by the GP-map may 

differ fundamentally from any notion of “nearness” 

among phenotypes based solely on the comparison of 

their morphological features (Fontana and Schuster 

1998). Therefore, stronger metrics and measurements 

are required for describing fitness landscape topologies 

in the presence of many-to-one relationships, i.e., sets of 

genotypes folding into essentially the same (at least on 

the semantic level) phenotypic structure. Difficulties in 

fulfilling this particular requirement make it unclear 

how to determine the role of selection, crossover and 

mutation in genetic programming. 

On the other hand, the presence of representational 

bias (how genotypes are represented) or procedural bias 

(determined by genetic operators and fitness function) 

in the algorithm, varying across different problem 

domains, and the delicate balance between performance 

(training accuracy) and robustness (test accuracy) 

makes it unclear which innovations or algorithmic 

improvements are related to the underlying dynamics 

and which ones exploit particularities of a specific class 

of problems. Understanding the relationship between 

bias and generalization ability of genetic programming 

is crucial in designing algorithms with good 

generalization capabilities (Kushchu 2002).  

In this paper, we focus on the study of genetic 

algorithms under the framework of neo-Darwinian 

evolution. The suggested approach, based on the 

tracking of all genetic information that flows through 

the evolutionary graph, constitutes the first step in an 

attempt to analyze and explain the influence and 

interplay of genetic operators.  

The paper is organized as follows: Section 2 

provides a brief overview of the essential biological 

concepts of evolution at the base of this approach. A 

brief summary of other research in this area is described 

in Section 3. In Section 4, the implementation of the 

HeuristicLab tracking plugin is detailed. Section 5 

discusses some preliminary results concerning the 

distribution of tree and fragment lengths sampled by 

crossover, and Section 6 is devoted to conclusions.  
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2. CONCEPTS OF ARTIFICIAL EVOLUTION 

Evolution is the result of selection acting upon the 

genetic variation within a population. In other words, it 

requires variation in phenotype, differential 

reproduction on the basis of phenotype, and heredity of 

the traits associated with differential reproduction. 

Some traits associated with better fitness survive and 

propagate further while others – and their corresponding 

genes – become extinct in the population. 

In genetic programming, operators such as 

crossover and mutation act on genotypes, while fitness-

based selection acts on phenotypes. In this context, we 

take genes to be minimal fragments consisting of 

symbols (primitives) and terminals. 

The ability of the genetic operators to produce 

useful variation (i.e., new compositions of symbols, 

variables and constants) plays a crucial role in algorithm 

performance; this requirement, however, is not 

sufficient to guarantee algorithm convergence, as there 

are cases when a relevant gene becomes extinct before 

getting the chance to become useful. Moreover, the 

closure property of the GP function set makes it 

possible, in theory, for genetic operators to produce 

variation ad infinitum. In practice, this possibility is 

limited by size and depth constraints, but this does not 

prevent the occurrence of bloat (i.e., gradual increase in 

tree size), or the appearance of introns (“intragenic 

region” – segments of non-viable, inefficient or neutral 

code), as an effect of selection pressure. One of the key 

challenges in GP is to eliminate introns and bloat while 

at the same time maintaining just enough diversity in 

the population so that the search can succeed. 

 

3. RELATED WORK 

This section provides a summary of existing 

research on the topic of evolutionary dynamics, or, 

more generally, on how information from successive 

generations (genealogical information or otherwise 

significant indicators like size, fitness) can guide the 

search process or explain, predict or improve various 

aspects of artificial evolution. 

Burke et al. (2003) improve population diversity 

by taking into account lineage information in the 

selection phase. A genetic lineage is defined as the 

connection from the root parent to those individuals 

which were created, via crossover, from that individual. 

Lineage selection is implemented as an additional step 

to bias selection towards different lineages from the 

initial population. In effect, the selected parents are the 

results of tournament selection across lineages, so that 

the selection pressure is reduced from the fittest 

individuals to the fit and diverse (Burke et al. 2003). In 

terms of evolutionary dynamics, the authors conclude 

that adding diversity can worsen fitness on some 

problems that clearly benefit from elitism in a hill-

climbing environment, but may avoid local optima, 

when deception is embedded into the problem.  

In a subsequent paper, Gustafson et al. (2005) 

focus on the analysis of survival rates, mating success 

and dissimilarity between offspring and parents. They 

reach the conclusion that similar parents (with the same 

fitness) are unlikely to produce better offspring and they 

introduce a simple rule to prevent mating between 

solutions with the same fitness. Their work supports the 

idea that GP search may be improved by producing 

more differently fit solutions. 

Another work by Smart et al. (2007) suggests a 

methodology for investigating the building blocks 

hypothesis in GP, by aggregating statistical information 

of fragments and fragment schemas. A fragment is 

defined as a connected set of nodes from the program 

tree. A fragment schema is defined as the set of all 

programs containing a specified fragment at some point 

in the program tree. In their paper, Smart et al. use the 

concept of maximal fragment, defined as the largest 

fragment contained in all subtrees from some subset of 

the population. The set of maximal fragments can be 

analyzed in various ways to identify properties of the 

set of all fragments (Smart et al. 2007). The analysis 

relies on a subtree-mining algorithm called TRIPS 

(TRee mIning algorithm using Prüfer Sequences) 

capable of finding frequent subtrees (fragments) from a 

forest of tree structures. The TRIPS algorithm is 

explained in detail in Tatikonda et al. (2006). 

Finally, in a series of papers, Poli et al. detail the 

correlation between the mean program size at 

generation 0, the average arity of the primitive set and 

the internal node distributions of mixed arity trees. They 

develop a size evolution equation which is an exact 

formalization of average program size dynamics. It is 

shown that under standard subtree-swapping crossover 

(uniform selection of crossover points), the population 

converges to a limiting tree length distribution that will 

exponentially sample smaller programs (Poli and 

McPhee 2008, Dignum and Poli 2008).  For this reason, 

crossover depth and size limits are found to actually 

have a positive effect towards bloat, as small trees are 

more likely to be sampled, but are less likely to generate 

new programs. In Poli and McPhee (2008), an effective 

method for dynamically setting the parsimony 

coefficient, and thus controlling the average program 

length in the population, is derived from the size 

evolution equation. 

The work of Poli et al. is especially important as it 

lays the foundations for a mathematical model of 

evolutionary search. It also emphasizes the important 

role of the interplay between selection and crossover, 

which determines GP behavior. 

 

4. TRACKING OF EVOLUTION DATA 

This section outlines our proposed methodology 

for the study of evolutionary dynamics within GP, with 

a focus on genetic operator behavior and fragment 

statistics. In the context of this paper, a fragment 

denotes a subtree (usually swapped by crossover) that is 

part of a bigger rooted tree (the individual). 

 

4.1. Analysis of Inheritance Information 

The tracking functionality was implemented in 

HeuristicLab, a framework for heuristic and 
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evolutionary algorithms developed at the Heuristic and 

Evolutionary Algorithms Laboratory (HEAL) of the 

Upper Austria University of Applied Science 

(http://dev.heuristiclab.com). Inheritance information is 

recorded in the form of an evolutionary graph, in which 

nodes represent individuals and arcs represent heredity 

relationships between them. It is clear that the graph 

itself consists of the union set of all lineages in the 

population. This representation was chosen for its 

potential to provide additional insight into the process 

of evolution by investigating the changes in the 

topological and algebraic properties of the graph. 

Figure 1 shows an example of an individual 

(marked with a rectangle), its genealogy and its tree 

structure, in which the genetic information it received 

from the parent is highlighted. The interface facilitates 

the investigation of lineages, heredity and how the 

genetic material is assembled from lower building 

blocks during evolution. 

 

4.2. Tree and Fragment Similarity  

 In addition to tracking fragments transmitted via 

genetic recombination, it is also possible for arbitrary 

tree fragments to be matched against the population of 

individuals. This powerful tool can be used to 

investigate the distribution of certain fragments or 

schemas within the population. 

 Fragment matching is done according to three sets 

of rules. The terminology used below refers to Symbols 

which represent functions or operators, Variables which 

represent elements from the data set, and Constants 

which are random numbers supplied as inputs to the 

functions alongside the variables. 

 

S1 „Exact”: the entire fragment must be matched 

one-for-one: symbol names and arities must be 

the same, as well as variable names and 

weights, or constant values  

S2 “High”: exact matching of symbols, partial 

matching of leaf nodes – they are required to 

be of the same type (Variables or Constants) 

S3 “Relaxed”: exact matching for symbols, leaf 

nodes are considered wildcards 

 

It is clear that for sets S1, S2, S3 of matched 

fragments given by the three similarity rules defined 

above, S1 ⊆ S2 ⊆ S3. Moreover, fragments contained in 

S2 and S3 are isologous (i.e., having a similar structure 

but containing different leafs). Isologous tree fragments 

can be considered elements of a set S of phenotypic 

instances of a gene G, in which case G can also be 

viewed as a schema. This provides a way to identify 

useful genes or schemas in the population. 

Figure 2 shows an example of fragment matching. 

The tree fragment highlighted on the right was matched 

against multiple individuals in the population. The 

black nodes represent “exact” matches, the dark gray 

ones represent “high” matches, while the normal gray 

ones represent “relaxed” matches.  

  

5. EMPIRICAL CASE STUDY 

 The study of tree fragments was done on a 

symbolic regression problem (Poly-10) where the target 

function is the 10-variable cubic polynomial: 

 

f(x) = x1 x2+ x3 x4+ x5 x6+ x1 x7 x9+ x3 x6 x10  

 

Population size 500 

Generations 200 

Selector Tournament (size=3) 

Crossover  Size-fair crossover (p=0.9) 

Mutation Multi-mutation operator (p=0.15) 

Table 1: Genetic Algorithm Settings 

 

In a first phase, our run analysis focused on the 

distribution of parent, children and fragment lengths 

across generations. For the Poly-10 problem, a 

maximum tree size of 100 nodes was used.  

Empirical data from a standard GP run shows that, 

with the size-fair crossover, which only performs a 

swap if the size and depth limits are respected, the 

children length is not very different from the length of 

the parent, and is, on average, smaller (Figure 3). 

This result is somewhat surprising as it contrasts to 

the overall behavior of all the trees in the population 

(including those that did not reproduce) which is 

characterized by a gradual increase in length throughout 

evolution. The apparent contradiction can be explained 

by the interplay between crossover, which drives the 

size distribution of children towards smaller lengths, 

and selection, which tends to reduce diversity, thus 

promoting uniformity in the population at the expense 

of smaller, less fit programs. 

Figure 1: On the left, an individual (marked with a rectangle) and its genealogy. On the right, the tree structure of the 

individual. The highlighted nodes belong to the fragment that was received via crossover. 
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Figure 2: Example of fragment matching according to the three similarity criteria: black – “exact”, dark gray – “high” 

and gray – “relaxed”. The matched fragment is highlighted in the right-hand side. 

 

To verify this, we propose a similarity measure 

based not on whole tree comparison, but on comparison 

between tree fragments that get transmitted via 

crossover. The similarity value is obtained by dividing 

the total number of identical fragments in the population 

(matched by the “exact” similarity measure) by the 

number of similarity groups they form. 

 

 
Figure 3: Average parent and child lengths over 200 

generations (10-run average) 

 

 The evolution of fragment similarity is shown in 

Figure 4, and is measured in average number of similar 

fragments per generation. The probability of a fragment 

occurring multiple times in the population is a product 

between the probability its containing individual gets 

selected multiple times and the probability that the 

fragment itself is sampled by crossover more than once. 

Therefore, it is reasonable to assume that even a small 

increase in the average number of identical fragments 

(i.e., similarity in the genetic material which gets passed 

to the offspring) can in fact mean a big decrease in 

population diversity. 

Another interesting result is that the average size of 

the crossover fragments tends to remain constant 

throughout the run. The only factor influencing average 

fragment size seems to be the average arity of the 

available functions. Figure 4 shows an increase in 

average fragment length in the beginning of the run 

(first 20 generations), followed by a decrease and 

stabilization at a fragment size value of approximately 

4.6 nodes. This can be explained by the fact that, after 

the initial exploratory phase of the algorithm, when 

many different points in the solution space are sampled, 

the search becomes gradually more local and the 

accepted changes become those that have a small 

positive effect and do not affect the overall structure of 

the tree.  

 

 
Figure 4: Fragment similarity increasing from 1 to 5.5, 

fragment length stabilizing at ~4.6 nodes 

  

The correlation between fragment size and search 

locality becomes more obvious if we look at the 

Offspring Selection Genetic Algorithm (Affenzeller et 

al. 2009). We outline the main idea of the algorithm 

here: in OSGA the selection mechanism is extended to 

include an “offspring selection” step after the parents 

are selected via the usual means (i.e., proportional, 

roulette or tournament selection). In this extra step, the 

fitness value of the offspring is compared with the 

fitness values of its parents (either the worst or best 

parent, or an average between the two). Only the 

offspring that are able to outperform their parents 

(denoted as “successful” offspring) are accepted as 

candidates for the further evolutionary process, 

according to a predefined success ratio which gives the 

percentage of the population that is expected to surpass 

their parents’ fitness. The rest of the population is filled 

with random individuals chosen from the pool of 

individuals that were also created by crossover but did 

not reach the success criterion. This strategy guarantees 

that evolution is resumed mainly with crossover results 

that were able to mix the properties of their parents in 

an advantageous way. The value of selection pressure is 

given by the quotient of new individuals that had to be 

created until the success ratio was reached, and the 

number of individuals in the population (Affenzeller et 

al. 2009). 
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Consequently, in OSGA, because of the dynamic 

selection pressure, the shift from global to local search 

is more pronounced and the correlation with average 

fragment size is easier to observe. Similar to 

successful/unsuccessful individuals, we define a 

successful fragment as a fragment contained in an 

individual that was selected for reproduction. The 

OSGA algorithm run settings are shown in Table 2. 

 

Population size 500 

Generations 1000 

Maximum tree depth 10 

Maximum tree length 100 

Selector Proportional 

Crossover Size-fair crossover 

Mutation rate 20 % 

Comparison factor 1 

Success ratio 1 

Table 2: OSGA Algorithm Settings 

 

Note that even though the algorithm is allowed to run 

for 1000 generations, the termination criteria will be 

reached before that, when the selection pressure exceeds 

a predefined threshold (when no more successful 

individuals can be produced).  

 

 
Figure 3: OSGA – average parent/child lengths, 10 runs 

 

Figure 3 shows the evolution of parent/child average 

length for 10 OSGA runs. The average child length is 

always lower than the average parent length. Different 

runs have different lengths depending on when the stop 

criterion is reached 

. 

 
Figure 4: OSGA – average fragment sizes, 10 runs 

In OSGA, the selection pressure increases as it 

becomes harder to produce successful offspring. This 

translates into an overall increase in fragment size as the 

algorithm spends more effort trying to find new and 

better programs. However, while the average fragment 

size increases (Figure 4), the average size of successful 

fragments gradually becomes smaller, as the search 

converges (Figure 5). This proves that a selection 

pressure steering mechanism is an effective guide for 

the evolutionary search. In contrast with the standard 

GA, the OSGA behavior illustrates more clearly what 

happens when the search converges. The accepted 

modifications gradually become smaller until no better 

children can be obtained from the available genetic 

material. 

  

 
Figure 5: OSGA – average size of successful fragments, 

10 runs 

 

6. DISCUSSION AND CONCLUSIONS  

In this paper, we described a powerful and general 

methodology for analyzing the evolutionary dynamics 

in genetic programming. The approach integrates the 

basic principles of evolution with a set of novel 

techniques for the tracking and analysis of inheritance 

and hereditary information. 

Preliminary results are promising as they bring 

insights into the behavior of genetic operators and their 

combined effects. In our test case, we explain the 

increase in the average size of individuals as the result 

of the complex interplay between crossover and 

selection. 

The fragment statistics acquired during the run 

provide an additional insight into the behavior and 

dynamics of the evolutionary run. The increase in 

fragment similarity shows how genetic diversity is lost 

as the search progresses. The results show that average 

fragment length stabilizes and remains constant, and 

that although the overall tendency of the GA population 

is to increase in size, the children produced by crossover 

are on average smaller than their parents. Using the 

notion of “successful” fragments, we provided an image 

and explanation of GP convergent behavior.  

Future research will provide more details regarding 

the extent to which each genetic operator influences the 

overall behavior of the algorithm. Detailed lineage 

analysis in terms of fragments and fitness similarities 

can reveal more about the characteristics of the 
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underlying genotype-phenotype mappings. Concerning 

the evolutionary graph, we plan to see if the underlying 

topology can substantially affect the results of the 

evolutionary process. 

Overall, the work described in this paper opens a 

breadth of new possibilities for the study and 

understanding of genetic programming and artificial 

evolution. 
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ABSTRACT 

Metaheuristics are successfully applied in many 

different application domains as they provide a 

reasonable tradeoff between computation time and 

achievable solution quality. However, choosing an 

appropriate algorithm for a certain problem is not 

trivial, as problem characteristics can change 

remarkably for different instances and the performance 

of a metaheuristic may vary considerably for different 

parameter settings. Therefore it always takes qualified 

algorithm experts to select and tune a metaheuristic 

algorithm for a specific application. This process of 

algorithm selection and parameter tuning is frequently 

done manually and intuitively and requires a large 

number of empirical tests. 

In this contribution the authors propose several 

measurement values to characterize the search behavior 

of different metaheuristics for solving combinatorial 

optimization problems. Based on these measurements 

algorithms can be classified and models can be learnt to 

predict the algorithms behavior for new parameter 

settings. This helps to understand the interdependencies 

and impacts of parameters, to identify promising 

parameter values, to formalize the parameter tuning 

process, and to reduce the number of required test cases. 

 

Keywords: Metaheuristics, Parameter Tuning, 

Algorithm Behavior Analysis, Performance Prediction 

 

1. MOTIVATION 

In the last decades researchers have created a wide 

range of metaheuristics. There are various forms from 

trajectory-based metaheuristics (e.g. Simulated 

Annealing (Kirkpatrick, Gelatt, and Vecchi 1983), Tabu 

Search (Glover 1989)) to population-based 

metaheuristics (e.g. Evolutionary Algorithms (Holland 

1975), Scatter Search (Laguna and Marti 2002), Particle 

Swarm Optimization (Kennedy and Eberhart 1995)) or 

hybrid metaheuristics (Talbi 2002). The evolution of so 

many different metaheuristic optimization algorithms 

results from the fact that no single method can 

outperform all others for all possible problems. As 

postulated in the No Free Lunch Theorem (Wolpert and 

Macready 1997), such a general-purpose and universal 

optimization strategy is impossible. One strategy can 

always outperform another, if it is more specialized to 

the structure of the tackled problem instance. 

Consequently it always takes qualified algorithm 

experts to select and tune a metaheuristic algorithm for 

a concrete application. 

Choosing an appropriate method for a certain 

problem is not an easy task, as problem characteristics 

may change for different instances and the performance 

of a metaheuristic may vary considerably with different 

parameter settings. Therefore the choice of a well-suited 

method and according parameter values (parameter 

tuning) is a crucial aspect when applying metaheuristics 

(Smit and Eiben 2009). 

Because parameter tuning is a time consuming task 

that needs to be performed by a human expert, various 

attempts have been made to improve and automate this 

process. Hyperheuristics (Özcan, Bilgin and Korkmaz 

2008) try to combine multiple simpler heuristics in a 

single algorithm that is able to solve a class of 

problems. Parameterless algorithms (Nadi and Khader 

2011) try to reduce or eliminate the parameters of a 

metaheuristic which would make parameter tuning 

obsolete. Similarly to parameterless algorithms, 

metaheuristics utilizing parameter control (Eiben, 

Michalewicz, Schoenauer, and Smith 1999) need less 

parameter configuration but still exhibit parameters, 

which are automatically tuned during the execution of 

the algorithm. Meta-optimization (Smit and Eiben 

2009) is another approach where the problem of finding 

good parameters is seen again as an optimization 

problem and can therefore be optimized by a 

metaheuristic. Even though meta-optimization 

optimizes the parameters of metaheuristics, the meta-

level algorithm still has to be parameterized by a human 

expert.  

These methods often lead to robust results for 

different problems, although it is difficult to achieve the 

same quality level as with manually tuned parameter 

settings which are adapted to the characteristics of a 

specific problem. Therefore, manual parameter tuning is 

still essential, if the solution quality of an algorithm 

should be maximized. 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 368

mailto:ascheibe@heuristiclab.com
mailto:swagner@heuristiclab.com
mailto:epitzer@heuristiclab.com
mailto:bburlacu@heuristiclab.com
mailto:maffenze@heuristiclab.com


The process of parameter tuning can be interpreted 

as a search process itself. When performed by a human 

expert it is often done intuitively by observing the 

runtime and quality characteristics of an algorithm. On 

the contrary, when applying a parameter grid search 

parameter values are sampled in a fixed pattern which is 

usually only suitable for a small amount of value 

combinations. Meta-optimization approaches try to 

apply some intelligent search procedure for navigating 

through the parameter space and identifying good 

settings, although this approach is not practically usable 

in many cases due to the enormous computational 

effort. 

In this contribution the authors propose 

measurement values which describe the search behavior 

of an algorithm for making parameter tuning more 

systematic and comparable. The remainder of this paper 

is organized as follows: Section 2 describes the 

proposed behavioral measures. Section 3 describes use 

cases for the proposed measures and details on the 

advantages of retrieving additional information about 

the search process. Section 4 describes the work the 

authors plan to conduct in the future.  

 

2. BEHAVIORAL MEASURES 

In this section various measures are described which 

can be used to analyze the behavior of population-based 

or trajectory-based metaheuristics when solving 

combinatorial optimization problems: 

 

Solution Similarity: 

A problem with population-based metaheuristics is 

often that populations tend to converge to a solution 

candidate too quickly and diversity is lost within the 

population. The solution similarity gives a crucial hint 

on why a metaheuristic is not able to achieve the desired 

performance. Similarity can be calculated by comparing 

each individual to each other and averaging these values 

for each generation.  

Similarity can also be expressed using allele frequency 

analysis (Wagner 2004) which investigates the alleles of 

a population. For example unique alleles are the amount 

of distinct alleles contained in a population. Therefore is 

measure may also be used to get a deeper insight into 

the diversity of the population and can offer a reason 

why a metaheuristic is not able to generate better 

offspring.  

 

Spread of Solutions: 

While some algorithms such as local search only cover 

little parts of the solution space more intensively, other 

algorithms that are intentionally built with 

diversification in mind are able to cover broader parts of 

the solution space. This measurement therefore captures 

how wide spread the solutions are in the solution space 

over the complete run of the algorithm. 

 

Amount of Improvement: 

Metaheuristics can have difficulties in improving the 

quality of solution candidates. The reason for this is that 

an operator might not be able to generate new solutions 

with a better quality than the original solution. The 

Offspring Selection Genetic Algorithm (Affenzeller, 

Winkler, Wagner and Beham 2009) for example uses a 

comparison factor to define the percentage by which the 

quality of the generated offspring has to succeed the 

worse parent. Similar the improvement ratio defines the 

percentage by which the quality of the offspring 

increases or decreases compared to the worse parent.  

This measure offers information about the performance 

of an operator. In the parameter tuning process 

operators are often measured by the quality of the best 

found solution. This measure therefore gives a more 

detailed view into the performance and behavior of a 

single operator without being influenced by other 

parameters.  

In the case of a genetic algorithm for example, this 

measure can show how well the crossover and mutation 

operators work. Therefore it can also be used to analyze 

how well the mutation and crossover operators work 

together and how much of an improvement each 

operator contributes to the overall improvement of the 

solution candidate. 

 

Step Size of Moves: 

If a metaheuristic only provides one type of solution 

generation method (meaning no distinction between an 

intensification and a diversification step), this 

measurement tracks the average size of the jump an 

algorithm makes from one solution candidate to the 

next.  

 

Convergence Speed: 

As already mentioned a problem of metaheuristics is 

often that they converge too quickly to a certain 

solution candidate and are then not able to generate 

improved solutions. The convergence speed therefore 

measures how long it takes until individuals have 

reached a certain similarity and the population is 

converged. This measure observes the solution 

similarities over time and shows therefore how quickly 

an algorithm converges.  

 

Success Ratio: 

Convergence can also be seen as the problem that a 

metaheuristic is not able to generate offspring that 

succeeds the quality of the parents. Even if the 

algorithm and used operators are able to generate better 

offspring there might still be individuals that do not 

succeed their parents. The Offspring Selection Genetic 

Algorithm takes this fact into account by adding a 

parameter success ratio which defines the amount of 

better offspring that has to be generated for the next 

generation. Similar to this concept the ratio of solutions 

which are better than the parents to the amount of worse 

children are captured. This measure shows how difficult 

it is for the algorithm to generate new and successful 

offspring. 
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Coverage of the Solution Space: 

This measure captures how much of the solution space 

is covered by an algorithm. Often metaheuristics allow 

duplicate solutions in their population while others 

intentionally prohibit such a state. This measure 

therefore shows the ratio of overall distinct solutions to 

the number of overall solutions generated during the 

algorithm execution.  

 

Intensification/Diversification Ratio: 

Metaheuristics often provide special mechanisms for 

intensification and diversification. For example Scatter 

Search uses an explicit diversification step (the 

population rebuild method) when no better individuals 

can be found. It additionally uses an improvement 

method which is applied after the solution 

recombination method to further improve the generated 

solutions (intensification). Similarly, simulated 

annealing generally tries to find better solutions, but 

also incorporates worse solution candidates with a 

certain probability. The intensification/diversification 

ratio therefore provides information about the amount 

of usage of these two methods.  

 

Intensification/Diversification Frequency: 

Metaheuristics often apply intensification or 

diversification operations periodically or based on a 

certain scheme. This measurement value captures the 

frequency between intensification and diversification 

operations. 

 

Diversification Intensity: 

When metaheuristics include explicit diversification 

mechanisms, they usually incorporate new and diverse 

solutions into the search process or accept worse quality 

solutions. The diversification intensity measures to 

which degree diverse candidates are accepted. 

 

3. USE CASES AND ADVANTAGES OF 

BEHAVIORAL MEASURES 

In this section use cases for the proposed measurement 

values are described. The goal of having behavioral 

measurements for algorithms is to use them as a basis 

for further algorithm analyses and prediction.  

Behavioral algorithm measures make algorithms 

comparable to each other. At the moment algorithms are 

mostly compared by their achieved quality and the 

number of evaluated solutions. We argue that 

comparisons solely based on the quality are not enough 

as they only give information about the performance but 

not the reason for it. Furthermore, these measures give 

hints about potentially successful parameter settings. If 

an algorithm performs poorly, these measurements can 

explain the reason for this particular behavior. Using the 

quality as a measure alone could lead to the wrong 

impression that an algorithm is not suited for a certain 

problem. But behavioral measures can give a reason 

why this is the case and help to find parameter 

configurations that work better. An example for such a 

case is e.g. a genetic algorithm that has a bad quality as 

well as a high convergence speed and a low coverage of 

solution space. A researcher could therefore infer from 

these results that a higher population size or mutation 

rate could lead to a better quality instead of discarding 

the algorithm because of the initial poor results.  

Behavioral measures could also be used by algorithms 

to predict potentially good parameter settings. Such 

algorithms could use this information to pursue a more 

informed search process by repeating the execution, 

analyzing the calculated behavioral measures and then 

infer new and better parameter settings. These 

algorithms would work much more like a human expert 

doing parameter tuning who learns from his mistakes 

and tries to improve on them.  

These algorithms need to be able to generate new 

parameter configurations based on the calculated 

behavioral measures. This could be realized by defining 

a rule set for behavioral measures. Therefore algorithms 

could react if a behavioral measure has a certain value 

which indicates that a parameter should be adjusted in 

the next run as it would potentially lead to better results. 

A disadvantage of the rule set approach is that it is 

difficult to capture all states of different measures as 

well as the right parameter settings to counter potential 

bad behavior.  

Another possibility to infer new parameter 

configurations is to use supervised learning methods to 

create models for predicting algorithm performance for 

new parameter settings. Having a large data set, 

parameter settings based on the behavioral measures 

can be learned. This allows sampling new parameter 

configurations and discarding those where the model 

predicts a bad performance. 

Additionally, fitness landscape analysis (FLA) (Pitzer 

and Affenzeller 2012) can be used to improve the 

parameter prediction. FLA offers metrics for problem 

instances that describe certain characteristics of the 

problem. This information could be used as well 

together with algorithm behavioral measures to choose 

parameter configurations more systematically.  

The above described rule set for parameter generation 

can also be used in a similar way as algorithms using 

parameter control. While the before described 

parameter tuning algorithms work on a data set of 

results generated by executing standard metaheuristics, 

these new parameter control algorithms would tune and 

adapt their parameters based on a defined rule set at 

runtime.  

 

4. CONCLUSION AND FUTURE WORK 

Algorithm behavior analysis represents a profound 

basis for further algorithm analysis. Besides giving 

researchers a tool for getting a better insight into the 

inner dynamics of algorithms and help to understand the 

interdependencies and impacts of parameter settings, 

these measures can be used to predict potentially good 

parameter settings based on either rule sets or 

supervised learning methods. Furthermore, the 

prediction models can be used to determine promising 

parameter settings and to steer parameter tuning into the 
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right direction which reduces the amount of required 

test cases. Additionally algorithms that use behavioral 

measures for online parameter tuning could be realized 

using a rule set for parameter control which would 

allow these algorithms to follow a more systematic 

search process. 

In the future the authors will implement the 

proposed measurements. There is a proper need of 

detailed information about the inner workings of the 

search process to be able to choose parameter settings 

more systematic instead of intuition. Another future 

task is the development of the proposed parameter 

tuning and parameter control algorithms which utilize 

the behavioral measures.  

Additionally, these measures should also be integrated 

into the optimization knowledge base. The Optimization 

Knowledge Base (OKB) (Scheibenpflug, Wagner, 

Pitzer and Affenzeller 2012) is an open database for 

storing information about algorithms, problems and the 

results collected from executing algorithms. It gives 

researchers a tool for gaining a better understanding of 

the behavior of algorithms by providing a huge data set 

of already generated results for different algorithms on 

various problems as well as meta-information for 

problems. While the OKB can be used to support 

parameter tuning and algorithms by providing a 

memory, it can also serve as a platform for researchers 

to publish their results and make their contributions 

more transparent. Besides storing the results of 

metaheuristic runs, the optimization knowledge base 

also stores information about problems which is 

generated by fitness landscape analyses. 

The OKB therefore already gives researchers a 

huge source of information that can be used to partially 

explain the behavior of metaheuristics. The results 

together with the parameter settings saved in the OKB 

show which settings in combination with which 

algorithms works well on specific problems. The values 

collected from fitness landscape analyses can be used to 

get a feeling for the problem at hand and may also be 

used to explain the behavior of algorithms or parameter 

settings. A feature the optimization knowledge base is 

missing is support for algorithm behavior measures. 

These measures could be used to explain the behavior 

of algorithms and why certain algorithms exhibiting a 

certain behavior work well on certain problems having 

certain problem characteristics.  

Furthermore, the information can be used by 

applications that automatically optimize new and 

unknown problems. If a new problem is to be 

optimized, the fitness landscape analysis can be used to 

calculate the similarities from the new problem to all 

known problems. Then the results for the similar 

problems can be gathered and the parameter settings of 

the best runs can be used for optimizing the new 

problem.  

We argue that this method, as described until now, 

needs more information about the algorithms besides 

the best achieved quality. If the OKB contains 

algorithm behavior measures, parameter tuning 

algorithms could use the information contained in the 

OKB together with the algorithm behavioral measures 

for supervised learning methods to create models to 

predict algorithm performance for new parameter 

settings. This allows sampling new parameter 

configurations and discarding those where the model 

predicts a bad performance. This would drastically 

minimize the run time and lead to a much more 

deliberate search process.  
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ABSTRACT 

With a new trend of service orientation, high efficiency 

and low consumption, and knowledge innovation in 

global manufacturing, networked manufacturing is 

facing great challenges. Cloud Manufacturing, as a new 

service-oriented agile manufacturing paradigm over 

networks, deriving from the idea of Cloud Computing, 

can provide on-demand collaborative services 

supporting whole life circle manufacturing applications 

by sharing virtualized manufacturing resources via 

cloud networks. The achievement of this promising 

paradigm depends on powerful Cloud Manufacturing 

platform which meets the requirements of both resource 

providers and consumers. This paper presents a design 

of Cloud Manufacturing platform architecture which 

includes resource perception layer, virtual resource 

layer, middleware layer, application supporting layer, 

and user interface layer. The design can give 

comprehensive support to achieve the goal of Cloud 

Manufacturing. We also discuss the key technologies in 

Cloud Manufacturing platform, which presents a map 

for future research of this new area.  

 

 

Keywords: cloud manufacturing, cloud computing, 

cloud simulation, cloud manufacturing platform, 

networked manufacturing 

 

1. INTRODUCTION 

The evolution of contemporary manufacturing has 

adapted itself to the development of economy 

globalization that gives rise to the requirements of quick 

response to global market. Current manufacturing is no 

longer limited to traditional production and fabrication, 

but a life-circle management of product covering 

analysis, design, simulation, experiment, fabrication, 

business management, after-sale service, etc. The 

competition in global manufacturing calls for dynamic 

alliance of manufacturing companies distributed in 

geographically different locations all over the world, 

resulting in virtual manufacturing organizations across 

Internet and intranet. The combination of manufacturing 

with information technology, such as distributed 

manufacturing networks and computer supported 

collaborative work, has proven a powerful means to 

support effective global manufacturing management of 

whole life circle of product (Zhan et al. 2003). In recent 

years, network manufacturing technology based on 

distributed computing, such as Application Service 

Provider (ASP) (Flammia 2001), Manufacturing Grid 

(Fan et al.  2004), etc., has become one of the essential 

advanced techniques to support the collaboration of 

distributed manufacturing companies over networks. 

For example, Manufacturing Grid can integrate and 

schedule manufacturing resources dispersed in networks 

such as material, device, information, business process, 

human, etc. to support complex collaborative 

manufacturing tasks. 

However, current available network manufacturing 

technologies are facing new challenges. Form a 

perspective of business mode, current solutions do not 

provide incentives for manufacturing service providers 

in ASP or Gird because of the absence of pricing and 

accounting mechanism according to QoS evaluation and 

actual usage of resources. Thus, it is difficult to promote 

the market-oriented network manufacturing for both 

manufacturing service providers and consumers at 

market equilibrium.  

Other than the problem of business mode, there are 

still technical roadblocks as well. One is that the 

encapsulated manufacturing services based on service-

oriented architecture (SOA) mainly offer support for the 

soft-resources such as CAD/CAE software. The current 

SOA-based manufacturing techniques (Sun et al. 2008) 

cannot penetrate through the underlying infrastructure 

especially for the hard-resources such as critical 

fabricating devices in production chain. Therefore, the 

partial SOA solution cannot achieve efficient 

integration of manufacturing resources.  

Additionally, as the green manufacturing (Gomes et 

al. 2004) is getting increasingly important for energy 

saving, manufacturing applications make an urgent 

demand for high efficient and low consumption of 

resources management especially in the large-scale and 

complex manufacturing domains. Complex 

manufacturing applications often need to perform 

collaborative computing tasks and deal with a vast 

amount of data, which calls for dynamical aggregation 
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of distributed resources at the peak computing point. 

While current network manufacturing techniques 

always cannot meet the need of resources for peak 

computing, the average utilization of resources is much 

low because a majority of common manufacturing tasks 

only consume a few resources.  

Moreover, a large number of knowledge 

accumulated in manufacturing domains has gained little 

effective utilization in current network integration 

solutions. The knowledge covers a wide range of 

domain-specific ontology, expert experience, simulation 

models, etc., which can supply semantic support for 

manufacturing service management and business 

process optimization to achieve intelligent 

manufacturing. Yet, current network manufacturing 

techniques cannot make full use of knowledge to 

implement intelligent integration and management of 

manufacturing resources. 

Cloud Computing (Armbrust et al. 2009) provides a 

new business paradigm for service-oriented distributed 

computing, which together with techniques of 

virtualization (Lei et al. 2012), Internet of Things (IoT) 

(Wolf 2009), Semantic Web (Acuna and Marcos 2006), 

and High Performance Computing (HPC) (Benioff and 

Lazowska 2005) appears to be promising solutions to 

tackle the problems above. 

To address these concerns, Cloud Manufacturing  

(Zhang et al. 2012) provided a new model of service-

oriented distributed manufacturing based on the idea of 

Cloud Computing. Cloud Manufacturing provided a 

promising business mode for both manufacturing 

service providers and consumers by the way of on-

demand sharing and provision of distributed resources. 

Besides, Cloud Manufacturing leverages IoT and 

virtualization techniques to ensure that both soft-

resources and hard-resources could be plugged in and 

virtualized into services. Also, virtualization and HPC 

give a support for high efficient utilization of virtualized 

resources. Further, Cloud Manufacturing focuses more 

on knowledge-based semantic integration to achieve 

intelligent manufacturing. 

The achievement of this new paradigm depends on 

powerful Cloud Manufacturing platform which meets 

the requirements of both resource providers and 

consumers. This paper presents a design of Cloud 

Manufacturing platform architecture comprising 

resource perception layer, virtual resource layer, 

middleware layer, application supporting layer, and user 

interface layer. The design can give comprehensive 

support to achieve the goal of Cloud Manufacturing. 

We also discuss the key technologies in Cloud 

Manufacturing platform, which presents a map for 

future research of this new area. 

 

2. RELATED WORK 

Network manufacturing technology put 

emphasis on information integration, process 

integration, and enterprise integration to establish 

resources sharing environment across Internet and 

intranet. ASP, SOA-based manufacturing and 

Manufacturing Grid are among most popular ones. ASP 

presented an information system outsourcing paradigm 

in that application service providers, as vendor, could 

supply services for users through networks. SOA-based 

manufacturing typically used web services as a unified 

standard to implement integration of distributed and 

heterogeneous manufacturing resources. Manufacturing 

applications (mainly refer to software) are encapsulated 

into loosely coupled, interoperable, and protocol-

independent services based on WSDL, SOAP and 

UDDI. Manufacturing Grid defines a set of standard 

protocols and middleware to provide interoperable 

services built on different manufacturing nodes, which 

can concurrently support access to different resource 

types such as computing, storage, software, etc, which 

thus can disassemble large-scale and complex tasks into 

networked and loosely coupled nodes acting in concert 

to complete parallel computing processes (Fan et al.  

2004). In contrast to Cloud Manufacturing, current 

available solutions for network manufacturing 

introduced above do not build a successful business 

operation paradigm that support effective pricing and 

accounting mechanism, and they cannot attain high 

utilization of manufacturing resources by taking 

advantage of virtualization and knowledge-based 

intelligent management.  

         There are a variety of different definitions for 

Cloud Computing. For example, it refers to a large-scale 

distributed computing paradigm that is driven by 

economies of scale, in which a pool of abstracted, 

virtualized, dynamically-scalable, managed computing 

power, storage, platforms, and services are delivered on 

demand to external customers over the Internet (Foster et 

al. 2008). Cloud Computing is considered as a new 

business paradigm describing supplement, consumption 

and delivery model for IT services by Utility 

Computing (Mladen 2008) based on the Internet. The 

typical examples of public Utility Computing include 

Google AppEngine, Amazon Web Services, Microsoft 

Azure, IBM Blue Cloud, Salesforce. So far, Cloud 

Computing is regarded as the sum of IaaS 

(Infrastructure as a Service), PaaS (Platform as a 

Service), and SaaS (Software as a Service) (Buyya et al. 

2009). Cloud Computing providers can deliver on-

demand services covering IT infrastructure, platform, 

and software vie virtualization and service 

encapsulation technology. Thus, it can meet the needs 

of ever-rising scale of computing and storage of 

consumers and lead to decrease in IT investment cost at 

the same time. Cloud Computing introduces a 

promising business model and technical approach to the 

problems network manufacturing facing. For example, 

virtualization technology can support deep 

encapsulation of a logic entity of IT infrastructure (e.g., 

CPU, memory, disk, and I/O) and software into a pool 

of virtual machines, thus it can achieve high efficient 

and low consumption of resources. While current 

virtualization technology in Cloud Computing can build 

virtualized entities for soft-resources in network 

manufacturing, it cannot solve the encapsulation of 
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hard-resources (e.g., lathe and fabricating equipment) 

problems that is essential to efficient manufacturing 

collaboration. Also, manufacturing need more support 

of knowledge including product design models, expert 

experience, production process logic, collaboration 

rules, etc. which is not emphasized in Cloud Computing.       

Along with the advance in Cloud Computing, the 

Internet of Things (IoT) has become a promising 

technology that provides possibility to interconnect all 

physical things vie wireless sensors, RFID, embedded 

technology, etc. besides the IT infrastructure over the 

Internet. So, IoT can offer an approach that ensures the 

hard-resources plugged into Cloud Manufacturing and 

then virtualized to services.  

Semantic Web gives a standard formal model 

describing knowledge by ontology such as OWL and 

provides support for semantic service computing such 

as OWL-S (Martin, et al. 2007), which can thus be 

adopted to manufacturing knowledge modeling and 

intelligent service management.   

Under the pushing of large-scale and complex 

manufacturing applications such as Boeing787 aircraft, 

High Performance Computing (HPC) will offer 

powerful support for massively scalable data processing 

and parallel computing to achieve high efficient 

collaborative manufacturing through the whole life-

circle of product in Cloud Manufacturing. 
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Figure 1: Cloud Manufacturing platform architecture 
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3. CLOUD MANUFACTURING PLATFORM 

Figure 1 shows the layered architecture of Cloud 

Manufacturing platform. It consists of five layers: 

resource perception layer, virtual resource layer, 

middleware layer, application supporting layer, and 

user interface layer. Cloud Manufacturing platform can 

integrate a broad range of manufacturing resources as 

Figure 1 illustrates, and provide support for whole life 

circle manufacturing applications. 

3.1. Physical Resource Layer 

The Physical Resource Layer includes manufacturing 

resource and capability. This is an abstraction of a 

variety of manufacturing units distributed in 

geographically different places.  

Manufacturing resource comprise a variety of 

underlying resources including three classes: hard-

resource, soft-resource, and IT infrastructure. Hard-

resources refer to manufacturing equipments such as 

fabricating device, milling machine, etc., which should 

be first plugged into cloud networks by means of 

wireless sensors or IoT so as to build up cloud terminals 

that could be accessed and controlled. Soft-resources 

involve all kinds of CAD/CAE/CAX software, 

simulation tools, model/algorithm repository, and 

domain knowledge. Some special software, such as 

Matlab, Adams, Easy5, Protel, and CodeV, is essential 

to domain-specific applications. Moreover, 

manufacturing applications always need domain 

knowledge to support product life-circle management. 

A great number of legacy models or algorithms for 

mechanism, control, dynamics, thermodynamics, and so 

on are indispensable to knowledge-based manufacturing. 

Besides hard-resource and soft-resource especially for 

manufacturing, physical resources also comprise IT 

infrastructure such as computing cluster, storage center, 

network device, and other IT hardware. 

Here manufacturing resource differs from 

manufacturing capability in that the former is used to 

describe “what I have” while the latter indicates “What 

I can do”. So the capability should be described with 

more semantics than typical resource. In fact, it is the 

manufacturing capability trade that the providers and 

consumers are dealing with. Indeed, manufacturing 

capability roots in manufacturing resource merged 

together with human intelligence and knowledge to 

supply design capability, production capability, 

experiment capability, simulation capability, and 

management capability that are inevitable to life circle 

manufacturing.  

 

3.2. Resource Perception Layer 

The Resource Perception Layer is responsible for 

making the manufacturing resources and capability 

plugged into manufacturing clouds. The terminals are 

connected into clouds over comprehensive networks 

such as IoT, internet, and mobile networks. The so 

called plug-in needs special intermediate hardware 

devices which provide adaptive interfaces for diverse 

manufacturing machines connected in. Meanwhile, a 

wide variety of sensors play an important role to 

transform passive machines into intelligent active ones. 

For example, pressure sensors and temperature sensors 

can be used to perceive the real-time states of chemical 

plant installations and the perception information makes 

it possible for remote controller in clouds to give an 

alarm and do better scheduling. RFID and other 

wireless sensors give support for tracing materials in 

logistics.  

Another indispensable function in this layer is 

information collection and processing because there 

should be enormous data generating constantly by 

sensors. The mass data need de-noising to generate 

clean data, and the trimmed data need to do further 

organization and classification to provide valuable 

information desired by applications.  

 

3.3. Virtual Resource Layer 

Virtual resource in Cloud Manufacturing differs from 

Cloud Computing in that it extend the definition to a 

large degree. Virtualization in Cloud Manufacturing 

refers to transforming physical manufacturing resources 

and capability into logic and abstract ones with standard 

interfaces to handle inputs and outputs. This layer is 

responsible for this transformation. Then the virtual 

ones decouple themselves from the physical ones. As a 

result, there would be a large number of virtual units 

that make the management of manufacturing resources 

and capability more flexible. 

 In addition, in this layer there are two types of 

pools where the virtual units are assembled. One is 

virtual resource pool and the other is virtual capability. 

The pools seem like UDDI in SOA architecture. This 

layer provides needed basic functions for management 

of virtual units pool such as encapsulation, registration, 

query, update, etc. Moreover, this layer supports 

intelligent and optimal composition of virtual units for 

complex requirements single virtual unit cannot meet, 

such as a product design request that need diverse 

resources across multiple organizations.  

 

3.4. Middleware Layer 

Middleware Layer packaged commonly used functions 

in clouds into different modules that provide standard 

interfaces used by Application Supporting Layer. This 

layer comprises six types of middleware to realize 

virtual resource management, knowledge & big data 

management, system construction management, system 

runtime management, system monitoring & evaluation, 

and cloud manufacturing service life circle management, 

respectively. 

The virtual resource management middleware is 

responsible for management of virtual resource and 

capability pools. The knowledge & big data 

management middleware acts as the provider of multi-

domain knowledge to give intelligent support for both 

life circle of manufacturing applications and life circle 

of cloud services. Moreover, this middleware provides 

support for parallel storage and high performance 

processing of the big data generated by clouds. Most of 

the big data are semi-structured and unstructured, and 
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cannot be organized, stored, and analyzed efficiently by 

means of traditional relational database management 

systems. The system runtime management middleware 

masters the customized runtime system. It need manage 

coordination among cloud services, involving workflow 

control, resource allocation, time and space 

synchronization. In addition, it handles runtime fault 

tolerance and implement live migration of tasks, e.g., 

finding substitute resources and then copy task contexts 

to new physical manufacturing nodes. System 

monitoring & evaluation middleware acquires 

customized system parameters and provides various 

qualitative and quantitative models for evaluation of 

performance, QoS, and etc. Cloud service management 

middleware offers support for management of the whole 

life circle of cloud services, and the functions including 

service modeling, publishing, storage, matching, 

composition, trade, execution, scheduling, payment, and 

evaluation. 

 

3.5. Application Supporting Layer 

The Application Supporting Layer, on basis on the 

middleware interfaces, encapsulates the functions 

frequently used by manufacturing applications into 

service components.  

The user management component is used to 

manage user personal information, accounts and roles. 

The resource renting component helps resource 

requesters to find needed resources and rent them. The 

capability trade component acts as the intermediary 

agent between capability providers and consumers. The 

workflow business component is used to manage 

complex service composition. The cooperation control 

component is responsible for management of 

collaborative and interactive services. The business 

management component serves as a business manager 

to handle business affairs such as contracts. The 

charging component is used to compute the fees 

according to rates of resources and capability. The 

comprehensive evaluation component provides both 

interfaces for end-users to score and APIs for automatic 

evaluation by the platform. The failure management 

component is to deal with runtime faults to keep 

systems reliable. The energy management component 

aims at realize optimized utilization of energy. 

 

3.6. User Interface Layer 

The User Interface Layer play an indispensable role for 

end-users in Cloud Manufacturing systems. End-users 

have different roles in manufacturing applications and 

they also have diverse requirements concerning how to 

access mysterious clouds. It is the issue of ubiquitous 

usability (Jacob et al. 2008). This layer provides support 

for divers interaction terminal equipments such as PC, 

pad computer, smart phone, and PDA, so end-users may 

use cloud services without limitations of time and space. 

Moreover, this layer offers cloud client 

customization for different end-users keep their 

individual interfaces, and the interfaces can be changed 

flexibly. To facilitate the three main roles of end-users, 

this layer provides three types of portals for service 

providers, platform operators, and service consumers. 

 

4. SUMMARY  

As a new promising research area, Cloud 

Manufacturing is facing great challenges. Design issues 

of Cloud Manufacturing platform play a significant role 

since it  occupies an indispensable intermediate position 

between service providers and requesters. This paper 

presents a design of Cloud Manufacturing platform 

architecture and discusses the key technologies in each 

layer. This architecture includes resource perception 

layer, virtual resource layer, middleware layer, 

application supporting layer, and user interface layer. 

The design can support comprehensive connection and 

perception of  hard-resource and soft-resource, and the 

registered resources in clouds are described with 

semantics to support knowledge-based match between 

supply and demand. In addition, the networked 

resources can be virtualized into logic ones for flexible 

composition and decomposition according to needs, as 

well as published as standard services for effective 

cooperation across different enterprises over 

heterogeneous environments. Moreover, it can provide 

on-demand collaborative services to establish 

customized networked systems according to consumer's 

requirements supporting whole life circle manufacturing 

applications by sharing virtualized manufacturing 

resources via networks in clouds. Therefore, the design 

can provide a solution to give comprehensive support to 

achieve the goal of Cloud Manufacturing.  

Future work is to establish a Cloud Manufacturing 

application example for large-scale and complex 

product such as aircraft to evaluate the architecture. 
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ABSTRACT 
In this paper we describe for the first time a tabu search 
algorithm for symbolic regression. The novel 
contribution presented in this work is the idea to use a 
metric for semantic similarity to generate moves in such 
a way that branches are only replaced with semantically 
similar branches. In symbolic regression separate parts 
of the solution are linked strongly; often a small random 
change of one part might disrupt a link and thus, can 
completely change the semantics of the solution. We 
hypothesize that by introducing the semantic similarity 
constraint, the fitness landscape for tabu search 
becomes smoother as each move can only change the 
fitness of the solution slightly. However, empirical 
evaluation on a set of simple benchmark instances 
shows that the approach described in this paper does not 
perform as well as genetic programming with offspring 
selection and there is no big difference between random 
and semantic move generation. 

 
Keywords: symbolic regression, tabu search, genetic 
programming, semantic similarity 

 
1. INTRODUCTION 
Symbolic regression is a data-modeling approach for 
regression analysis where the structure of the model is 
not specified explicitly but must be discovered 
automatically. Thus, it can also be used in situations 
where no or only limited information about the modeled 
system is available and it would be hard to specify a 
fitting model structure manually. Symbolic regression 
has first been described in the context of genetic 
programming (Koza 1992) and has since become a 
popular benchmark task for genetic programming. 
However, symbolic regression has also been used 
successfully to solve real-world problems occurring for 
instance in industry, medicine and finance.  

Tabu search is a trajectory-based meta-heuristic for 
solving difficult, usually combinatorial, optimization 
problems (Glover 1999). To avoid getting stuck in local 
optima, it uses the concept of short-term and long-term 
memory to achieve a good balance between 
diversification and intensification stages of the search 
process. 

In this contribution we present a new approach for 
symbolic regression which is based on tabu search 

instead of an evolutionary algorithm. We describe the 
motivation for the algorithm and also discuss details of 
the implementation and necessary parameters. 
Additionally, we also describe the difficulties we had 
when transforming the initial concept into a working 
implementation and highlight the problems of finding 
good parameter values for the algorithm. An empirical 
evaluation of the proposed approach on a set of 
symbolic regression benchmark instances is also given 
to facilitate comparison with a genetic programming 
approach. The main contribution of this article is the 
description of a neighborhood function which produces 
semantically similar neighbors to improve the 
smoothness of the tabu search trajectory and a new 
semantic aspiration criterion for tabu search. 
 
2. MOTIVATION 
Symbolic regression based on genetic programming is 
an idea that is already more than 20 years old. However, 
there are still several open topics that are actively 
researched. These open topics are probably one of the 
reasons that symbolic regression still has not matured to 
a technology that can be used easily and routinely in 
practical applications. The list of open topics includes 
performance, overfitting, extrapolation capabilities, 
model complexity, and a workable theory for 
evolutionary operators, to name some examples. The 
recently proposed fast function extraction (FFX) 
(McConaghy 2011) side steps some of the above 
mentioned issues and demonstrates that symbolic 
regression does not necessarily have to be solved with 
an evolutionary algorithm. Instead it uses an approach 
based on regularization and coordinate descent (Hastie 
2009) to search for parsimonious models by combining 
only relevant features from a large set of features 
including the original variables and (non-linear) 
transformations of the original variables. The advantage 
of this approach is its efficiency and, thus, can also be 
applied to large datasets and in a semi-automatic matter. 
Additionally, it is not necessary to tune a large number 
of parameters. McConaghy argues that because of these 
advantages it is much closer to a usable technology than 
genetic programming. A drawback is that the space of 
model structures considered by FFX is smaller than the 
space typically considered by GP, which also includes 
deeply nested functions. 
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FFX is a new algorithmic approach to symbolic 
regression that is not rooted in the evolutionary 
computation framework and, thus, can be advantageous 
in comparison to traditional GP approaches. It certainly 
allows a new perspective and can lead to better insights 
into the characteristics of the problem domain. This last 
aspect in particular has motivated us to look at yet 
another different approach based on tabu search which 
manipulates an initial solution using iterative moves to 
improve the solution step by step. 

An important issue for trajectory-based algorithms 
is the design of a move operator for generating potential 
alterations of the solution that allow to efficiently walk 
towards a local optimum in the fitness landscape. For 
this it is necessary to understand the potential effects of 
solution alterations regarding the semantics of the 
whole solution. The mapping of syntactic and semantic 
similarity of GP solutions is generally rather chaotic 
and not well understood. One major issue is that 
disconnected parts of the solution can be strongly 
linked, and thus, the alteration of one branch can have a 
big effect on the global semantics of the whole solution 
even for small local alterations. Getting a better 
understanding of the semantic consequences of 
evolutionary operators is still an open research topic and 
recently a number of operators which try to include 
semantic information into the evolutionary process have 
been described (Nguyen 2010, Nguyen 2011, Krawiec 
2011, Krawiec 2012). This has lead us to consider a 
semantically constrained move operator which should 
lead to a smoother fitness landscape. 

In the following we first describe the general 
algorithm conceptually and then discuss the necessary 
details for the implementation of the algorithm. The aim 
is to find an efficient algorithm that is able to find 
accurate solutions also for hard problem instances. The 
main hypothesis is that tabu search using semantically 
similar moves improves the search, so that solutions for 
hard problems can be found. We do not yet discuss the 
generalization capabilities and parsimony of solutions 
in this paper. 
 
3. PREVIOUS WORK 
Variants of tabu programming that are similar to the 
approach discussed in this contribution have been 
described previously (Abdel-Rahman 2011, 
Balicki 2007, Balicki 2009). However, these variants 
use a different way to generate moves and in particular 
do not use a neighborhood function that leads to 
semantically similar neighbors and a smoother search 
trajectory. This extension which can be implemented 
rather easily for symbolic regression is described in this 
contribution for the first time. 
 
4. CONCEPTUAL DESCRIPTION 
Solutions are represented as symbolic expression trees 
in the same way as in tree-based GP. The internal nodes 
of the tree contain symbols of operators and functions 
and the leaf nodes contain input variables. The set of 
symbols for functions and variables is a parameter of 

the algorithm. Figure 1 shows an exemplary symbolic 
regression model. 
 

 
Figure 1: Example of a Symbolic Regression Model. 

 
The proposed approach is based on the standard 

formulation of tabu search (Glover 1999). We use only 
a single tabu list for short-term memory and allow 
aspiration of moves. Initially a random solution is 
generated as a starting point. This solution is iteratively 
manipulated by applying the best move from a set of 
possible moves after checking a tabu criterion. In one 
move a branch of the tree is removed and replaced by a 
valid branch from a pool of branches. The pool of 
branches for replacement is filled with small random 
branches in the initialization step of the algorithm. We 
chose to use a pool of pre-generated branches to prevent 
continuously generating and evaluating random 
branches in the main loop of the algorithm. The main 
loop involves: generating moves, checking the tabu list, 
applying the best move, and updating the tabu list.  

Two different modes are possible for move 
generation, random mode and semantic mode. In 
random mode, a number of cut points in the current 
solution are selected randomly and for each cut point a 
random replacement branch is selected randomly from 
the pool. In semantic mode, the cut points in the current 
solution are also selected randomly, however, then for 
each cut-point the semantically most similar branches 
from the replacement pool are selected. The semantic 
similarity of a branch in the current solution and a 
branch from the pool is determined by the squared 
Pearson’s correlation coefficient of the output of the 
branch and the replacement branch. Branches with a 
large R² have a similar output as the original branch that 
is to be replaced and, thus, should only have a small 
effect on the overall quality of the model. By iteratively 
replacing branches with semantically similar branches 
the algorithm can walk on a smooth trajectory to more 
accurate solutions. To facilitate exploration of worse 
solutions the algorithm uses the tabu-list to guide search 
to different regions of the hypotheses space. 

When a move is applied the exact point where the 
root of the new branch has been inserted is added to the 
tabu list and is thus locked and must not be changed for 
some time. Several aspiration criteria are used to allow 
certain moves that would otherwise be tabu for instance 
if a new best-of-run solution would be found.  

A maximal size and depth limit is used to prevent 
uncontrolled growth of the solution. 
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5. DETAILED DESCRIPTION 
5.1. Parameters 
Based on the conceptual description of the algorithm a 
number of parameters can be derived. The most 
important parameters are the number k of randomly 
selected cut-points M and the number n of replacement 
branches for each cut-point. The total number of moves 
|N| generated in each iteration results as the product of 
these two parameters. A parameter for the maximal 
number of iterations is necessary to stop the algorithm. 
The size of the tabu list determines how long a 
manipulated point in the tree is protected against 
manipulations. The size of the solution is limited by two 
parameters for the maximal solution length and solution 
depth. Additionally, the two additional parameters limit 
the length and depth of the replacement branches in the 
pool and another parameter is necessary for the size p of 
the pool F. 
 
5.2. Algorithm Description 

1. Create an initial solution (tree) randomly. 
2. Create a vector of p branches F = (f1,…,fp) 

with a maximal length of fmax_length and a 
maximal depth of fmax_depth. 

3. Evaluate all branches to create a vector of 
outputs O = (o1,…,op) for each of the p 
fragments. 

4. Create a set of k cut-points M = {m1,…,mk} 
randomly, where a manipulation point is a 
node (internal or external) of the solution 
candidate. 

5. Initialize the set of moves N={}. 
6. If mode is semantic then continue at 7.  

else continue at 8. 
7. For each manipulation point (semantic): 

(a) Calculate the output outm of the branch. 
(b) Calculate the R² value of the output outm 

of the branch and all outputs of the 
fragments O. 

(c) Select n fragments with the highest R² 
value (< 1) and create n moves from the 
solution candidate replacing the branch at 
the manipulation point with each of the 
selected fragments and add the new moves 
to N. 

(d) Goto 9. 
8. For each manipulation point (random): 

(a) Select n fragments from the pool F 
randomly and create n moves from the 
solution candidate replacing the branch at 
the manipulation point with each of the 
selected fragments and add the new moves 
to N. 

9. Remove all moves from N which do not fulfill 
the aspiration criterion and would manipulate a 
node which is in the tabu-list. If all moves are 
tabu then keep one randomly chosen move. 

10. Evaluate the fitness of all moves by 
temporarily applying each move and 
evaluating the accuracy of the resulting model. 

11. Select the move that leads to the best accuracy 
(might be smaller than the accuracy of the 
current solution candidate). 

12. Apply the move to the solution candidate to 
produce the current solution of the next 
iteration and add the manipulated point to the 
tabu-list. 

13. Update the best-of-run solution if the current 
solution candidate has a better accuracy. 

14. If the stopping criterion is true then stop and 
return the best-of-run solution, otherwise go to 
step 4. 

In the move generation steps the maximal depth 
and length of the tree is restricted by generating only 
moves that produce trees smaller than the given limits. 
In semantic mode the most similar branches are 
selected, however, perfectly similar replacement 
branches (R²=1) are not considered because such a 
move would have no effect on the output of the 
solution.  

When a move is applied to the solution the existing 
branch is not simple replaced with the branch from the 
pool, but instead a swap operation is performed. The 
existing branch is added to the pool instead of the just 
inserted branch.  
 
5.3. Tabu Criterion 
Moves that would manipulate a node that has recently 
been replaced in another move are tabu. The length of 
the tabu list determines how long a manipulated node is 
locked. For comparing two moves we calculate the path 
to the manipulated node starting from the root node. 
This path can be represented as a list of integers where 
each element is the index of the sub-tree that leads to 
the manipulated node. For instance in Figure 2 the path 
[1,0] leads to the red node which is a new node that has 
been inserted in a previous move. The path must match 
exactly with the path of a previous move to make a 
move tabu, i.e. changing a sub-branch below a 
previously inserted branch is allowed. 

 

 
Figure 2: Example for a Path to a Manipulated Position 
in the Tree. 
 
5.4. Aspiration 
Several aspiration criteria are used to allow moves that 
would otherwise be tabu. The first aspiration criterion 
allows moves which would lead to a new best-of-run 
quality. 

The second aspiration criterion is necessary to 
allow moves that manipulate a path that has recently 
been manipulated in an earlier move, when a more 
recent move replaced a larger branch containing the 
previously inserted branch. Figure 3 shows the solution 
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and the tabu manipulation points for three consecutive 
moves. First the single red node is replaced and the 
point is locked. In the second move the first move is 
undone because the whole right branch is replaced. As 
stated above only the manipulated point is set to tabu. 
The newly added nodes below the manipulation points 
can be changed immediately in consecutive moves. In 
particular the point replaced in the first move which is 
still in the tabu list can be manipulated again. This is 
accomplished through the aspiration criterion. In the 
third step the whole left branch is replaced. Now both, 
the direct left and right children of the root node are 
locked. All other nodes might be manipulated in 
consecutive moves. 
 

 
Figure 3: Aspiration Criterion for Moves That Are 
Undone with a Later Move. 
 
The third aspiration criterion incorporates semantic 
information. The underlying idea is that moves should 
be aspired when the solution is changed in the same 
location, but in such a way that the solution is less 
similar to a previous solution than the current solution 
(i.e. semantically walking backwards). In particular, it is 
allowed to make moves that lead to a new solution 
when it is less similar to a previous solution than the 
current solution, even when the manipulation point 
would be tabu. Figure 4 shows the relevant similarities 
for two visited solutions (with branches A and B) and a 
potential new solution with a branch C, where A, B and 
C are all on the same location of the solution. First the 
semantic similarity of the two branches of the previous 
move (R²(A,B)) is determined. If the semantic similarity 
of the original branch and the replacement branch of the 
current move (R²(A,C)) is smaller than R²(A,B) the 
move is allowed. A move that would insert a branch C 
that is again more similar to the original branch A is not 
allowed.  

 

 
Figure 4: The semantic aspiration criterion allows tabu 
moves (C) if the result is less similar to the original (A) 
than the previously inserted branch (B). 

5.5. Application of Moves 
Because semantic similarity of branches is determined 
using the squared correlation coefficient which is 
invariant to changes in scale and location it is necessary 
to linearly scale a branch before inserting it into the 
solution. This has the negative effect that four 
additional tree nodes are necessary for each inserted 
branch (two constants and an addition and 
multiplication operator). Especially, the constant nodes 
are problematic because the correlation is zero for all 
possible replacements. This has the effect that constant 
nodes are replaced with a random branch from the pool 
which is then scaled in such a way to produce a constant 
output (multiplication with zero). In order to prevent 
such manipulations we check this special case and 
replace constant nodes only with unscaled branches. 
This is a rather uncomfortable workaround and should 
be addressed in a better way future work. An alternative 
would be to use the mean of squared errors as the metric 
for semantic similarity, but then the pool size should be 
much larger to increase the likelihood to find similar 
replacement branches. 

Another important aspect of move application is 
that the replaced branch in the solution is added to the 
pool of replacement branches. This is necessary to 
prevent losing already well fitted branches because of a 
bad random manipulation. If the replaced branch is 
instead added to the pool, this branch can later be 
reused in a different, or even the same position in the 
solution. 
 
5.6. Model Size Limits 
Interestingly, without limiting the size of the model we 
also observed a steady growth of the model in initial 
experiments. This growth resulted from the fact that 
small fragments were replaced by on average larger 
fragments. Inserting a new branch instead of a terminal 
node leads to a set of new docking points which are 
definitely not in the tabu list and the algorithm can then 
easily find another move leading to a minor quality 
improvement replacing one of the newly introduced 
terminal nodes. 

To prevent this growth of solutions we introduced 
limits for the maximal tree size and depth that are 
checked when generating possible moves.  
 
6. DISCUSSION 
A major issue in the configuration of the algorithm 
proofed to be finding good parameter values for the 
number of cut-points and the number of replacement 
branch for each cut-point. If the number of cut-points is 
small then it is very likely that a move replaces a branch 
near the root of the solution which leads to a deleterious 
move that destroys the already well fitted solution 
frequently. On the other hand if the number of cut-
points is large then it is very easy to find a move that 
has only a minor positive or negative effect on the 
solution fitness by replacing a node deep down in the 
tree with a similar node. This leads to the unwanted 
behavior where tabu search plateaus on a sub-optimal 
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solution without any significant changes until a 
deleterious manipulation occurs. 

Initial experiments showed that the performance of 
the algorithm depends very strongly on the balance of 
these two parameter values; however, we have not yet 
executed experiments to determine good general 
parameters and instead rely on a reasonable default 
setting.  

Another difficulty for the algorithm are constants 
in the solution and in the branches in the replacement 
pool. As constants have zero correlation with all 
possible outputs, the semantic similarity of all branches 
to constants is very low. This makes it necessary to 
handle constants specifically in the algorithm. In the 
experiments we have not allowed constants in the initial 
branches in the replacement pool; however, through the 
linear scaling of branches constants are automatically 
introduced into the solution over the run. We leave the 
analysis of the effects of constants and the development 
of a better way of handling constants for future work. 

One advantage of trajectory-based algorithms is 
that changes to solutions can often be calculated 
incrementally. For symbolic regression solutions this is 
principally also possible because only the parents of the 
newly inserted branch have to be re-evaluated. The 
outputs of all other branches can be cached as they are 
not affected by the insertion of a new branch. This 
would also be possible for sub-tree crossover in genetic 
programming; however, because tabu search only uses a 
single solution at any time instead of a whole 
population, caching becomes feasible.  

The calculation of semantic similarity leads to a 
rather large overhead as for each move the output of the 
original branch has to be compared to the output of all 
fragments in the pool and thus the asymptotic runtime 
complexity is O(kp). Additionally, the calculation of the 
squared Pearson’s correlation coefficient grows linearly 
with the number of observations. 
 
7. EMPIRICAL EVALUATION 
For the empirical evaluation of the proposed approach 
we used two sets of relatively easy benchmark instances 
defined by Keijzer and Nguyen as described in 
(McDermott et al., 2012). We compared three different 
algorithms: symbolic regression based on genetic 
programming and the proposed approach using 
semantic move generation and random move 
generation. The parameter settings for genetic 
programming and tabu search are shown in Table 1 and 
Table 2. Because the benchmark instances are relatively 
easy we used only a small number of iterations for tabu 
search and the number of evaluated solutions for GP 
was set in such a way to allow the at least the same 
number of evaluated solutions as for tabu search.  
 

Table 1: Genetic Programming Parameter Settings 
Parameter Value 

Population size 100 
Offspring selection Success ratio = 1 

Comparison factor = 1 

Parent selection Gender-specific 
(random/proportional) 

Max. evaluated solutions 50,000 
Max. selection pressure 100 
Tree creation PTC2 
Size limits Length=80, Depth = 12 
Function set +,*,%, variables  

(no random constants) 
 

Table 2: Tabu Search Parameter Settings 
Parameter Value 

Iterations 1,000 
Number of cut-points (k) 1 
Number of fragments (n) 100 
Size limits Length=80, Depth = 12 
Fragment size limits Length=8, Depth=4 
Pool size (|F|) 1,000 
Function set +,*,%, variables  

(no random constants) 
 

We executed ten independent repetitions for each 
algorithm configuration and benchmark instance. 
 
8. RESULTS 
The results of the empirical evaluation on the simple 
benchmark problems are shown in Table 3. It can be 
clearly seen that the genetic programming configuration 
works best for almost all instances and finds the 
solution for about half of the instances. There is no clear 
difference between tabu search with random move 
generation in comparison to tabu search with semantic 
move generation. In both tabu search configurations the 
semantic aspiration criterion has been used. 
 

Table 3: Result Comparison 
Instance OSGP TS 

random 
TS 

semantic 
Keijzer-1 0.9552 0.7141 0.7594 
Keijzer-4 0.1612 0.0678 0.1183 
Keijzer-5 1.0000 0.9931 0.9966 
Keijzer-6 1.0000 0.4901 0.5911 
Keijzer-7 0.9999 0.2867 0.1849 
Keijzer-8 0.9732 0.9726 0.9789 
Keijzer-10 0.9990 0.9768 0.9784 
Keijzer-11 0.9787 0.9581 0.9435 
Keijzer-12 0.9995 0.9692 0.9534 
Keijzer-13 0.8976 0.7491 0.6763 
Keijzer-14 0.9793 0.8000 0.8206 
Keijzer-15 0.9771 0.9449 0.9397 
Nguyen-1 1.0000 0.9879 0.9975 
Nguyen-2 1.0000 0.9504 0.9929 
Nguyen-3 1.0000 0.9903 0.9963 
Nguyen-4 1.0000 0.9909 0.9925 
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Nguyen-5 1.0000 0.9726 0.9598 
Nguyen-6 1.0000 0.9780 0.9522 
Nguyen-7 1.0000 0.9863 0.9717 
Nguyen-8 0.9999 0.9877 0.9602 
Nguyen-9 0.9993 0.9961 0.9962 
Nguyen-10 0.9998 0.9960 0.9962 

 
9. DISCUSSION OF RESULTS  
The result of the algorithm comparison is rather 
devastating and clearly indicates that the described 
approach for tabu search based symbolic regression is 
still rather immature, as it fails to find good solutions 
even for easy benchmark instances. Detailed analysis of 
the results for the Keijzer-6 and Keijzer-7 instances 
where TS performed a lot worse than GP showed that in 
these runs a scaling problem occurred. The algorithm 
found almost correct solutions, but they were at the 
bottom of a deep tree where the upper layers scaled and 
re-scaled the output multiple times. This has lead to 
numeric instabilities which then reduced the accuracy of 
the solutions. 

Generally the solutions generated by TS often 
contained deeply nested structures with many fragments 
introduced by the linear scaling of replacement 
branches. In particular, solutions often contained many 
constants. This issue should be analyzed in more detail 
in future work as constants are particular bad for the 
semantic move generation as mentioned above.  

Another aspect that should be researched in more 
detail is the issue that replacing a branch near the root 
leads to a complete disruption of the solution while 
replacing branches deep down in the tree often have 
only a minor effect on the solution output. This is a 
direct consequence of the tree-based representation and 
makes design of useful move operators very difficult. 
Future work should consider different move operators 
than just simply replacing branches as discussed in this 
contribution.  

Finally it could be helpful to add a form of 
diversification strategy for instance through long-term 
memory. In this paper we only used a tabu-list for short 
term memory to facilitate exploration of the fitness 
landscape in addition to the local improvement of the 
semantic move operator.  
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Abstract
In this paper, we discuss two ways to code DEVS atomic
models the first one is based on the switch-case statement
in which no phase is described for the atomic model to sim-
ulate. The second one is based DEVS-phase design pattern
in which we objectify phases and transitions. These ways of
coding are integrated into the LSIS DME tool to generate a
complete compilable code of the DEVS-phase model and a
partial code (template) that the user should complete in case
of a DEVS atomic model without phases.

1. INTRODUCTION
In last decade, many DEVS tools have been developed

to provide frameworks to model and simulate DEVS mod-
els. ADEVS (ADEVS, 2006), the oldest one, is a toolkit
that suggests to the user to design DEVS models in ob-
ject paradigm. DEVSJAVA (DEVSJAVA, 2012) provides a
friendly-user framework to the user to make graphical DEVS
coupled models and at his charge to design atomic models
by coding them. Other frameworks avoid the user a coding
step and propose to make both atomic and coupled models in
graphical way. A process insures the transformation of graph-
ical models into interpretable ones for the simulation process.
By analyzing DEVS frameworks of the literature, we identify
two categories:
1) DEVS frameworks in which the design of atomic models
is let to the user. Often he should extend an abstract class
or implement an interface to define the corresponding DEVS
atomic model, and
2) DEVS frameworks in which a standard design of atomic
models is defined to allow graphical or XML description.
However, we remark that there is no framework allowing dif-
ferent designs of atomic models in unique one. In our ap-
proach, we propose to catch different designs of atomic mod-
els inside a unified framework and provide to the user the
more adequate design to the current atomic model to code.
The paper is organized as follows: Section 2 gives a recall

on DEVS concepts and discusses the current LSIS DME ap-
proach. Section 3 proposes two ways of software designs to
help the user in coding atomic models. Section 4 integrates
the discussed designs in LSIS DME to make variable the pro-
cess of code automatic generation. An example of a queuing
system is shown and discussed in Section 5. Finally, we con-
clude on the proposed and future works.

2. RECALLS
2.1. DEVS Formalisms

A DEVS model (Zeigler et al., 2000) consists of DEVS
coupled and atomic models. An atomic model is structured
as follows:

Atomic = (X ,Y,S,δint ,δext ,D) where
X ,Y : sets of input and output ports respectively.
S: set of state variables
δint : S→ S, the internal transition function. It defines the set
of autonomous transitions.
δext : QxX → S such Q = {(s,e)|s ∈ S,0≤ e 6 D(s)}, the ex-
ternal transition function. It defines according to the occurring
event x and the elapsed time e on the current state s which
transition to fire.
D : S→ IR+, for each state the function D defines the max
duration in which the model still to fire an autonomous tran-
sition.
However, based on the encapsulation of atomic models, cou-
pled ones are made. This construction is in respect with the
following structure:

Coupled = (X ,Y,D,Md∈D, IC,EIC,EOC,select)
X ,Y : are sets of input and output ports respectively
D: names of component and Md : model of D component
IC,EIC and EOC: sets of internal, external input and external
output couplings respectively.
Select: function priority between components.

2.2. LSIS DME tool
LSIS DME tool (Hamri and Zacharewich, 2007) is a full

environment allowing DEVS and GDEVS modeling and sim-
ulation. The user defines DEVS and GDEVS in graphical way
using a bottom-up approach. Firstly, he starts with modeling
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atomic models, and then he stores them in his library who
may share it with other users for further reuse. Secondly, he
reuses these basic models (both atomic and coupled models)
by drag and drop to build new coupled models. Also, these
new models are stored in a library for further reuse again.
The storage format of any DEVS, LSIS DME distinguishes
atomic models from coupled ones. Once, the user stores an
atomic model, the tool transforms this graphical description
into a Java code to express the pure DEVS (or GDEVS) be-
havior and a formatted file that contains structural and graph-
ical data of the concerned model. Still the coupled model is
transformed into a formatted structure according to definition
of DEVS coupled formalism.
To summarize, we recall the LSIS DME approach shown on
figure below. Firstly, the user describes an atomic or coupled
model by drag and drop necessary elements (state, transition
or basic model). Then, he checks the current model using
DEVS-Compiler to avoid logical errors (determinism, ambi-
guity, completeness and port coupling) before lunching simu-
lation. Once, the user saves its model he can start simulation.
Then an output simulation report is given to the user to ana-
lyze the corresponding behavior.

Figure 1. LSIS DME approach

LSIS DME allows modeling only DEVS-phase atomic
models i.e. DEVS models in which the behavior is specified
using phases (Praehofer and Pree, 1993). Sometimes, the user
may use an infinite state machine to describe a DEVS atomic
model, due to the fact he employs state variables with infi-
nite domain. However (Honig and Seck, 2012) propose an
approach based on DEVS-phase modeling called PhiDEVS.
So we can imagine that any DEVS or GDEVS atomic model
could be reduced to a DEVS-phase model. In addition, almost
DEVS models seen in the literature are phase-based models
and at least they are based on two phases: active and pas-
sive (Zeigler et al., 2000). Consequently, the DEVS-phase de-
sign stills valid to implement any DEVS models, by adopting
specific design for LSIS DME simulator. However to get an
architecture to take into account different designs of atomic

models, we update the communication between the simula-
tion process and model to simulate.
In the next section, we discuss how LSIS DME user may
choose between a DEVS-phase design and an ad-hoc design
based on the switchâcase statement.

3. A SOFTWARE DESIGN APPROACH
TO MODEL AND SIMULATE DEVS
ATOMIC COMPONENT

The abstract simulator of DEVS consists of a process that
manages messages to send out or to receive from an atomic
model. At design level, (Zeigler et al., 2000) define an inter-
face to make interaction between the simulator and the atomic
model to simulate. In fact, this is a contract between the user
who will design the atomic model and should implement this
interface. Next, the simulator acts on the model to simulate
through the implemented methods to create DEVS behaviors.
This strategy is employed in DEVSJAVA.

Figure 2. DEVS interface of atomic models

In LSIS DME, we reuse this advanced design to make
a structured communication between each atomic model to
simulate and the simulator. In fact using such an interface,
we give to the user a great freedom to design its atomic mod-
els and we guaranty interoperability between them. However
two constraints are necessary to correctly build atomic mod-
els: i) the atomic model should hold a reference on the current
state of the model; and ii) the DEVS atomic model should im-
plement all methods of DEVS interface. In the following, we
discuss two possible designs of DEVS atomic models.

Figure 3. Communication between LSIS DME simulator
and different designs of atomic models

This architecture that distinguishes the interface of the model
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to simulate from the model itself provides the possibility to
integrate atomic models with new designs.

3.1. Ad-hoc design of DEVS atomic models
The ad-hoc design of DEVS atomic models consists on im-

plementing the DEVS interface to define a DEVS component.
The user may define infinite or enumerated state variables.
Then based on these variables, the user defines the evolu-
tion of the model from a state to another through the methods
delta ext() and delta int(). This design is useful to implement
models like DEVS SISO models in which only an input and
an output ports, both expressed with real (Zeigler and Sar-
joughian, 2005).

Figure 4. DEVS behavior of a ramp

However, designing complex behavior of atomic models
with different phases and ports, still difficult due to the fact
the user will employ the switch-case or if-else statement to
implement such a behavior. In this case, the code is less struc-
tured, less readable and hard to maintain. In fact, once the
user makes changes on the model, he should reflect them on
the code. Unfortunately, this will take much time due to in-
flexibility of such a code.

3.2. DEVS-Phase pattern to design atomic
models

To remind to the ad-hoc design of atomic models, we pro-
pose the DEVS-phase design pattern. In this pattern we objec-
tify phases and transitions to make the code of atomic models
object-oriented. We recall briefly this design pattern accord-
ing to the following structure:
Name: DEVS-Phase design pattern
Context: this pattern is useful to design DEVS behaviors ex-
pressed with phases to obtain a corresponding object-oriented
code.
Solution: the AtomicPhase class holds a reference on the
current phase of the model. It also holds the input and out-
put ports vectors and concrete phase and transition classes
inside vectors. This class has the responsibility to make

state changes according to the received event via the method
delta ext() or delta int(). It identifies the concrete ExtTran-
sition or IntTransition object to fire. These transition classes
hold a reference on their future phase and the simulator will
act the state change by updating the current phase reference.
In addition, this pattern encapsulates through transition
classes the following methods:
i) action(): this abstract method computes the new values of
state variables outside the phase variable, and
ii) per f ormOut put(): this abstract method identify the out-
port and computes the output event to send out of the internal
transition to fire.
iii) guard(): a Boolean method that decides whether or not
the transition may be fired.

Figure 5. Class diagram of the DEVS-phase pattern

Advantages: +) well-structured code
+) easy code to maintain
+) flexible structure to add new DEVS behaviors at run-time
(adding new phases and transitions, or modifying the target
of a transition, etc.).

Lacks: -) skills on object programming are necessary to
manipulate directly the code of this design pattern.
-) no mechanism to check if the updated model at run-time
stills correct.

4. CODE AUTOMATIC GENERATION
FROM DEVS ATOMIC MODELS

The field of code automatic generation is promoted by
Model Driven Architecture. It consists on transforming a
model expressed with some language into a different lan-
guage or a programming language. The benefits of such an
approach are: i) avoiding coding errors and speeding-up the
implementation process; and ii) providing a direct mapping
from the atomic models to designed ones.
The DEVS standardization group recognizes that automatic
code generation is in progress for DEVS field and should be
more developed to get significant advances. In fact the cur-
rent works are focused on transforming DEVS atomic and
coupled models written in Java and C++ into DEVS XML
files (and vice-versa) through the DEVSML language. The
main advantage of this language is to allow interoperability
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between various models.
Obviously, we integrate code automatic generation in
LSIS DME approach by proposing to the user to choose
which kind of generated code is useful for him. According
to the atomic model type (SISO or phase-based model) the
user may customize the generated code through the tool.

4.1. Partial code automatic generation from
Ad-hoc models

Such models are not phase-based models. Consequently,
the DEVS-phase pattern is not applied. However we make
only automatic the generation of the model interface; that
means the port sets and domain of each port in addition to the
DEVS methods are generated automatically. Then the user
completes the body of each DEVS method to implement the
expected behavior and to define the set of state variables.

Figure 6. DEVS template of an atomic model generated
from LSIS DME tool

Unfortunately, the consistence of the code is not insured
and the user should take care to avoid undesired scenarios.

4.2. Code automatic generation from DEVS-
phase based models

Once a DEVS-phase based model description is estab-
lished by the user, the tool generates a Java code from the
graphical. The code is object-oriented and its architecture is
designed according to the DEVS-phase pattern.

Figure 7. A phase class generated with LSIS DME

Figure 8. An external transition class generated with
LSIS DME

The generated code is open to hand-modification. The user
may introduce pieces of code that are not supported by the
graphical description due to grammar syntax limitation of
LSIS DME.

5. QUEUING SYSTEM
5.1. Example

Let us consider a queuing system consisting of one queue
and one resource. Jobs arrive at any time, they are served ac-
cording to their arrival date i.e. first in queue first out. To
note that jobs arrive with a Poisson distribution (λ = 1). In
addition, jobs occupy the resource for some units of time
(u.t). The inter-departures from the resource are exponentially
distributed (µ = 2). With this analytical model, we compute
mathematically some indicators like average waiting time us-
ing the following equation:

Average waiting time = (µ−λ)/µ(µ−λ) = 0.5 u.t
The simulation that we propose to simulate such a system is
well-known in the literature of DEVS. Three DEVS compo-
nents are necessary: Generator, Queue and Resource.

Figure 9. DEVS coupled model of queuing system

The generator, as the name indicates, generates jobs with
a Poisson distribution. In addition it computes the number of
generated jobs. Each job remains in the queue until the re-
source is released. The queue model consists of two phases
“active”and “passive”. In passive phase, the length of the
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queue is zero (there is no job waiting) and the resource is
free. Once a new job arrives, it is immediately sent out to the
resource and the queue model changes phase from passive
to active. To note that the generator is a DEVS ad-hoc de-
sign, the other models Queue, Resource and Dispose follow
a DEVS-phase design.

5.2. Simulation results
The table 1 shows simulation results of the model of the

queuing system example.
Based on the table 1, the average waiting time (AWT) is

compared to that provided by the model M/M/1. This com-
parison shows that the waiting time of the simulation result
converges to the result of mathematical one when simulation
duration (the replication length) increases. So we can suppose
that the model is valid.

Table 1. Simulation results
Replication Average Waiting Time (u.t)

Simulation duration (u.t)
104 105 106

1 0,7210 0,7205 0,5572
2 0,7211 0,7204 0,5572
3 0,7213 0,7206 0,5572
4 0,7214 0,7206 0,5573
5 0,7215 0,7207 0,5573
6 0,7215 0,7211 0,5573
7 0,7220 0,7211 0,5573
8 0,7217 0,7211 0,5573
9 0,7216 0,7213 0,5575

10 0,7216 0,7215 0,5579
Average waiting

time of
replications (u.t) 0,7215 0,7209 0,5573

Complex scenarios may be defined through the simulation
model of queuing system like the resource fails, customizing
the service time of jobs, etc. for which it is difficult to define
a mathematical model.

6. CONCLUSION
This paper proposes different forms of DEVS atomic de-

signs. The most used one consists on using a DEVS behavior
using the switch-case statement. However, this design suffers
from the following lacks: the corresponding code is difficult
to read and not well-structured. In addition it is difficult (in
some cases impossible) to make further modifications or ex-
tensions. From that, we propose an alternative way to design
atomic models based on DEVS-phase pattern. These two de-
signs are integrated into a unique framework that supports
new designs of atomic models. Consequently DEVS models
implemented differently are simulated by the same simulator.

In the near future, we will develop experimental studies to
compare the proposed designs and to show which one may
be useful according to the user requirements. In other works,
we will define software metrics to evaluate indicators like
time execution, heap memory size, etc. to help user to choose
which design is more suitable to implement his atomic mod-
els.
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ABSTRACT 

The National University of Mexico (UNAM) has 

different types of services that support the daily 

activities of campus, such as pre-hospital service, 

transport, commercial services, security, sports, cultural 

activities, etc. Some of these services provide sufficient 

funds to the University, in particular, the sale of 
hydrocarbons, which is not restricted to the university 

vehicle fleet but also offered to individuals, has a 

significant potential return on equity. Therefore, we 

examined the operation of this service to determine 

whether it is fully exploited. As a result of this analysis, 

we showed that gains not differ much from the costs 

because not all resources are utilized. 
This paper shows a case study which analyzes the 

sale hydrocarbon service, using simulation techniques, 

to find plausible scenarios that would improve the 

economic benefit, by leveraging the space and resources 

available without investing in infrastructure. 

 
Keywords: simulation, scenarios, servers, returns on 

equity, leaking profits. 

 

1. INTRODUCTION 

The system is simulated in the present work is the gas 

station located between University Avenue and one of 

the main entrances to University (Figure 1). It is owned 

by the UNAM, and according to the General Direction 

of General Services (DGSG) in 2004 attended around 

774,000 users, recording a sale of 15' 465,000 liters of 

fuel. It has annual income about 117 million Mexican 

pesos (approximately 9 MM$), and approximate cost of 
112 million Mexican pesos (8.6 MM$), accounting for a 

net gain of 5 million (0.4 MM$). 

There are 3 turns: morning (11 dispatchers), 

Evening (10 dispatchers) and Special (7 dispatchers). Its 

organizational structure is as follows: 

 

1. Responsible of the gas station 

2. Manager 

3. Supervisor 

4. Dispatchers 

 
 

 

 

 

 

 

 

 
 

 

 

 

 

 

Figure 1: System’s satellital photo 

 

2. CONSIDERATIONS 

We consider some characteristics of the gas station 

obtained through observation of their behavior, among 
which are the following. 

The station has 10 fully operable fuel pumps, 

which can only be accessed by University Avenue. 

Because of this, it is common to first fill the pumps 

closest to the main street and cars rarely go to the 

furthest. This is due to lack of personnel to properly 

distribute the formation of drivers. 

Another feature of the system is that, for the 

location and size of the gas station, at most may have 3 

cars in line, which occurs in the first bombs of service. 

This causes the saturation of the first bombs and drivers 

decide to continue their way.  
 

 

 

 

 

 

 

 

 

 

 
 

Figure 2: Model’s aereal photo 
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3. PROBLEMATIC 

The station has an infrastructure which generates costs 

such as maintenance and the costs of personnel 

working. On the other hand, we have observed that the 

times in which the gas station has increased demand, 

and thus has the major earnings, are: from 8:00 to 9:00 
and from 15:00 to 16:00. 

During these times the 10 bombs are available, so 

there are 10 dispatchers working, however, the furthest 

servers are idle because there is not an allocation policy 

and then, the demand in these pumps is not high, 

creating the idle staff. This causes unnecessary 

personnel costs. Therefore, we want to understand the 

behavior of the system with a smaller number of 

available servers from 15:00 to 16:00 hours. 

 

4. OBJECTIVE 

We want to make a simulation study for hydrocarbon 
sales in a gas station between the hours of 3:00 pm to 

4:00 pm in order to understand the functioning of the 

system and thus raise some scenarios for decision 

making regarding the number of servers. The simulation 

study allows us to know some indicators such as: 

 

 Vehicles served. 

 Vehicles unattended. 

 Average time of service. 

 Average time in the system. 

 Actual capacity of the system. 

 Policies to improve performance. 

 

Some questions we want answered are:  

 

 Is it possible to improve the system? Under 

which circumstances?  

 Does the system performance is adequate? 

 

4.1. Specific Objectives 

Simulate the behavior of the real system through 

different scenarios, then analyze the system to propose 
an allocation policy and compare this results. Finally 

estimate the full capacity of the system in the proposed 

schedule. The gap of the real system and the full 

capacity scenario would indicate what would be the 

return on equity or the loss of gains. 

 

5. METHODOLOGY 

Discrete-event simulation modeling is an accepted 

method for predicting the performance of complex 

systems like hydrocarbon sale services. 

 However, we have to follow an adequate 
methodology to gain useful understanding of the likely 

performance of the real system and then predict the 

system’s behavior in some scenarios. This is where the 

design of simulation experiments plays an important 

role (Barton 2010). 

 In this paper, these experiments allow us to 

calculate the probably return equity can be gained. Next 

diagram shows the methodology followed for the 

simulation of the system. 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3: Methodology 

 

 

6. SIMULATION 

Following the methodology described above we break 

down each phase. 

  
6.1. Data Collecting 

It was necessary to identify the following variables in 

order to build the model, taking into account ten 

servers: 
 

 Arrival time of vehicles. 

 Service time. 

 Queues 

 Leisure time. 

 

Table 1: Data collected 

 

We note that in the last three pumps (located at the 

bottom of the gas station), leisure time dispatchers was 

up to 15 minutes on average. The data collected, taking 

into account the 10 pumps are summarized in Table 2. 

 
Table 2: Data collected 

Data from one server chosen at random 

N°. vehicles  24 

Arrival time (minutes) 2.45 

Service time (minutes) 1.92 

Queues 0.1 

Leisure time (minutes) 0.5 

Data from 10 servers 

N°. vehicles  203 

Arrival time (minutes) 16 

Service time (minutes) 1.92 

Queues 2.3 

Leisure time (minutes) 10 
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 This sample data help us to identify our simulation 

input model using to accept or reject each of the 

distribution families in a list of well-known alternatives. 

  We used EasyFit® Software to fit a distribution 

function to data collected, obtaining the following 

distributions: 
 

1. For the arrival time of vehicles, we obtained an 

exponential distribution (Figure 4) with 

parameter: 

𝜆 = 16 seconds 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 4: Distribution for arrival time of vehicles 

 

2. For the service time, we obtained an uniform 
distribution (Figure 4) with parameters: 

𝑎 = 0.94,𝑏 = 2.90 minutes 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Figure 5: Distribution for the service time 

 

6.2. Model formulation 

Using previous distributions we determinate the number 

of distinct model settings to be run, and the specific 

values of each one. These include: 
 

 Scenario I: This model is the common scenario 

in which the system operates. 

 Scenario II: This model represents the real 

capacity of the system and it operates with an 

allocation policy. We have called it: “Ideal 

System”. 

 Scenario III: In this model, we incorporate 

changes in the input process because we are 

not only interested in getting a good model for 

an input process, but also in seeing how the 

system will react to changes in that input 

(Biller 2002). For this scenario we change the 

parameters of the distribution for know the full 

capacity of the real system. 
 

After this, we used Simio Simulation Software® to 

build the three different scenarios. 

 

6.3. Scenario I 

From 3:00 pm to 4:00 pm the gas station has available 

10 bombs (servers), however the last two usually are 

empty, so we built a scenario with 8 pumps available to 

verify that the model behaves as close to reality. 

 We consider that the first 6 pumps can generate 

queues of at most 3 cars, because if it exceed this 

number is blocked University Avenue. 
For the two remaining bombs, the queues can be of 

at most 2 cars, as the queues that are generated in the 

first 6 bombs do not allow larger queues on the servers 

7 and 8 (the last 2 bombs). 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 6: Simulation of Scenario I: 8 servers, the closest 

to reality 

 

Table 3: Results Simulation of Scenario I 

 

6.4. Scenario II 

We built a second scenario taking into account 10 

servers (Figure 7) and we created an "Ideal System", it 

means, the 10 servers operating according to the 

parameters that resulted from the data samples, as 

shown in the table below. 

 

Table 4: Ideal System Parameters 

Simulation of System with 8 bombs working 

N°. vehicles  generated by the source 217 

N°. vehicles that were attended 161 

N°. vehicles that were not attended 56 

%  vehicles that were not attended 25.8% 

Servers 
Queues 

(max.) 
Distributions 

Bombs 

1to 6 
3 vehicles Service 

time: 

Uniform 

Arrival 

time: 

Exponential Bombs 
7 to10 

2 vehicles 
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Figure 7: Simulation of Scenario II: “Ideal System” 

 

The next table shows the results for this scenario. 

 

Table 5: Results Simulation of Scenario II 

 

6.5. Scenario III 

In the third scenario (Figure 8), we consider that the 10 

pumps are available and they can generate queues 

(equal that in Scenario II). The difference in this case is 

the reduction in the time of vehicle arrival.  

 This decrease was considered by the following: 

 
1. In Scenario II we consider the distributions 

fitted to the data collected, but those times are 

more suited to Scenario I, where only 8 servers 

are available. 

2. In this case we consider that there are 10 

bombs and they can generate queues, it means, 

we are considering 2 servers more and 

therefore the ability of the system under this 

scenario is greater than in the real system. 

3. This reduction is also justified by the fact that 

it does not affect significantly the waiting time 
of drivers and does not exceed the limit of the 

queue, plus the demand exists because 

University Avenue is very busy at that time. 

 

We suggest an exponential distribution for the 

arrival time of vehicles with parameter: 

𝜆 = 12 𝑠𝑒𝑐. 
 

It means, a 4 seconds reduction in arrival time, 

since in this case the vehicles can be distributed in two 

servers more.  
 

 

 

 

 

 

Table 6: Results Simulation of Scenario III 

 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 8: Simulation of Scenario III: 10 servers 
considering an arrival time reduction 

 

7. VALIDATION OF THE MODEL 

The simulation was validated with a group of data not 

used in the modeling process. We found that the gap 

between model and reality is not significant (Table 7), 

so the data model is closer to reality. 

 

Table 7: Difference between the simulation and the 

system’s data 

Validation 

information 
Simulation 

Data 

collected 
Average time in the 

server (minutes) 
1.88 1.92 

Average number of cars 
served per server 

21 24 

System's average time 
(minutes) 

3.7 3 

 

8. RESULTS 

After we execute the simulation, we compared the 

results of the three scenarios. In the Table 8 are shown 

the results and the graphs below show the comparison 

of the three scenarios. 

 

 

 

 

 

 
 

 

 

 

 

 

 

Figure 9: Comparative of three scenarios 

Simulation of System with 10 bombs working 

N°. vehicles  generated by the source 202 

N°. vehicles that were attended 185 

N°. vehicles that were not attended 17 

%  vehicles that were not attended 8.4% 

Simulation with 10 servers and a reduction in 

arrival time 

N°. vehicles  generated by the source 255 

N°. vehicles that were attended 219 

N°. vehicles that were not attended 36 

%  vehicles that were not attended 14.1% 
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Table 8: Results of the three scenarios 

Scenarios 

Scenario I II III 

No. of servers 8 10 10 

Distribution 

arrival time 
Exponential 

Parameters λ=16 λ=16 λ=12 

Time in server 
1.8 

min. 
1.9 min. 1.9 min. 

Customers per 

server 
21 19 22 

Average time 

in system 
3.7 4 4.2 

Total 

Customers 
217 202 255 

Served 

customers 
161 185 219 

Unserved 

customers 
56 17 36 

%  25.8% 8.4% 14.1% 

 

We note that if the 10 pumps worked, the number of 

clients served would be 58 more than the current 

system, increasing the time in the system only 0.5 

minutes, which is acceptable for a client. 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 10: Relation between the customers and their 

average time in system 

 

8.1. Quantitative Analysis 

The gap between scenario I and scenario II indicates 

that the gas station’s service has a loss of 24 customers 

approximately in the analysis schedule because they 

have not an allocation policy. Assuming that each car 

consumes an average of $100 MXN (it means 7.5 USD, 

approximately) the University is leaking profits of 
$12,000 MXN (923 USD) weekly and $624,000 MXN 

(48,000 USD) per year. 

 By other hand, the gap between scenario I and 

scenario III indicates that hydrocarbon sales service is 

not using its full capacity at all because of logistical 

problems. We estimate that the loss of customers is 

approximately 58 cars on the busiest schedule.  

Assuming that each car consumes an average of $100 

MXN the University is leaking profits of $34,800 MXN 

(2,677 USD) weekly and $1’792,200 MXN (137,862 

USD) per year. Table 9 shows these calculations. 

 

Table 9: Quantitative Analysis 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Figure 11: Despite having a small increase in the 

number of clients served, net earnings are significantly 

affected 

 

 This estimate considers only the days and hours of 

greatest demand (working days) and does not consider 

operating expenses. However, it is important to estimate 
and improve the return on equity. 

 It is important to note that the accuracy of the 

estimate is based on the accuracy of the modeling input. 

If it were necessary a more accurate figure would be 

necessary to expand the collection of data and use a 

more robust model and input (Michael 2008). 

 

9. CONCLUSIONS 

In this paper, we use Simulation for analyze the 

performance of the hydrocarbon sales service of the 

National University of Mexico; we have also could 

predict what would be the return on equity of the 
service in its full capacity.  However, it should be noted 

that to make proper use of this tool in a case similar to 

that proposed in this paper, is necessary to have 

knowledge of both Statistic as Probability to build a 

correct input model, as well as an study of the system's 

behavior to obtain results closer to reality and improve 

decision-making. 

 We further consider that the simulation can be used 

in many services for improve their efficiency within the 

University such as: medical services, infrastructure and 

transport. 
 Thus, we used this tool to analyze and predict the 

service behavior and estimate information for decision-

making with favorable results. 

 

 

 

Return on equity 

Period USD 

A day $580 

A week $3,480 

Per year $179,220 
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ABSTRACT 
The main aim of this paper is the utilization of discrete 
chaotic Dissipative standard map based chaos number 
generator to enhance the performance of PSO algorithm. 
This paper presents application of proposed algorithm to 
design PID controller for 4th order system. Results of this 
application are compared with previously published 
results in the area of evolutionary PID controller design. 
 
Keywords: PID controller, Optimization, Evolutionary 
Algorithms, PSO algorithm, Chaos, Dissipative standard 
map. 

 
 

1. INTRODUCTION 
In the past decades PID controllers became a 
fundamental part of many automatic systems. The 
successful design of PID controller was mostly based on 
deterministic methods involving complex mathematics. 
Recently (Nagraj et al., 2008) soft-computing methods 
were used with great results for solving the complex task 
of PID controller design.  
Evolutionary algorithms are important part of soft-
computing methods and one of them is particle swarm 
optimization algorithm (PSO). As proposed in 
(Davendra et al. 2010) using chaos number generator 
may improve the performance of an evolutionary 
algorithm for the task of PID controller design. This 
paper presents using of Dissipative standard map as a 
discrete chaotic system for the chaotic number generator 
and implementation of this chaotic generator into PSO 
algorithm. This enhanced PSO algorithm is applied on 
the PID controller design problem for 4th order system. 

 
2. PARTICLE SWARM OPTIMIZATION 

ALGORITHM 
PSO (Particle swarm optimization algorithm) is the 
evolutionary optimization algorithm based on the natural 
behaviorof bird and fish swarms and was introduced by 
Eberhart and Kennedy in 1995 (Kennedy, Eberhart 1995, 
Eberhart, Kennedy2001) as an alternative to genetic 
algorithms (Goldberg, David, 1989) and differential 
evolution (Storn, Price, 1997). Term “swarm 
intelligence” (Eberhart,Kennedy, 2001) refers to the 
capability of particle swarms to exhibit surprising 

intelligent behavior assuming that some form of 
communication (even very primitive) can occur among 
the swarm particles (individuals). 
In each generation, a new location of a particle is 
calculated based on its previous location and velocity (or 
“velocity vector”). One of PSO algorithm disadvantages 
is the rapid acceleration of particles which causes them 
to abandon the defined area of interest. For this reason, 
several modifications of PSO were introduced to handle 
with this problem. Within this research, chaos driven 
PSO strategy with inertia weight was used. Default 
values of all PSO parameters were chosen according to 
the recommendations given in (Kennedy, Eberhart 1995, 
Eberhart, Kennedy 2001). Inertia weight is designed to 
influence the velocity of each particle differently over 
the time (Nickabadi et al., 2011). In the beginning of the 
optimization process, the influence of inertia weight 
factor w is minimal. As the optimization continues, the 
value of w is decreasing, thus the velocity of each 
particle is decreasing, since w is the number < 1 and it 
multiplies previous velocity of particle in the process of 
new velocity value calculation. Inertia weight 
modification PSO strategy has two control parameters 
wstart and wends. New w for each generation is then given 
by Eq. 1, where i stand for current generation number 
and n for total number of generations. 
 

( )( )
n

iwwww endstart
start

∗−
−=  (1) 

Chaos driven random number generator is used in the 
main PSO formula (Eq. 2) that determines new 
“velocity”, thus the position of each particle in next 
generation (or migration cycle). 
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Where: 
 
v(t+1) – New velocity of particle. 
v(t) – Current velocity of particle. 
c1,c2 – Priority factors. 
pBest – Best solution found by particle. 
gBest – Best solution found in population. 
x(t) – Current position of particle. 
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Rand – Random number, interval <0, 1>. Within Chaos 
PSO algorithm, the basic inbuilt computer (simulation 
software) random generator is replaced with chaotic 
generator (in this case, by using of Dissipative standard 
map). 
 
New position of particle is then given by Eq. 3, where 
x(t+1) is the new position: 
 

)1()()1( ++=+ tvtxtx  (3) 
 
3. DISSIPATIVE STANDARD MAP 
The Dissipative Standard map is a two-dimensional 
chaotic map. The parameters used in this work are  
b = 0.1 and k = 8.8 as suggested in (Sprott 2003). The 
Dissipative standard map is given in Fig. 1. The map 
equations are given in Eq. 4 and 5. 

 
)2(mod11 π++ += nnn YXX  (4) 

 
)2(modsin1 πnnn XkbYY +=+  (5) 

 

Fig. 1.Dissipative standard map 
 
4. PROBLEM DESIGN 
This section contains the description of the PID 
controller, used model of 4th order system as well as the 
description cost functions (CF). 

 
4.1. PID Controller and 4th order system 
The PID controller contains three unique parts; 
proportional, integral and derivative controller (Astrom 
2002). A simplified form in Laplace domain is given in 
Eq. 6. 
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The PID form most suitable for analytical calculations is 
given in Eq.7. 

sk
s
kksG d

i
p ++=)(  (7) 

 
The parameters are related to the standard form through: 
kp = K, ki = K/Ti and kd = KTd. Estimation of the 
combination of these three parameters that gives the 
lowest value of the four test criterions was the objective 
of this research. 
 
The transfer function of used 4th order system is given by 
Eq. 8 (Davendra et. al. 2010) 

 

ssss
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4.2. Cost function 
Test criterion measures properties of output transfer 
function and can indicate quality of regulation. 
Following four different integral criterions were used for 
comparison purposes: IAE (Integral Absolute Error), 
ITAE (Integral Time Absolute Error), ISE (Integral 
Square Error) and MSE (Mean Square Error). (Nagraj et 
al., 2008, Davendra et al., 2010). 

These test criterions (given by Eq. 9–12) were 
minimized within the cost functions for the enhanced 
PSO algorithm. 
 
1. Integral of Time multiplied by Absolute Error 

(ITAE) 

 (9) 
2. Integral of Absolute Magnitude of the Error (IAE) 

 (10) 
3. Integral of the Square of the Error (ISE) 

 (11) 
4. Mean of the Square of the Error (MSE) 

 (12) 
 
 
5. RESULTS 
 
All experiments were focused on the optimization of the 
four different specification functions as given in 
previous section. The best results of the optimization 
with corresponding values of kp, ki and kd together with 
selected response profile parameters are presented in 
Table 1. 

When tuning a PID controller, generally the aim is to 
match some preconceived ‘ideal’ response profile for the 

I ITAE = t e t( ) dt
0

T

∫

I IAE = e t( ) dt
0

T

∫

I ISE = e2 t( )dt
0

T

∫

IMSE =
1
n

e t( )( )2
i=1

n

∑
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closed loop system. The following response profiles are 
typical (Landau, 2006): 

 
Overshoot: this is the magnitude by which the controlled 
‘variable swings’ past the setpoint. 5 - 10% overshoot is 
normally acceptable for most loops. 
Rise time: the time it takes for the process output to 
achieve the new desired value. One- third the dominant 
process time constant would be typical. 
Settling time: the time it takes for the process output to 
die between, say +/- 5% of setpoint. 

 
From the statistical reasons, optimization for each 
criterion was repeated 30 times. The best results in all 
tables are highlighted by bold number. Results of the 
simple statistical comparison for the optimizations by 
means of chaos driven PSO algorithm are given in tables 
2 and 3. 
Optimized system responses are depicted in Figures 2a - 
2d and compared in Figures 3 and 4.

 
 

 Table 1: The best results for 4th order system 
Criterion CF Kp Ki Kd Overshoot Rise Time Settling time 
IAE 12.347900 6.008590 0.007254 11.752400 0.153488 0.016000 0.048100 
ITAE 15.533400 5.385930 0.000256 7.902410 0.102804 0.020500 0.034400 
ISE 6.405160 5.194300 0.155542 20.815600 0.257472 0.011600 0.064300 
MSE 0.032026 5.214940 0.156873 20.840000 0.258542 0.011600 0.064300 

 
 

 Table 2: Average steady state responses for 4th order system 
Criterion Avg. overshoot Avg. rise time Avg. settling time 
IAE 0.158410 0.015680 0.047500 
ITAE 0.133150 0.018297 0.046077 
ISE 0.257114 0.011603 0.064340 
MSE 0.257894 0.011570 0.064293 

 
 

 Table 3: Statistical overview of the criterions (CF) values for 4th order system 
Criterion Max CF Min CF Avg. CF Median Std. dev. 
IAE 12.614000 12.347900 12.418417 12.395900 0.072049 
ITAE 21.534500 15.533400 17.626730 17.401250 1.594303 
ISE 6.408370 6.405160 6.405957 6.405765 0.000841 
MSE 0.032060 0.032026 0.032032 0.032029 0.000008 

 
 
Results for PID controller design obtained by chaos 
driven PSO algorithm are compared in Table 4 with 
previously published result of evolutionary algorithms 

SOMA and DE with chaos implementation (Davendra et 
al., 2010) and non-heuristic Ziegler-Nichols method. 

 
 

 Table 4: Comparison of other methods and proposed enhanced PSO 
Criterion Z-N DE Chaos SOMA Chaos PSO Chaos 
IAE 34.941300 12.330500 12.330500 12.347900 
ITAE 137.565000 15.384600 15.384600 15.533400 
ISE 17.842600 6.410260 6.410260 6.405160 
MSE 0.089213 0.032027 0.032027 0.032026 

 
From the presented results in Table 4, it follows that 
proposed enhanced PSO was surpassed by other two 
compared heuristic methods for the two test criterions 
and for other two it has given better results. Non-
heuristic Ziegler-Nichols methods was outperformed in 
all four cases by all three compared evolutionary 
algorithms.  

System responses are compared in Figure 3. Detailed 
view on the beginning of simulation interval is depicted 
in Figure 4. As can be seen from these two Figures, the 
optimization based on the different criterions led to 
significantly different system responses; nevertheless the 
all designed PID controllers were able to quickly and 
precisely stabilize the system. 
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Figure 2a 

 

Figure 2b 
 

Figure 2c 
 

Figure 2d 

 
 

Figure 2: Optimized system responses for Kp, Ki and Kd obtained by four integral criterions. 
 

 

Figure 3: Comparison of optimized system responses for Kp, Ki and Kd obtained by four integral criterions. 
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Figure 4: Detailed view on the optimized system responses for Kp, Ki and Kd obtained by four integral criterions. 
 

 
 
CONCLUSION 
This research was focused on the utilization of chaos 
driven PSO with discrete chaotic Dissipative standard 
map in the case of estimation of the PID controller 
optimal settings for 4th order system. 
Presented data and graphical simulation outputs lend 
weight to the argument that implementation of chaotic 
Dissipative standard map as a random number generator 
into PSO algorithm may lead to satisfactory  
performance in the case of solving the problem of 
optimal PID controller design for 4th order system. 
Future research will be aimed to the possibilities of the 
development and improvement of the enhanced chaos 
driven PSO algorithm to achieve better results and 
explore more possible applications for this promising 
optimization approach. 
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ABSTRACT 
Nowadays the great attention has to be paid to logistics. 
Theoretical analysis shows the need to improve logistics 
system. This encourages the search for solutions during 
warehouse operations. Aiming to determine possible 
improvements, the operations of forklifts are examined 
in warehouses. 
The study consists of two parts: in the first part of the 
study possible improvements are analysed, in the 
second part - the financial evaluation of suggested 
improvements are presented. 
The application of simulation method is presented in the 
first part of the study, the use of the comparative and 
financial analysis methods - in the second part of the 
study. 
Simulation results were compared with the results of 
companies, applying such solutions. This showed labor 
productivity increased from 27% to 37%. Continuing 
the investigation, the assessment of financial value is 
presented. The solution describing how to improve 
logistics system, gives time savings around 12.5% and 
cost savings around 9%. 
The presented results resemble to the results reached in 
practise. 

 
Keywords: routing, warehouse, simulation, forklifts, 
savings 

 
1. INTRODUCTION 
Warehousing is becoming critical activity in trade 
enterprises to outperform competitors on productivity, 
lead time and customers’ service.  So, short lead times 
and productivity are considered in many warehouses as 
competitive weapon. It becomes more and more 
difficult to realize short customers’ orders throughput 
times because of factors such as increase in assortment 
and smaller, not frequent, orders. For the increasing 
assortment an increasing floor space is needed. This 
means in increased lead times per order. Smaller orders 
(less units per line) and higher frequency of ordering 
lead to some changes: less full pallets are picked and 
more single item picks are necessary. Also additional 
activities have to be performed within the short time 
frame available for handling the customers’ orders. 
 For such activities forklifts are the most important 
and expensive machines. Requirements for forklifts and 
costs are crucial for the selection of such operations. 

Basically, forklifts are used for moving pallets inside 
warehouses. The movement of a pallet from point A to 
point B is not critical itself, but if the wrong pallet is 
moved or if the right pallet is put in the wrong place, an 
error will occur. 
 During the process, driver have to know where to 
go, how much to pick and where to place it. The 
construction of least-costs forklift routes can help to 
increase productivity. 
 Forklifts are used in environments and applications 
that require different performance characteristics than 
other equipments. 
 Forklifts retrieve products from specified storage 
locations on the basis of customer orders. The 
infrastructure needed for a firm to incorporate and 
handle all movements of forklifts has to be in place. 
 Forklifts are the most expensive machines due to 
investments into equipment and other assets, which are 
used to support their operations. 
 This shows the importance of such research. In 
addition, the analysis of scientific literature, which is 
published by Oxford University Press, Cambridge 
University Press, Harvard University Press, Springer, 
M.E. Sharpe, Routledge, etc. shows that only 1% of 
authors, which analyze logistics issues, give attention to 
forklifts. The authors that analyze the operations of 
forklifts mention that minimization of non-productive 
movements and the construction of less-costly routes 
can help to increase productivity. 
 In the paper author analyzes the application of 
forklifts in trading companies, business cases, the 
assessment of technology implementation by production 
companies, their attitudes and interests. 
 The target of the paper is to determine possible 
logistics systems improvements in forklifts operations. 
 To answer to the above mentioned question, study 
is presented in the paper. 
 The study is divided into two parts. At the 
beginning literature review is given, later on 
experimental study is presented. The literature review is 
short summary of the application of forklifts in trading 
companies, business cases, the assessment of 
technology implementation by production companies, 
their attitudes and interests. The first part of 
experimental study is dedicated for the identification of 
forklift and construction of least-costs forklift routes. 
The second part of experimental study is dedicated for 
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the effect related to minimization of costs identification 
and time savings calculation. 
 The study is based on simulation, comparative and 
financial analysis methods. 

 
2. THE SCOPE OF FORKLIFTS APPLICATION 

IN WAREHOUSES 
When purchasing forklift, the purchaser must know, if it 
can meet handling needs of company. This is where 
productivity comes in. Speed limits are applicable and 
they have huge impacts. Usually manufacturers of 
forklifts can design governors on forklifts that only 
allow reaching the certain speed (Ryan and Ryan 2006). 
The speed limit in different warehouses is 10km/h. 
 A forklift is a powerful tool when used by well 
trained driver (or operator). It helps to move pallets (or 
other materials) by eliminating the need to lift and carry 
boxes by hands.   
 Forklifts can be classified by different methods 
including type of power source, driver position, and 
load engagement method. Electric motors powered by 
batteries are among the most common type of forklifts 
seen in industry (Ryan and Ryan 2006). Different 
manufacturers may offer different models of forklifts. 
Selection of forklift is often a several-step decision 
process. First characteristic is volume of material flow - 
the large volume will require buying the number of 
forklifts with similar characteristics. Second 
characteristic is the frequency and scheduling of 
movements - this relates to the time between 
movements. Usually, movements are performed due to 
different batches or continuous. Third characteristic is 
route factor - this includes distance, conditions along 
the route, the path of travel (Kasilinga 1998). 
 In addition, author Kasilinga (1998) mentions 
important forklift selection factors: purchasing price, 
operating costs, maintenance costs. The regulation 
require that a forklift be checked every day that the 
forklift is used. If forklift is used continuously, then it 
must be checked at the end of each shift.  
 Forklift operations require the floor space as well. 
Traditional wide-aisle pallet storage aisles must have 
corridors 3.3-3.6 m for forklifts operations. It is 
necessary to have also barriers that protect walls and 
racks against forklift damages.  
 The place of depot in front of aisles or between the 
two blocks is planned in Caron, Marchet, and Perego 
(1998) study. This is the position where forklift driver 
takes task and after which returns back for another one.  
 Various assignment policies may be used 
simultaneously within the area of warehouse. Consider, 
for example, picking and storage areas. The used 
assignment policy does not have to be permanent and 
could be switched to another one when conditions are 
changed. Dedicated storage policy can be used for fast 
moving products and random storage policy for slow 
moving items (Hassan 2002). 
 The number of locations available in storage area 
usually is smaller than the total number of pallets 
arriving to warehouse on daily basis. This means that 

first, pallets from storage places have to be removed to 
picking places and after this, new pallets can be placed 
to storage area. At the end this means increased 
throughput time per order.  
 According to De Koster, Roodbergen, and Voorden 
(1999), the travel time in a warehouse, in general, has a 
significant impact on throughput time. 

The time, needed for forklifts operations can be 
split in travel time (travelling time), pick and place 
time, and remaining time. The travel time is required for 
the movement between locations that have to be visited 
(where the items are stored that have to be moved). The 
pick time is associated with stop, finding and picking 
right pallet. This includes search for the pallet, grabbing 
it, scanning it and storage location, reading the next 
location to be visited. Place time is related to the 
dropping of the pallet to pick location and scanning it. 
The remaining time is related to time needed to close 
the task and get next assignment, etc. 

 
2.1. Time savings algorithms 
50% of the total travel time spent on unproductive 
traveling (Dukic and Oluic 2007). Saving algorithms 
are based on the algorithm of Clarke and Wright (1964) 
for the vehicle routing problem: a saving on travel 
distance is obtained by combining a set of small tours 
into a smaller set of larger tours.  
 Time savings algorithms are based on the time 
savings that can be obtained if different tasks are 
combined instead of being executed separately. For 
combined tasks the time saving is calculated. 
Instructions for the next route are given via a computer 
terminal (De Koster, Le-Duc, and Roodbergen 2006). 
For reaching next assignment, radio data terminal is 
used by forklift driver. The forklift driver follows a 
route designated by reading instructions on a radio data 
terminal or following commands. 
 Each route is formed containing many tasks. This 
process is repeated until all tasks during day have been 
assigned to a route. 
 In the calculation of the time savings, a routing 
algorithm may be used. This may be one of mentioned 
heuristics: S-shape, Combined, Largest gap, return, 
mid-point, etc. or optimal (De Koster, Le-Duc, and 
Roodbergen 2006). Usually optimal method 
outperforms S-shape method by 7-33 % in single-block 
random storage warehouses (De Koster and Van der 
Poort 1998). Several types of the above mentioned 
algorithms are discussed in De Koster,  Roodbergen, 
and Voorden (1999).  
 All articles discussed so far assume that the aisles 
of the warehouse are narrow enough allowing to 
retrieve pallets from both sides of the aisle without 
changing position. In Goetschalckx and Ratliff (1988) a 
polynomial-time optimal algorithm is developed that 
solves the problem of routing order pickers in wide 
aisles.  
 In practice, usually simple routing heuristics are 
used. No standard warehouse management system 
package consists that contains the Ratliff and Rosenthal 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 403



algorithm. Methods that are used include the ‘Largest-
gap’ return strategy, ‘Mid-point’ return strategy, ‘S-
shape’ strategy. In the application of ‘S-shape’ 
algorithm, a distinction has to be made between single-
side and double-side picking (De Koster,  Roodbergen, 
and Voorden 1999).  
 In many labor-intensive warehouses, there is the 
constant pressure to reduce travelling time. One of such 
is Bijenkorf warehouse - warehouse of retail trade 
organization in Holland with the product assortment of 
300 thousand stock-keeping units. Authors De Koster, 
Roodbergen, and Voorden (1999) have made the case 
study analysis. The delivered results are as follows: the 
reduction of total travel time means the reduction in the 
number of labor units. 
 Another problem with routing may arise if products 
are stored at multiple locations in a warehouse (De 
Koster, Le-Duc, and Roodbergen). In this case a choice 
by warehouse management system has to be made 
before directing the forklift to location from which the 
pallet has to be retrieved.  
 The travel time is an increasing function of the 
travel distance (study, for example, Jarvis and 
McDowell 1991; Roodbergen and De Koster 2001; 
Petersen and Aase 2004). Consequently, the travel 
distance is often considered for planning warehouse. 
Two types of travel distance are widely used in 
appropriate literature: the average travel distance of tour 
(or average tour length) and the total travel distance. For 
a given tasks list (a set of tasks), however, minimizing 
the average tour length is equivalent to minimizing the 
total travel distance.  
 Clearly, the minimization of average travel distance 
(or, equivalently, total travel distance) is limited for 
forklift operations. Usually, it is only one of many 
possibilities. Another important objective would be 
minimizing the total cost (De Koster, Le-Duc, and 
Roodbergen 2006) (that may include both investment in 
to forklifts and related infrastructure and operational 
costs). 
 In addition tracking system maybe used that will 
connected forklifts to the mobile device for the 
provision of routing information (Giaglis, Minis, 
Tatarakis, and Zeimpekis 2004). 
 Eastern Service Company - freight forwarding and 
logistics service provider in Hong Kong and South 
China. The company specializes in managing 
warehouses and providing other cargo logistics services. 
This company aims to achieve these major service goals 
to their customers: shorten the lead time; and maintain a 
higher visibility on the supply chain area. To ensure 
accuracy scanning is applied to check the right 
correctness of movement (Cathy, Lam, Choy, and 
Chung 2011). 

 
3. EXPERIMENTAL STUDY 
The objective of experimental study is to calculate how 
the identification of forklift will help for the 
construction of least-costs forklift routes; and what will 
be the effect related to minimization of costs. 

 The first part of experimental study is dedicated for 
the identification of forklift and construction of least-
costs forklift routes. The second part of experimental 
study is dedicated for the effect related to minimization 
of costs identification and time savings calculation. 
 For the first part of experimental study the 
Interactive warehouse simulation model is used. 
 The Interactive Erasmus Logistica Warehouse 
Website model offers opportunities to discover more 
ways to perform tasks (Oudijk,  Roodbergen, De 
Koster, and Mekern 2002) in the Microsoft Internet 
Explorer environment. There are different possibilities 
to compare different scenarios which depend from the 
number of aisles and cross-aisles, length of aisles, 
position of computer station in warehouse. The only 
limitation of the model is that the maximum number of 
locations per aisle is limited to 68. 
 The Interactive warehouse simulation model will 
be used for optimizing the way of forklift that is done 
between two transaction points. Each time forklift gets a 
task, an event (or task) row is recorded in the 
information system. An event row can include the 
starting and ending time of task, thus enabling its 
duration to be calculated. Each consecutive pair of 
transaction points represents costs of activity (Varila, 
Seppanen, and Suomala 2007). 
 The forklift driver starts route at computer station 
(Oudijk,  Roodbergen, De Koster, and Mekern 2002),  
goes to the front of the particular aisle; drives inside 
aisle, takes pallet, delivers it to pick location at the same 
or other aisle in shortest way, and, finally, returns back 
to the computer station. For calculation of forklift travel 
distance the optimal route was used mainly (see Figure 
1). Each pick and place point is served by only one 
forklift. In addition, the capacity of forklift is limited. It 
is possible to handle one pallet on its forks at the same 
time. 
 Three assumptions are used for experimental study. 
The first one is dedicated to optimal routing by 
assuming that order pickers do not create routes on their 
own. The next one is dedicated to the wide of the aisle. 
This means that the aisle has the least floor space where 
the forklift can pick pallets from both sides of an aisle 
without covering an additional distance. The third one is 
dedicated to path and time relationship by assuming that 
the linear relationship between forklift travel time and 
distance exists. For the calculation of traveling time the 
average speed 10 km/h is used (assuming that forklift is 
travelling in warehouse with the same speed).  
 This simulation model was used to perform pick 
and place tests, when: 

1. Reserve (pick) and pick (place) locations were 
in different aisles (see the left side of the 
picture); 

2. Reserve and pick locations were in the front of 
aisle; 

3. Reserve and pick locations were in the end of 
aisle; 

4. The above mentioned is combined (see the 
middle of the picture). 
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Figure 1: Interactive warehouse simulation model and 

different tests. Source: Oudijk,  Roodbergen, De Koster, 
and Mekern (2002)  

 
 If forklift works according paper-based task list, at 
first forklift driver moves to depot (where all task lists 
are placed), then moves to storage location to pick pallet 
(according task list), takes pallet, delivers it to pick 
location, and, finally, returns back to the depot to 
confirm completeness of task and gets assignment for 
new task. The trip to depot takes some minutes.  

If forklift has RF terminal, then new task list is 
placed on the screen (no need to drive to depot). In such 
case the driver of forklift has to be equipped with radio 
control device, such as RF terminal, which is located on 
the forklift. The terminal of forklift can have real-time 
communication with warehouse management system. 
And the portable computer can be used to map out the 
most efficient route. Operations performed by forklifts 
with RF terminal require a discrete signal that will 
ensure only that the desired pallet is identified. RF 
terminal is used to send messages (SME’s) for the 
driver. The monitor on the forklift typically provides 
instructions associated with the given task. When the 
task is finished the driver gives confirmation to 
warehouse management system over local area wireless 
(WI-FI) network (see Figure 2, when several or multiple 
tasks are completed without return to depot). 
 By running simulation tests with interactive 
warehouse simulation model it was seen that the best 
travel distance is when RF-terminal is implemented. 
This means that the tasks are distributed to forklifts via 
SME’s and forklift drivers don’t need to go to depot to 
give confirmation and get new assignments. In such 
case, the way decreases by 27-37 % when travelling 
without depot is implemented and tasks are distributed 
to forklift drivers on-line.  
 Talking about costs, these results present the cases 
with and without RF-terminals. As there are several 
choices for warehouses - task lists distributed to forklift 
drivers at depot (computer station) or via SME’s. 

 
Figure 2: One return to depot for two tasks. Source: 

Oudijk,  Roodbergen, De Koster, and Mekern (2002) 
 
 In addition, authors Gray, Karmarkar, and 
Seidmann (1992) propose to analyse savings in 
accordance with the components of warehouse 
operations. The time, needed for forklifts operations, 
can be split in travel time (travelling time), pick and 
place time, and remaining time: 

• The travel time is required for the movement 
between locations that have to be visited, 

• The pick time is associated with the number of 
stops, finding and picking right pallet, 

• Place time is related to the dropping of the 
pallet to the right location, 

• The remaining time is related to time needed to 
close the task and get next assignment at 
computer station.  

After each above mentioned component is studied: 
• Travel time component. Gray, Karmarkar, and 

Seidmann (1992) propose to calculate 1,5 
minutes per performed task. On average during 
a day he spends an hour and a half for 
travelling in order to take a pallet and to place 
a pallet into new location. Comparing results 
of two scenarious (Figure 1 and Figure 2) it is 
seen that the total travel distance of forklift can 
be reduced by 27-37 %; 

• Pick time component. Gray, Karmarkar, and 
Seidmann (1992) propose to calculate 1 minute 
per pallet taken from the old place (0.5 minute 
of this is needed for finding the right pallet and 
scanning location). If on average the driver of 
forklift picks 60 tasks, this means that during a 
day he spends around an hour to pick pallets; 

• Place time component. Gray, Karmarkar, and 
Seidmann (1992) propose to calculate 1.5 
minute per pallet placed to new place. On 
average during a day the driver of forklift 
spends one hour and a half to place pallets; 

• Remaining time component. In paper-based 
process it takes some forklift driver’s efforts to 
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handle the job at the depot (computer station). 
Gray, Karmarkar, and Seidmann (1992) 
propose to calculate 0.5 minutes per task 
(Gray, Karmarkar, and Seidmann 1992). If on 
average the driver of forklift picks 60 tasks, 
this means that during a day he spends around 
half an hour at the computer station. 

 The mentioned time components for the first and 
second scenario are mentioned in Table 1. 

 
Table 1: The time needed for forklift operations 

Components 1st 
scenario 

2nd 
scenario 

Effect 

Travel time 
component 

1.5 1.5  

Pick time component 1 1  

Place time 
component 

1.5 1.5  

Remaining time 
component 

0.5 0  

Total time 4 3.5 12.5% 

 
 The effect 12.5% related to minimization of costs is 
identified (see Table 1). 
 And finally, time savings calculation is presented. 
First, each line of investments is mentioned, later on the 
comparison for both scenarios is given.  
 
Investments into forklift: 
The forklift purchase price - 18113 Euro 
The purchase price of 2 batteries - 2993 Euro 
The purchase price for RF-terminal* - 5000 Euro 
Total purchase price for forklift and its equipments - 
26106 Euro 
 
Investments into charging room: 
The purchase price for charging room protectors - 23 
Euro per sq. meter 
The purchase price for battery change table - 1496 Euro 
The purchase price for 2 battery chargers - 2860 Euro 
 
Investments into warehouse floor: 
The purchase price for walls and racks protectors - 2.5 
Euro per sq. meter 
The purchase price for WI-FI network* - 3.4 Euro per 
sq. meter 
Increase of corridor space from 2.5 sq. meter to 3.3 sq. 
meter for forklifts operations 
One sq. meter of charging room is requested for 135 sq. 
meter of warehouse floor 
 
* - additional investments needed for second scenario.  
 
 The mentioned numbers are presented in Table 2. 

 
Table 2: Total investments required for forklifts 

operations 

Investments  1st 
scenario 

2nd 
scenario 

Investments into 
forklift 

26106 
Euro 

21106 
Euro 

26106 
Euro 

Warehouse space (50 
m x 20 m) 

1000 
sq. m 

  

Charging room space 7.4 sq. 
meter 

  

Investments into 
charging room 

4526 
Euro 

4526 
Euro 

4526 
Euro 

Rent price per sq. 
meter 

5 Euro   

Number of corridors 
with 3.3 m width and 
20 m length 

10.5   

Investments into 
warehouse floor 

6740 
Euro 

3340 
Euro 

6740 
Euro 

Forklift driver costs a 
day 

40 
Euro 

40 Euro 35 Euro 

Total costs for 5 years  78372 
Euro 

80597 
Euro 

Savings in 5 years    

Savings of driver costs 
(when 247 working 
days a year) 

  6175 
Euro 

Savings of forklift 
costs (12.5%) 

  3263 
Euro 

Total savings   9438 
Euro 

Net total costs for 5 
years 

 78372 
Euro 

71159 
Euro 

 
 In addition, it should be mentioned that net total 
costs for second scenario are 91 % lower than for the 
first scenario. This means that if more forklifts will be 
included in such calculation, the reduction of travel 
distance effect would be much higher.  
 
4. CONCLUSIONS 
In many labor-intensive warehouses, there is the 
constant pressure to reduce travelling time. In the 
literature review short summary of the application of 
forklifts in trading companies, business cases, the 
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assessment of technology implementation by production 
companies, their attitudes and interests. In addition, 
different time savings algorithms are presented. 
 In the second part of the study is dedicated to 
experiments. First, to construction of least-costs forklift 
route; and second, to effect, related to minimization of 
costs, estimation. 
 The experiments demonstrate labor productivity 
increase from 27% to 37% and reduction of time and 
costs. The comparison results of both scenarios shows 
that total time can be reduced by 12.5 % due 
construction of least-cost forklift routes. In addition, 
total costs can be reduced by around 9%. 
 In the paper the travelling of forklift is examined 
through simulation and experiments with simulation 
model are undertaken. For saving analyze, the time, 
needed for forklifts operations, is splited into travel 
time, pick and place time, and remaining time. The 
results of such analysis showed that the yearly savings 
for each forklift driver are 1235 Euros and for each 
forklift - 652 Euros. 
 In addition, it should be mentioned that net total 
costs for second scenario are 91 % lower than for the 
first scenario. This means that if more forklifts will be 
included in such calculation, the reduction of travel 
distance effect would be much higher. The study results 
show that the implementation of RF-terminals and 
related infrastructure is a priority in warehouses. By 
implementing this managers can have significant 
savings of warehouse costs, especially for forklifts, 
which are the most expensive machines used for manual 
operations in warehouses. 
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ABSTRACT 
We consider the problem of resource allocation in a 
substrate network and suggest a simulation scheme for 
dynamically adaptive bandwidth allocation protocols 
using CPN (Coloured Petri Nets) Tools. The proposed 
simulation scheme based on network virtualization 
according to DaVinci principles allows us to describe 
how a single physical network can support multiple 
traffic classes with different performance objectives by 
means of multiple virtual networks constructed by 
subdividing each physical link into multiple virtual 
links.  

 
Keywords: Bandwidth Allocation Problem, Simulation, 
Coloured Petri Nets, CPN Tools 

 
1. INTRODUCTION 
Network virtualization is a widely applied technique 
discussed in the networking research community.  It is 
being considered as a good technique to overcome the 
weaknesses of the current Internet (Anderson, Peterson, 
Shenker and Turner, 2005). Network virtualization 
allows multiple virtual networks (VNs) to run parallel 
on the substrate network (SN). In a virtualization-
enabled substrate network resources offered by SN are 
sharing between all VNs. An optimal allocation of 
resources is a fundamental problem for virtualization-
enabled networking infrastructures (Haider, Potter and 
Nakao, 2009; Zhu and Ammar, 2006). 

DaVinci approach (Dynamically Adaptive Virtual 
Networks for a Customized Internet) describes a 
technique of network virtualization, according to which 
all VNs are constructed over the physical SN by 
subdividing each physical node and each physical link 
into multiple virtual nodes and virtual links (He,  
Zhang-Shen, Li, Lee, Rexford and Chiang, 2008).  We 
consider the problem of bandwidth (BW) resource 
allocation in a substrate network on the basis of 
DaVinci architecture of its virtualization-enabled 
networking infrastructure. In this context it is a 
maximization problem for the aggregate utility of all 
virtual networks (Lin and Shroff, 2006), which effective 
solution depends on the design of dynamically adaptive 
bandwidth allocation protocols. 

We present the design and simulation scheme of 
dynamically adaptive bandwidth allocation protocols 
using Coloured Petri Nets. 

 
2. COLOURED PETRI NETS BASED 

MODELING 
The concept of Coloured Petri Nets (CPN) was 
introduced by Kurt Jensen in 1981. CPN is one of 
several mathematical modeling languages for the 
description of Discrete Event Systems. CPN combine a 
well developed mathematical theory with an excellent 
graphical representation. This combination is the main 
reason for the great success of CPN in modeling of the 
dynamic behavior of systems (Jensen, 1992–1997; 
Kristensen, Christensen and Jensen, 1998; Jensen, 
Kristensen and Wells, 2007; Gehlo and Nigro, 2010). 
  

Definition. A Colored Petri Net is a tuple CPN =  

0, , , , , ,P T D Type Pre Post M= , where  
 
• P is a finite set of  places, 
• T  is a finite set of  transitions, 

, ,P T P T= ∅ ≠ ∅∩ ∪  
• D  is a finite set of  types, D ≠ ∅ , 
• : 2DType P T →∪  is a type function assigning  

types  to places or transactions,  
• {( , ) : , ( )}TRANS t m t T m Type t= ∈ ∈  is the set 

of all transition modes, 
• {( , ) : , ( )}PLACE p q p P q Type p∈ ∈=N N  is the set 

(multiset) of all markings, 
• , : PLACEPre Post TRANS → N  are the 

backward and forward incidence functions 
assigning marking to each transition mode, 

• 0
PLACEM ∈N  is the initial marking.  

 
 Coloured Petri Nets have got their name because 
they allow the use of tokens that carry data values and 
can hence be distinguished from each other. Each token 
could be attached with a colour, indicating the identity 
of the token. Moreover, each place and each transition 
has attached a set of colours. A transition can fire with 
respect to each of its colours. By firing a transition, 
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tokens are removed from the input places and added to 
the output places in the same way as that in original 
Petri Nets, except that a functional dependency is 
specified between the colour of the transition firing and 
the colours of the involved tokens.  
 A CPN model can be effectively applied to 
describe and analyze multiple virtual networks. CPN 
model of substrate network describes the states of each 
virtual network of the system and the events 
(transitions) that can cause the system to change state.  
 Our simulation scheme is based on Coloured Petri 
Nets Tools (Jensen, Kristensen and Wells, 2007). CPN 
Tools is a discrete event modeling language combining 
Coloured Petri Nets and the functional programming 
language CPN ML which is based on Standard ML. 
Standard ML provides the primitives for the definition 
of data types, describing data manipulation, and for 
creating compact and parameterisable models. By 
making simulations of the CPN model with CPN Tools 
it is possible to investigate different scenarios and 
explore the behaviours of the system, to verify 
properties of the model by means of state space 
methods and model checking, and to conduct 
simulation-based performance analysis. 
 
3. DAVINCI PRINCIPLES FOR MODELING OF 

SUBSTRATE NETWORK 
The DaVinci architecture allows us to describe how a 
single SN can support multiple traffic classes, each with 
a different performance objective. The problem of 
bandwidth allocation in SN is a maximization problem 
for the aggregate objective of multiple applications with 
diverse requirements. According to the DaVinci 
approach, each traffic class is carried on its own VN 
with customized traffic-management protocols. The 
substrate runs schedulers that arbitrate access to the 
shared node and link resources, to give each virtual 
network the illusion that it runs on a dedicated physical 
infrastructure. 
 Let the topology of a substrate network SN be 
described by a graph { , }s s sG V E= , given by a set sV  of 
nodes (or vertices) and a set sE  of links (or edges). We 
suppose that links of sE  are with finite capacities lC  
(links are denoted by l : sl E∈ ). Correspondingly to 

{ , }s s sG V E=  we consider DaVinci model with N  
virtual networks, indexed by k , where 1, 2, ...,k N= . Let 
the key notations be the following:  

 
( )ky  bandwidth of virtual network ,k  1, 2, ...,k N= ; 

( )kz  path rates for virtual network ,k  1, 2, ...,k N= ; 
( )kλ  satisfaction level degree of virtual network ,k  

1, 2, ...,k N= ;  
( )kU  performance objective for virtual network ,k  

1, 2, ...,k N= . 
 

 Bandwidth values ( )( ) ( )
s

kk
l Ely ∈=y for each 

substrate link Sl E∈  are assigned by the substrate 
network, taking into account such local information as 
current satisfaction indicators and performance 
objectives (Fig. 1). The substrate network periodically 
reassigns bandwidth shares ( )ky  for each substrate link 
between its virtual links. Thus, values 

( )k =λ ( )( )
s

k
l Elλ ∈ and ( )kU  are periodically updated by 

the substrate network and used to compute virtual link 
capacity ( )ky . 

 

 
Figure 1: Bandwidth Shares Computation Scheme 

 
  At a smaller timescale, each virtual network runs 
according to a distributed protocol that maximizes its 
own performance objective independently. Under such 
combined conditions in a dynamically changing virtual 
network environment a fundamental problem of 
resource allocation is the design of dynamically 
adaptive bandwidth allocation protocols.  
 
4. DESCRIPTION OF BANDWIDTH 

ALLOCATION PROBLEM  
The goal of the substrate network is to optimize the 
aggregate utility of all virtual networks 

( ) ( ) ( ) ( )

1
( , ),

N k k k k

k
w U

=
∑ z y

 

where ( )kw  is the weight the substrate assigns to 
represent the importance of VN virtual network k . If 
the substrate wants to give virtual network k  strict 
priority, then ( )kw  can be assigned a value several 
orders of magnitudes larger than the other weights.  
 First we consider an optimization problem for the 
performance objective of each virtual network, which 
represents also constraints of each virtual network k :  
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maximize ( ) ( ) ( )( , )k k kU z y  

subject to ( ) ( ) ( ) ,k k k≤H z y  
 ( ) ( )( ) 0,k kg ≤z  
 ( ) ,k ≥z 0  

variables ( ).kz   

We suppose that the objective function ( )kU depends 
on both virtual link rates ( )kz and virtual link 
capacity ( )ky . The objective is subject to a capacity 
constraint and possibly other constraints described in 
terms of other constraints described in terms of 

( ) ( )( )k kg z . The capacity constraint requires the link 
load 

( ) ( ) ( )k k k=r H z  

to be no more than the allocated bandwidth. To compute 
( )kr  we use routing indexes  

( )
1,

0,

k iH l j

⎧
⎪= ⎨
⎪
⎩

 

if path j  of  source i  in virtual 
network k  uses link l , 

otherwise, 

and path rates (k)iz j  that determine for source i  the 

amount of traffic directed over path j . 
 Now we formulate the optimization problem for the 
aggregate utility: 
 

maximize ( ) ( ) ( ) ( )

1
( , )

N k k k k

k
w U

=
∑ z y  

subject to ( ) ( ) ( ) , 1, 2,..., ,k k k k N≤ =H z y  
 ( )

1
,

N k

k=
≤∑ y C  

 ( ) ( )( ) 0, 1,2,..., ,k kg k N≤ =z  
 ( ) , 1, 2,..., ,k k N≥ =z 0  

variables ( ) ( ), , 1, 2,..., .k k k N=z y   

 An optimization scheme (Fig. 1) follows directly 
from DaVinci principles. First, the substrate network 
determines how satisfied each VN is with its allocated 
bandwidth. Satisfaction level degree ( )k

lλ  (for link l of 
VN k ) is one indicator that a virtual network may want 
more resources. In congestion control the link 
congestion prices are summed up over each path and 
interpreted as end-to-end packet loss or delay.  
 Next, the substrate network determines how much 
bandwidth virtual network k  should have on link l : the 
substrate network increases value ( )k

ly  proportional to 

the satisfaction level ( )k
lλ on link l  and proportional to 

the relative importance ( )kw  of virtual network k , 
taking into account the capacity constraint. 
 Given that each virtual network is acting 
independently, the question is whether virtual networks 
together with the bandwidth share adaptation performed 
by the substrate network actually maximize the overall 
performance objective.  
 
5. SIMULATION SCHEME 
The aim of our simulation experiment is to get 
visualization of virtual network switching due to 
demand for extra link bandwidth. To simplify the 
problem we simulate the adaptive bandwidth allocation 
on link level.  

We experiment with two nodes topology (Fig. 2) 
and use the following notations: G1, G2 – packet 
generators; D1, D2 – destination nodes. 

  

 
 

Figure 2: Simulation Scheme Using CPN Tools 
 

According to DaVinci architecture all data packets 
which are generated by both generators are handled and 
transmitted over virtual networks. The queueing model 
of each virtual link (Fig.2) is described independently.  

 

 
 

Figure 3: Queueing Model of Virtual Link Using CPN 
Tools 
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In our CPN network model packets are generated 
(Fig. 4) with exponentially distributed inter arrival time.  

 

 
 

Figure 4: Traffic Simulation Using CPN Tools  
 

Both virtual links (VL) reside on the substrate link (SL) 
and share the same link bandwidth. Packets are 
transmitted over corresponding virtual link (Fig. 5) with 
determined BW, each virtual link is acting 
independently.  
 

 
 

Figure 5: Modelling of a Virtual Link Using CPN Tools 
 

The substrate periodically reassigns bandwidth 
shares between virtual links based on local information. 
In our model there is time scheduled monitoring of load 
of each virtual link (Fig. 6). For instance, if 10 MTU 
correspond to 10 nS, then for 0.1 sec. time delay in 
simulator model there should be delay in 10*1,000 
MTUs. 
 

 
 

Figure 6: Load Monitoring using CPN Tools 
 

The model involves bandwidth shares adaptation 
module (Fig. 7). An adaptive scheme can lead to a 
solution maximizing the aggregate utility of all SL. At 
the same time small-timescale isolation between VLs 
ensures the stability of the overall system. Longer-
timescale adaptation of resource shares ensures 
efficiency. 

 

 
 

Figure 7: Virtual Network Switching Scheme Using 
CPN Tools  

 
6. SOME NUMERICAL RESULTS  
Up to now there where some experiments with BW 
adaptation for two virtual links. Bandwidth of SL in our 
experiment is determined 100 Mbps. In order to present 
a real network problem, CPN models are using 
simulation timing determined by Model Time Units 
(MTU). That gives opportunity to simulate concurrent 
systems like two or more simultaneously running 
networks or links. Two columns (Table 1) show network 
BW corresponding MTU values. 

 
Table 1: Network BW Corresponding MTU Values 

 

Network BW [Mbps] Network BW [MTU] 

100 10 

90 11 

80 13 

70 14 

60 17 
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50 20 

40 25 

30 33 

20 50 

10 100 

 
Columns of Table 2 show some combinations how 

the capacity 100 Mbps can be shared with two different 
virtual links ( 1( )y , 2( )y ) in many different ways by 
means of MTU.   

 
Table 2: Subdividing 100 Mbps of the Virtual Link 
Capacity in MTU  
 

1( )y  
[MTU] 

1( )y  
[Mbps] 

2( )y  
[MTU] 

2( )y  
[Mbps] 

11 90 100 10 

13 80 50 20 

14 70 33 30 

17 60 25 40 

20 50 20 50 

25 40 17 60 

33 30 14 70 

50 20 13 80 

100 10 11 90 

0 0 10 100 

 
 After 10000 MTU since the start of simulation 
there was a scheduled event to check link load and 
calculate satisfaction for both links. As a result (Fig. 8, 
Fig. 9), the first link allocated bandwidth was increased 
from 10 Mbps to 50 Mbps in order to reduce utilization. 
For the second link shared bandwidth was reallocated 
from 90 Mbps to 50 Mbps. 
  

 
 

Figure 8: Utility of the First Virtual Link 
 

 For computation of the satisfaction level for each 
virtual link we use the following formula:  

 
( ) ( )

( )
( ) ( )

( )( ) ,
( ) ( )

k k
k

k k
bsa y t Tt T

y t T y t
+

+ = +
+

λ  

 
where ( )kbsa  is a buffer size averaged for the link of 

virtual network k  and T is the time period between 
bandwidth assignments (the time between iterations). 

 

 
 

Figure 9: Utility of the Second Virtual Link 
 
At the beginning of the simulation process the 

utility of the substrate link (Fig. 10) still is a subject for 
optimization because allocated bandwidth for the first 
link is more than necessary.  

 

 
 

Figure 10: Small-Timescale Utility of the Substrate 
Link 

 
If the parameters of arriving packets generators are 

not changed, then adaptive scheme leads to a solution 
maximizing the aggregate utility of all SL (Fig. 11). 

 

 
 

Figure 11: Long-Timescale Utility of the Substrate Link 
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ABSTRACT 
The following paper deal with an approach to analyze a 
multi model manual assembly line for oleo dynamic 
products, and the following heuristic algorithm to 
optimize the scheduling of tasks to the available 
stations, under the respect of a set of restrictions, as 
task/station obligation, and with the aim of optimize a 
multi objective function based on time and line 
balancing costs elements. 

This problem can be considered as belonging to the 
wide area of GALB Problems. 

Some strategy about resource scheduling 
opportunities has been considered. 

The original system was an assembly line with six 
stations, and, in the original and referable configuration, 
with six operators, but, under the spur of residual 
margins of the utilization ratios, as a improving 
evolutive strategy, an idea of evaluate opportunities of 
improving performances, by assembling coupled mixed 
items, feeding together the assembly line, have been 
evaluated, based on a twin mirror counterflowed line. 

 
1. INTRODUCTION 
Tasks assignment to stations has to respect efficiency 
concerns, as the maximization and the balancing of 
utilization rate, but, furthermore, specific task 
assignment restrictions to specific station because of the 
needing of special machines, available just at defined 
station, for all the items of the production mix. 

The line moving is based on a conveyor system, of 
accumulating type, so that the line is paced, but not 
synchronized. No inter operational buffer is allowed in 
the original system, but short accumulation among 
stations of five pumps is allowed. 

Production plan data and configuration derive from 
a real assembly line. Task times are stochastic, and, 
based on real observations, and can be considered as 
triangular or lognormal distributed. 

This aspect, has not had opportunity to be 
considered in the present scheduling problem, because 
no cost for off line completion can be considered, 
because task that do not respect line cycle time, cause 
just the line to increase tack time. No incompletion 
costs, and no operators moving cost, or costs related to 
operators training, or changes of the task to operate has 

been considered, because we are considering a multi 
model assembly line, moreover supported with displays 
showing instructions for tasks to operate. Operators 
moving costs are supposed be negligible compared to 
operating cost, because, the short distanced to cover, or 
the parallel shape of the double line.  

A precedence diagram supports technological 
constrains, very similar among items. 

The same tasks require item/size dependent times; 
times can vary for each item, for the same operation. 

Not all operations are performed for all items, 
depending on item features, and optional. 

The assembly line can process a very large variety 
of items, defined in families, six, but that differ for size, 
features, optional, under the increasing market 
competition. 

Lot size can varies largely, with a strong tendency 
to the reducing of assembly quantity for single order. 

The performance parameters are tack time, to be 
reduced, equal to the production rate maximization, and, 
on an opposite way, optimize the internal balancing of 
tasks for stations, and labour level among operators. 

Under these criteria, a multi objective function 
based on the whole lot assembly cost, calculated on the 
effective tack time and on the scheduled resources and 
their balancing level, has been defined. 

The results demonstrate the capability of the 
proposed algorithm of dealing with the multi objective 
nature of the re-balancing problem. Solutions with 
advantages both in tack time reduction, and both on 
balancing improvement are obtained in any case. 

Stations quantity, or, in other words, the assembly 
line configuration, has been defined to replay with 
efficiency to all needs for all types belonging to the 
general production mix, and to respect the assignment 
of specific tasks to specifically equipped stations. 

A virtual model of the assembly line has been built 
in a simulation environment, to test and measure 
performances of the heuristic algorithms, but, moreover, 
also all the algorithm code has been implemented in the 
same software platform, so simulation has been used 
not only as a verifying tool, but also as a solving or 
solution finder, and as task and resource scheduler. 

Logics in the heuristic model have been wrote to 
be as more general and flexible as possible, under the 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 414



dimension level, but also to consider the more general 
problem possible, with easy data configurations. 

In the future modular evolution of the model, it 
should be able to select the configuration asset and the 
problem type, and choose the algorithm path to apply 
the best strategy. 

The definition of the sequencing in the assembly 
plan is oriented to the lean production philosophy, so 
that, first production order has to be produced first. Any 
way, at least one week, is the planning time horizon an 
order can be shifted inside the production plan without 
affect due dates. So, is possible over pass the rule to 
route assembly orders as they were placed in the order 
list, to get better system performances. 

An early model has been developed. This 
precedent model, much more simple, represents the “as 
is” configuration of the firm for strategies and 
configurations, and is a basic model to be compared 
with our improved one. 

In the first part of the present model, assigning 
rules have been defined, attempting to fulfil and add 
tasks to stations in sequence, till total station time 
doesn’t overpass calculated referable tack time. 
Additional control code check if any constrained task is 
joined, and in this case, provide to verify the station 
where to assign that task, if not the actual one, and to 
calculate all parameters for intermediate stations. 

Additional rules evaluate if some operator is idle, 
and not charged, and the opportunity to re allocate to 
the more suitable stations, and the recovered time, and 
all new parameters values. 

Just the best allocation will survive, and 
configuration will be recorded. 

More over, if some station is undercharged, a 
routine defines a recursive increment of the tack time, 
till all those stations become empties, so freed operators 
could be re assigned to over charged station. 

Also in this case, global efficiency is calculated 
and compared to the best previous. 

Nothing more is possible under this configuration. 
After the algorithm implementation to the whole 

assembly mix plan, output performances has been 
analyzed, finding, for some item, residual margins for 
resources utilization rates, no more improvable, because 
of line configuration, and constrains accomplishment. 

As a improving evolutive strategy, based on 
residual efficiency values, i.e., on the complementary 
values of the utilization rates, the idea of evaluate 
opportunities of improving performances, by 
assembling coupled mixed items, feeding together the 
assembly line, have been evaluated. 

But, because of the constraint position of a special 
chamfer machine, allocated on a defined station, and 
because of other operations, just available at other 
stations, common to the whole items set, opportunities 
to gain better performances sequencing repeatedly 
profiled groups of items extracted by the production or 
assembly plan, PP or AP, conveniently defined for 
quantity and for typology, has seemed, not so feasible. 

In fact, station time profiles, resulted similar for 
the large part of available items, differing, often, just for 
the time scale. 

Under this observation, the only opportunity to 
achieve better performances, grouping single units of 
different available orders, was to couple tasks to be 
assembled, on two parallel lines, feeding each in 
counterflow; operators, in this configuration, should be 
assigned to stations, one for each line, and they should 
have to complete their operations, alternatively, on both 
stations of two lines. 

This extension of the original system, make 
possible, with a minimum impact of investment costs 
and space consuming, to operate more strategies: some 
items can be processed alone, on a single line, under the 
tasks assignment rules, or, if it was better, the lot can be 
processed, half and half, on both the counter flow lines, 
coupling with itself; finally, some item can be processed 
coupled with just one other item, in order to improve 
the performance index. 

The choice to test matches of not more than two 
items only, is based on the consideration that, we are 
not sure to find, in a specific new assembly/production 
plan, right combinations, both under the type issue, and 
both, under the right matching quantity aspect, with the 
uncertainty level growing up as the matching size 
grows. But is much more alike finding sets of just two 
different items that can be coupled and assembled till 
the quantity of one of the twos ends, and then the 
remaining quantity can assembled with another further 
item, available in the AP, or, in the worse case, can be 
assembled alone with a lower efficiency. 

To do this, special matching list have been 
compiled in a preliminary phase, launching simulation 
runs to output performance indexes, for each item 
considered to test all matches with any possible other. 

An algorithm, similar to the one used to efficiently 
assign tasks to station, now adapted to assign, at the 
same time, tasks of matching items to symmetrical 
stations, has been wrote and used. 

After this, out put results, namely efficiency 
indexes, and, much more, lot assembly cost reduction, 
have been listed, for each item, in descending way, to 
define matching tables. 

In a following phase, assembling/production plans 
have been defined, extracted from the previous one, just 
items that in the precedent balancing phases showed a 
significant recovery edges for the efficiency index. 

Models can be applied to a wide variety of 
systems, with a different number of stations, and 
different constrains positions, just integrating new 
additional constrains rules. An extension of the actual 
model to consider other features or restriction is under 
evaluation, as statistical testing are in progress at this 
moment to evaluate sensitivity and consistence of the 
model. 

Achieved results show enthusiastic improvements 
compared with initial solutions, and any time a new 
strategy is applied. 
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2. LITERATURE REVIEW  
An assembly line is a flow-oriented production system, 
where the operative location units performing work, 
referred to as stations, are sequentially aligned. Work 
pieces move on transportation systems as a conveyor. 

Assembly lines are very common in the final phase 
of industrial production of high quantity of small lots of 
standardized but customized commodities (mass-
customization). They are medium intensive capital 
systems, so, their configuration planning is relevant. 

The Assembly Line Balancing Problem (ALBP) 
means the assignment of tasks to stations and operators 
on a line, whereas the items are produced at pre-
specified production rate. Configuration planning 
comprises all tasks allocation and decisions which are 
related to equipping and aligning the productive units 
for a given production process, including setting the 
system capacity (cycle time, number of stations, station 
equipment) as well as assigning the work content to 
productive units (task assignment, sequence of 
operations). 

Since the times of Henry Ford and the model-T, 
customer requirements, and consequently, production 
systems, have changed in a way to increase dramatically 
customization of their products. Multi-purpose 
machines with automated tool change, allow, at very 
low set up cost, for distinct production sequences of 
varying models. The high level of automation of 
assembly systems and the fixed movement system make 
the (re)-configuration of an assembly line critical.  

It is easy to find a wide variety of algorithms to 
solve ALBP in literature, any one facing a partial part of 
the problem, or oriented to a particular system or 
configuration. 

In spite of the huge academic effort in assembly 
line balancing, a large distance between requirements of 
real problems and the status of research, remains.  

Many of them consider the problem too much 
statically, just under a one point of view.  

But the increasing need to face continuous changes 
in customer’s requirements, as product design, restyling 
and lot quantity needed, enforced with high 
customization and reduction of time-to-market, push to 
test dynamic versions of ALBP solution procedures. 

Those modifications imply a very high flexibility 
level for the line. 

ALBP consists of assigning tasks to stations in 
such a way that (Salveson, 1955): 

• each task is assigned to one and only one 
station; 

• the sum of performance task times assigned to 
each station does not exceed the cycle time; 

• the precedence relationships among the tasks 
are satisfied;  

• some performance measures are optimized. 
 

Most procedures consider the types I and II 
ALBP, based on minimization of the number of 
stations, given a desired cycle time or minimization of 
the cycle time, given a desired number of stations, 
respectively. 

Because of the numerous simplifying assumptions 
of this basic problem, this problem was labelled simple 
assembly line balancing (SALB) in the widely accepted 
review of Baybars (1986). Subsequent works attempted 
to extend the problem by integrating practice relevant 
aspects, like U-shaped lines, parallel stations or 
processing alternatives (Becker and Scholl, 2006), 
referred to as general assembly line balancing (GALB). 

Scholl (1995), and Pierreval et al. (2003) proposed 
a very large and comprehensive reviews of the 
approaches developed to solve the problem. 

Ghosh and Gagnon (1989) proposed a taxonomy to 
classify ALBP solution procedures under two key 
aspects, mix or variety of items produced on a single 
line and the nature of performance task times: single 
model lines or multi/mixed model lines manufacturing 
more items in batches or simultaneously; deterministic 
ALBPs, in with performance task times constant, or 
stochastic ALBPs, with stochastic task times distributed 
according to a specific distribution function. 

ALBP can be solved to optimize both time - and 
cost, as reported in Amen (2000, 2001) and Erel and 
Sarin (1998), which concern the deterministic and 
stochastic versions of the problem, respectively. 

Moodie and Young (1965), Raouf and Tsui (1982), 
Suresh and Sahu (1994), Suresh et al. (1996) have 
proposed time-oriented algorithms, improving 
procedures developed for the single-model deterministic 
problem, with the aim of minimize stations number and 
the over time to complete the work off the cycle time. 

In any case, in stochastic assembly lines relevant 
incompletion costs often occur, and a multi objective 
cost function often is needed.  

Two cases, both described in literature: 
• the whole line is stopped till the over work is 

completed (Silverman and Carter, 1986); 
• incomplete products get completed off-line.  

 
Kottas and Lau (1973, 1976, 1981) proposed 

heuristic procedures to minimize both the total labour 
cost and the expected incompletion cost. Extensions of 
the Kottas and Lau’s (1973) method were developed by 
Vrat and Virani (1976), Shtub (1984) 

Sarin et al. (1999) proposed, not so general as 
Kottas and Lau’s (1973), a branch and bound heuristic 
to minimize the total labour cost and the total expected 
incompletion cost with good results. 

Erel and Sarin (1998) noticed the difficulty of 
methods in literature to model real conditions, and 
suggested that newer works should be oriented at useful 
studies, with impact on real-life assembly lines.  

Rekiek (2000) observed that differences among 
ALBP and real-life statements were the multi-objective 
nature of the problem, no so considered in literature. 
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Some studies deal with the re-balancing problem 
of an existing line, as Sculli (1979, 1984) and, Van 
Oyen et al. (2001) considered the re-balancing of an 
existing line, under fluctuations of operator output rates 
or equipment failures, in short-term problem. The 
proposed solution to avoid temporary imbalance on the 
line has been the dynamic work sharing.  

Rekiek et al. (2002) demonstrated that the 
integration between heuristic approaches and multi-
attribute decision making techniques is a proven and 
efficient way for solving assembly lines problems. 
 
3. SYSTEM AND CONFIGURATION 

DESCRIPTION 
The original assembly mix presents six product 
families, moreover divided in 127 different versions of 
items to assembly, depending on optional, features, 
displacement, etc. The original system based on a 
conveyor system, shows six work stations, based on 
original firm evaluations.  

Some constrains in the system is based on the 
needing to have some equipment available at a defined 
station; also related tasks have to be operated at those 
stations. 

Some further constrains arise from the lean 
production philosophy, and the FIFO logic: the first 
order is placed in the system, the first get on the line. 

In our model we will overpass the layout 
constrain, and a model with a coupled double line will 
be tested; all stations, and all equipments will doubled, 
except for the chamfer machine, the most relevant, that 
will be shared to achieve a better balancing, cost 
reduction and productivity improvement. 

Line shall be capable to perform assembly orders 
very different each from others; just a manual assembly 
line can face this with negligible set up time. 

Task time are triangularly distributed. 
Some model parameters (times in hundredth of 

minute): 
 

Station Number k ∈ [1, n] 
Task Number n ∈ [1, 34] 
N° of tasks assigned to a single station i ∈ [1, h]  
Task Time Top  
Station Time  TStat = ∑ =

h
i OpT1  

TmUCT SStat *=  

Operation Unbalancing Coefficient 
Tm
T

UC Op
Op =  

Station Unbalancing Coefficient   0
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Line
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S TT
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  ∑
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In table 3 original production plan with all 
descriptions and task times and ideal Tack Time. 

 
Table 1: whole mix production plan with parameters 
values and task times 

 
 

Task times ranges from 5% to 80% of the 
Referable Line Tack Time. 

Out of 34 tasks, three are to be operated with 
constrained equipment, always at fixed stations: 

 
• task 17 (chamferring) at 4 station; 
• task 19 (screwing) at 5 station; 
• task 33 (air testing machine) at 6 station. 
 
In the basic configuration station 5 is quite always 

the most charged one: it affects Line Cycle time. 
Quite always station 3 is idle, whereas station 2 is 

often charged, but with a very lower unbalancing 
Coefficient. 

Station 6, depending on the optional presence, can 
largely varies its station time. 

More over, station time shape looks very similar 
for all station under different items allocation, and 
stations 1, 2, 4 e 5 seem similarly charged for same 
family items, also for the station time. 
 
3.1. MALB algorithm  
We propose a heuristic method defined by an algorithm 
logic to achieve feasible and optimized solutions, not 
necessary the optimal one.  

First, we will allocate tasks to stations trying to 
fulfil the referable cycle time, more over respecting task 
constrains, to achieve cost minimization, and a better 
charge balancing.  

Our assembly line is a multi mixed model, and 
then we will face with a MALBP (Mixed-Model 
Assembly Line Balancing Problem). 

In particular, will configure our situation as a 
MALB-E problem, given number of K stations, the aim 
is to maximize the efficiency Eline, ie minimizing the 
direct cost of assembling the lot, given by the product of 
number of stations K and the cycle time LTT, the 
production volume of the lot and the cost of labor. 
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The balance algorithm we will define, trough all 
steps of the model, will be a mixture of Balancing on 
the work content, through a dynamic allocation of tasks 
to be performed at each station. In the “as is” situation, 
the station times were very inhomogeneous, and each 
row of the production plan wanted peculiar allocation. 
Resources Balancing, which dynamically assigns 
operators to stations rather than operations. Balancing 
on scheduling, by analyzing and optimizing the 
production plan, or by defining an ideal sequence of 
orders to be sent into production, or mixing them. 

Initially, each operator has been considered 
bounded to his station, and tasks allocation was made 
balancing on the content of work; the primary goal the 
algorithm was designed for is to allocate tasks 
dynamically to stations, with the ultimate goal of 
maximize efficiency, but also of minimizing the direct 
cost of assembly: 
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Efficiency is calculated as the sum of the UCS 

divided by the number of charged stations, initially 
fixed and corresponding to that of resources, thus as 
you maximize the efficiency as you maximize 
utilization, or will reduce the unbalance for each 
individual station (UCS). 
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Modified COMSOAL Heuristic 
In order to achieve his goals, we will apply a balancing 
method inspired to the Chrysler heuristic COMSOAL 
(Computerized Method for Sequencing Operations on 
Assembly Lines), that we adapted to our system. 

We can obtain a set of feasible solutions, randomly 
selecting at each step, from the available tasks, and then 
going to schedule the best according to a certain 
criterion. 

At each iteration of the algorithm is determined by 
the set of all tasks that may be assigned to a station k 
without violating the constraint, ie the tack time LTT, of 
this. Any task, at any step, is chosen at random, with the 
same probability of selection. 

In our case, the selection of the task to be 
assigned, can be detected according to a logic which 
respects the sequence of the assembly operations, and 
not in a random manner. 

Normally, the heuristic is repeated a certain 
number of times, and each solution found is compared 
with those found previously. The number of repetitions 
to be performed depends on the analyst. Note that the 
same solution can be obtained more than once. 

In the modified version of the choice of operations 
is not random.  

In this regard, even the random selection of tasks 
to be assigned to the first operation is outdated, because 
in this case the only task for which all of the precedent 

are either absent or assigned, is the first, and then go on. 
Following the precedence diagram, is not possible face 
with multiplicity of possible situations, but it will lead 
directly to the case that identifies the optimal balance.  

To assembly a model not all the 34 operations are 
needed for a specific item. 

Another parameter used in the preparation of the 
model is described below. 

 
Reference Tack Time  
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Minimum time, used as a limitation roof in the 

allocation of tasks, maximum threshold for the station 
Time can not overcome. It is the higher value between 
the tack time average or ideal (LTT) on the six stations, 
and the maximum values of the specific various tasks 
(TOP) for each line of the production plan. The tack time 
reference, represents 100% of work time that can be 
assigned to each station. 

In our case, a further control has been added to 
assure task allocation to the correct stations. 

Another specific problem is the highly variable 
size of the tasks. Some of them, in fact, affect 
dramatically the ideal tack time, and, where compared 
to the starting value of Tm, they are often even larger.  

As a consequence, in the recursive routine, before 
Tm was increased enough, for many times the 
assignment to the current station fails, the current 
station is closed, and allocation goes tried to the next. In 
the extreme case, the task can present a particularly high 
UCS that causes in the first attempts, with low Tm, its 
failure to allocate whatever the station is. In this case, a 
control amplifies the Tm of a defined percentage, and, 
after resetting all assignments, try to reassign tasks to 
stations with the new reference Tm, until it reachs. 

Our software performs calculations and allocations 
and defines the values of key parameters (Station tack 
time, coefficients of imbalance, etc...) of the specific 
logic block, analysed to define any new further 
proposals for balancing the line. 

 
3.1.1. Model Description 
AP and configuration data, are read from external files. 

The code process part that takes care of reading 
data is called "P_read" program in this part of the main 
variables are loaded with the values we impose on us 
from outside.  

The conveyor speed is set to a very high value, 
transferring times are included in the average time of 
execution of the task, and result very lower when 
compared to operational times, with no statistical 
significance. 

A first piece of code initializes the model and its 
parts, to load the variables with the values of the 
external file and configures the same in accordance with 
the structured algorithm for assigning tasks to stations.  
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In this phase, there will be defined the values of 
the Line tack times, of the UCS and the parameters of 
cost and inefficiency. 

The logic routine dynamically assigns tasks to the 
stations whatever model you're sending in production, 
also respecting the allocation of joined tasks to the 
stations of belonging. 

 

 
Figure 1: Initialization model code screenshot 
 
The file "SpeadSheetWorkDataCSV" contains 

information about a large number of parameters that 
will be reported in array variables: 

• The tasks time for each line; 
• The ideal tack time; 
• The reference tack time; 
• The lot amount of pumps in the order line; 
• The pointers to constrained tasks; 
• The pointers to the constrained stations; 
• The unit cost of labor; 
• The number and type of tasks needed to 

assembly a specific item order. 
 

Another file "FeaturesCSV" supports parameters 
that identify a defined type of pump, the family code, 
the command and options fitted, respectively, stored in 
variables of type string. 

In the third reading file, "ConfigurationCSV", are 
the values of the variables to configure the system, such 
as the percentage increase value for reference tack time, 
and others which will be discussed later. 

As the reading process ends, the assignment 
process of tasks to stations starts. This process, 
"P_allocation", consists of several "while" cycles and 
conditions such as "if ... then ... else" that allow you to 
assign tasks properly and considering various 
alternatives.  

A first outer iterative cycle, will take care of all the 
operations of the process on each of the 127 rows and 
with each new line initialize to zero the variables that 
contain the values of stations tack time, increased, time 
by time with the task addition. Also initial values for 
other control variables or support are reset. 

At this point starts the allocation of the first task to 
the first station through a further "while" loop wrote to 
check that the provisional station tack time, do not 
overpass the reference Tack Time Tm.  

While this condition keeps true, assigning the next 
task to the station will stand, and some controls work.  

The first control regards the constraints, in fact 
occurs that the task is not constrained so that could be 
freely assigned, or, on the other hand, if we are in the 
station it belongs to, so that it could be attributed. 

 

 
Figure 2: Counters and main variables Initialization 
model code screenshot 

 
An "else" condition, closes the current station in 

case the task bound should be assigned to a different 
station. In this last case, all the stations among the 
current one, just closed, and the constrained one, are 
declared empty (tack time and assigned operations are 
zero) and tasks allocation start again from the 
constrained station joined to the constrained operation.  

Another control checks whether or not, the 
addition of the task you are trying to give, does not lead 
to a tack-time exceeding the reference limit. In this 
case, the station is closed and the allocation starts again 
to assign the current task to the next available station. 

In case last station gets overcharged, over passing 
reference task time, before last task should be assigned, 
the code logic increase the reference by a defined 
percentage and set all row array values, containing 
stations tack time, and all others parameters to zero, and 
again, goes to try allocation again, till it reaches. 

When you have no more tasks to be allocated, the 
assignment process for that line ends and the next one 
in the production plan is considered, just after saving 
the data for each station of the completed order row 
within the appropriate variables: the reference tack time, 
as well as, the number of operations assigned to each 
station for each line, etc. are saved to array variables.  

 

 
Fig. 3: task allocation code snapshot 

 
3.1.2. Reallocation of “spontaneous” idle operator 

and strategy of under-used stations emptying  
Now, we can observe data and yield first conclusions 
and analysis: we can see many stations showing 
markedly under – charged station time or even empty. 
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The first improving strategy provides that the 
operators that are already no charged, as their stations 
are empty, are reassigned to the station with the highest 
tack time so to lower it.  

This last configuration (config_2) will be 
compared with the previous scenario (config_1), but 
when we calculate the whole direct assembly cost we 
will care to not consider the resources associated with 
the empty stations.  

The comparison between these two scenarios is 
based on a cost parameter calculated for each station in 
each row in both cases. This parameter is calculated by 
multiplying the number of resources for the reference 
tack time, for the unit cost of labour and the number of 
pumps produced. The config_2 is calculated by two 
procedures that control the stations without assigned 
operations, storing them on array of pointers, to define 
the amount of the resulting uncharged operators to free. 
The second process chooses the most charged station to 
assign the operator and calculates the decremented tack. 

The tack time reduction follows a procedure that 
takes care of dividing tasks by two operators in the best 
balanced manner. The procedure, performed for all 
rows with new assigned operators, is repeated until 
there are more operators to be assigned. 

The better configuration will test the next 
improvement. Subsequent values of tack time, tasks 
assigned, imbalance coefficients, efficiency and direct 
cost for each configuration are stored in distinct array 
variables. 

At this point, the further forced reallocation is 
attempted.  

In the procedure 
"P_uncharged_Op_forced_assignment" all the 
stations for each line are checked, to trace the presence 
of under - utilized stations. Once that has been 
identified a station of this type, it is emptied, and its 
operator, released by force. 

Tm is increased by a defined percentage, all 
assignment values are placed to zero, a new tasks 
reallocation starts till under charged station is empty. 

In this logical block, in the first phase, operators 
resulting already uncharged from the previous step, are 
not reassigned to overcharged stations, otherwise direct 
cost would be greater, given the increasing number of 
Tm. In this way, there is a further situation, even at 
reduced resources, which is compared with the winning 
one between the previous and the subsequent re-
allocations, which will be a phase next configuration.  

At this point the situation is photographed by 
saving the various parameters in appropriate variables. 

As mentioned earlier, the reallocation of uncharged 
workers will follow. 

We will attempt to reassign available operators to 
the remaining stations, with the objective to reduce tack 
time and improve efficiency and costs. 

Once again all the characteristic parameters of 
each situation will be saved for later comparison with 
those from previous situations. 
 

 
Fig. 4: uncharged operators search code snapshot 

 
All configuration parameters values, are read from 

an external file "configuration.csv", making possible to 
change its value file. 

The highest tack time among all various stations, 
is saved by line. 

The position number of the station with two 
scheduled workers is saved in a pointer array variable. 

 

 
Fig. 5: new reference tack time code snapshot 

 

 
Fig. 6: code snapshot to compare direct assembly cost 

 
Fig. 7: snapshot of the single assembly line model 

 
3.1.3. Assembly process simulation code 
As all possible configurations have been defined, is 
possible describe the direct cost objective function 
calculation and their comparison. 
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Based on this, all configuration values are tested to 
be verified on the code part of the assembly line 
emulation.  

A single load actives all the logic and all the code 
lines that can emulate the assembly line. 

The active load acts a process cascade, one for 
each station, where the presence or needing of the 
operators is evaluated, and in case, the correct tack time 
is calculated and charged in a parameters set, respecting 
the time probability distribution. 

A counter takes memory of produced pumps. 
 
3.1.4. The double line 
As soon as the best configuration has been outlined for 
each pump model, we observed that a large margin for 
the UCS remains. 

Under the last configuration it’s very hard to image 
gaining further improvements. The idea was to evaluate 
a new balancing opportunity based on a double coupled 
line, a solution that goes to break the layout constrain, 
but looks as the only opportunity to start a mixed model 
balancing policy. 

In fact, because of our specific constrains position, 
all station time profile look very similar and the idea to 
test any balancing strategy based on scheduling distinct 
model groups to achieve balancing benefits, since the 
preliminary observation seems to fail. 

On the opposite, it seems possible have a good 
match, fitting station profile in a counterflowed way, or 
just considering a single item matched with its self. 

Any way, in more general case of distinct 
constrained stations and tasks, no limitation arises to 
improve a single or parallel direct flow mixing model 
balancing strategy. 

The possibility of obtaining a clear improvement 
raises up, under a profile of efficiency and cost, as well 
as from a point of view of the balance of the loads 
assigned to resources. 

The idea is to abstract from the system under 
examination, while keeping it as a reference for the data 
for the model. No investment costs are available for an 
investment analysis, but if the double line should be 
proved to be an optimal solution, there are no serious 
limits to its realization, as the unavoidable costs will be 
offset by savings in production. 

In the new layout, a new twin line will be realized, 
disposed parallel to the original one, but with the 
stations arranged in a totally symmetrical way, for 
example, the station 1 on line 1, it will match to 6 on the 
second line, the station 2 in the first 5 in line with the 
second and so on, keeping the number of fixed 
resources. 

In the analysis of the resulting output from the 
model with the solutions previously applied, some of 
the stations, in fact, had still space for further 
optimization because of the presence of stations not 
well filled, due to the presence of constraints and to the 
number and features of tasks in which it was divided 
assembly. To define best configurations and matches to 
set for the new algorithm implementation, further tests 

to try to needed to be conducted. In fact, this 
configuration requires that distinct pump models could 
be produced simultaneously. 

To determine the best matches between pumps we 
used simulation software. 

By observing results of optimization phase for the 
single line case, it pops up that there were lines of 
production plan proposed for the double line. We 
defined multiple sheets to be read in the program with 
the following additional information with respect to 
single - line: 

• Production line value: indicates the line the 
item will be assembled in, first or second. 

• Task time: The times are the same as single 
line, but for item that will result to be 
assembled on second line, tasks are 
renumbered in a symmetrical manner, ie, the 
task number 34, becomes the number 1, 
number 2, 33, and so on. 

• Number of matches: number of rows, 
subsequent to the current one, who will attempt 
the match with it. 

• New Reference Tack time: average of all 
coupled items: being twos at a time, the actual 
value of this will be the sum of the 68 tasks of 
the two lines, divided by the number of 
resources (6). 

 
The parameters just defined for each row are then 

placed into the new files to read in order to verify 
combinations with all others. Each files show in the first 
line the data of product to be assembled on the first line, 
and than those for all others to score the match 
performances. 

The aim is thus to compare each row with the 
others and define, based on the goodness of each match 
with the other lines, define for each order line a priority 
list of coupling with the other in order to improve the 
joint efficiency. 

In order to achieve the best balancing of the line, 
obtaining a better efficiency and the minimization of 
costs, a new heuristics has been structured, then 
checked for the distribution of tasks to the stations of 
two lines in a dynamic manner, the structure of which 
will be verified later. 

We can observe, first, that it was decided to couple 
the line 2 to the first in a antisymmetric way. So, 
corresponding to the entrance of the pumps on line 1, is 
the exit of the assembled pumps in line 2. The number 
of operators is six, and each operator works on both 
lines turning him self of 180° and advancing few steps, 
the possibility of movement is then guaranteed. 

In the tasks assigning process, stations will be 
considered coupled. We will, therefore, face with a pair 
of stations, and tasks will be assigned to a numbered 
operator, rather than to station. 

The chamfer machine has now been moved in the 
middle of lines space corresponding to the station 3 and 
4, available for the two operators who have to use this 
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resource: the operator 4 for the first line and the 
operator 3 for the second. 

The task assignment to stations will be based on 
the operator scheduled to, as tasks of the two order lines 
are available on the two opposing lines to be allocated 
to the two stations under operator jurisdiction, 
respecting each precedence diagram. 

The reference total tack time is calculated as 
average for all tasks of coupled items, or as the sum of 
the ideal tack times of the lines that try the match. 

 

 
Fig. 7: snapshot of the double assembly line layout 

 
3.1.5. Definition and implementation of heuristic for 

the double line 
In the first part or preliminary phase of the double line 
algorithm, a pair of rows at a time will be read at the 
time, considering the first, as the leading one, to be 
produced in line 1, and the second one, instead, to be 
tested as mate item on the second line. 

At this point, we start to assign tasks to the first 
operator, or rather the first pair of stations (in our case 
St_1.1 – St_6.2 where the second index refers to the 
line on which you are). 

The algorithm logic for the allocation, considers 
that, for each coupled stations/operator, allocation starts 
with the station, if exists, with constrained tasks till 
constrained task has been allocated; since that, tasks are 
allocated alternately to both coupled stations from those 
of matched order rows, till reference times has got, in 
respect of priorities. 

If the assignment of the task can not be made 
because of the tack time reference level is exceeded, or 
if is not possible to assign all tasks within the available 
stations, an increment of reference Tack Time starts, 
and the assignment has be done again, as previously. 

As the assignment is completed, all the values for 
tack times, efficiency and cost for subsequent 
comparison are memorized, and the dominant line with 
his next match is tested, till the end of the file. 

At this point, obtained all the possible 
configurations for the match with the dominant line, is 
possible to compare the parameters of best matches with 
the winning ones in the single line case. 

Direct cost and inefficiency, are calculated as in 
the single line case, just considering the cumulative 
coefficients of imbalance and a tack time, meaning the 
added value for the two models matched in the double 
line. 

The improvement combinations are sorted in 
descending order of saving costs, and this defines the 

priority matching lists, available to be used for any 
production plan. Next matching criterion is the 
production volume. 
 

 
Fig. 8: logic for the allocation of alternate operations 

 
For example, if there is an order which requires the 

production of a different number of pumps belonging to 
different families and with various optional and drives, 
by consulting the list of priority can be known, fixing a 
rule to choose the model to be produced in line 1, which 
of the remaining ones, mates better produced on line 2. 

At this point, one ore more criteria to define the 
order to assembly in line 1, was requested to combine 
these results at our disposal, with a specific PP, to 
obtain a suitable situation to our case to test.  

The possible criterions to use priority lists, were: 
to respect lean and FIFO logic, was to consider the 

list position of the rows of the production plan, 
considering to match to the first matching available one, 
as it were the time succession of the arrival of the 
various orders and then define a logic in which each not 
yet scheduled row, was matched with available sequent 
ones, under the respect of its priority list, till the 
quantity ending. 

If, however, there is the possibility of delaying the 
production start of an order, it is possible decide to wait 
for the arrival of the one that best mates with it, or it can 
wait until it reaches a number of orders such that their 
production volume equals that of the order on hold. 

Some control code adjusts the emulation of the 
assembly process, coupled and phased, of the 
production plan limited to the order lines suitable to be 
processed in a double line, on the basis of attributes 
further introduced to manage the routing. 

Control code protect the simulation from the 
possibility that on one of two lines new orders could 
entry the system if coupled order have been not 
completed already. The cadence of work considers the 
operator to work alternately on both coupled items 
before start a new item following on one of lines. 

This has been realized through cross - inhibitions 
and unlock. 

 
3.2. ANALYSIS AND COMPARISON OF 

EXPERIMENTAL RESULTS 
In the following lines some algorithm and simulation 
application have been outlined. 
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Single Line 
First, in table 3 it is possible to observe the total 

absence, in the best configuration case, of stations 
under-utilized.  

It’s easy understand that their presence affect the 
best performances of balancing.  

Second, we can see that the stations, under charged 
at the first instance, have been permanently depleted 
and erased, as those already empty since first tasks 
allocation. This means that the final winning situations 
appear to be those which have a lower number of 
resources, except in those cases in which stations are all 
well filled. 

Table 4 shows as the final configuration results in 
an overall improvement in the efficiency and cost. 
There is no worsening in the final configuration, in fact, 
but at least, values remain the same. For those rows, it 
means that the best configuration is the first, the one 
obtained after the first dynamic allocation. Any way, 
our new dynamic assignment yield a large improvement 
for cost and efficiency values, if we should compare 
these to those corresponding to the first situation, 
namely that provided by the company, thus obtaining a 
positive result. 

 
Table 2: unbalance coefficients after dynamic allocation 
process. In green stations with the maximum 
coefficient, in orange under charged stations, and red 
empty ones. 
 

 
 

Table 3: UCL for single line best configuration. In green 
stations with the maximum coefficient, in orange under 
charged stations, and red empty ones. 
 

From Table 5 it is evident that the winning 
configurations are Config_1, corresponding to the initial 
dynamic distribution, and Config_3, when reference 
tack time is amplified, and tasks of the under charged 
station, are reassigned. Before continuing the analysis, it 
is good to declare that since the Config_2, with 
operators uncharged since from the beginning, 
reassigned to overcharged stations, is never successful, 
it will not be shown in the following charts, as data 
relating to the configuration number 4. 

In other words, since there are no lines which pass 
configuration 2, there are no rows that will attempt to 
use the number 4. 

 

 
 

Table 4: Global Efficiency and Whole Direct Assembly 
Cost, Config_1 vs final best configuration. In green, 
rows showing an improvement. 
 

 
 

Table 5: number of winning configurations for all lines. 
Conf_1 Conf_2 Conf_3 Conf_4 Conf_5 

90 0 37 0 0 
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Fig. 9: Average Efficiency for all single line 
configurations 

 
The efficiency of the line after the first dynamic 

reassignment grows with a significant increase of 12 
percentage points, which leads to 83%. 

The following phase, knew as Config_2, with the 
redistribution of the operators will cause a decrease, 
while, again, in the Config_3, the efficiency decrease is 
compensated with the increase of the tack time, that 
makes possible the elimination of the undercharged -
stations which lead to a vertex efficiency of 85%, no 
more over passed also by Config_4, when redistribution 
of released workers, then records a decrease, albeit 
minimal. 
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But, although the final situation, Config_4, is 
typically better, from this point of view, if we observe 
the objective function, the development of costs, it can 
be observed that it is no more convenient. Since that the 
objective is to minimize costs, much more than increase 
efficiency, Config_2 is winning on Config_5. 

The cost trend is still fairly close to that one of 
efficiency, this trend is shown in Figure 9, while in the 
following figures are the changes in costs and the 
maximum decrease achieved in various configurations. 

The Average Direct assembly Cost undergoes a 
substantial decrease, both in the case of dynamic 
allocation, equal to 16.7%, both in the case of depletion 
of the stations under - utilized, when compared to the 
initial situation.  
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Fig. 10: average Direct assembly Cost for all single line 
configurations 

 
The reallocation of workers leeds to a fall, but is 

much less important, being equal to 2.9%. 
The cost of production was calculated in such a 

way as to be representative of both the tack time 
reference of the line for each row, and then for each 
model, both the number of resources used, as well as the 
production volume: 

 

( )

QuantityLot 
where

            
__

=

•••=

LQ

CostWorkManLQSTmDAC
CostAssemblyDirect

 (3) 

 
Another evidence is that there is a general 

tendency that are Station_2 and Station_3 to get empty 
when we are working to kill under charged stations, 
indicative of the fact that they appear to be the less 
loaded. Station_3 has a tendency to be empty already in 
the case of the first dynamic assignment. 

Given the trend of the last three stations, which is 
almost the same in various assignments, it’s possible 
justify the initial drop of operations on the station 2, in 
fact offset by the significant increase in allocations to 
station 1, and this trend is also indicative of the 
constrained station that creates a bonding allocation in 
station 4. 
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Fig. 10: Initial configuration, Average Station 
unbalance coefficients, UCS. 
 

The initial situation presents a quite low balancing 
level, especially as regards to stations 2 and 3.  

All subsequent situations lead to an improvement 
in percentage for the station, but do not entail a better 
balance, ie a situation in here there is balance between 
the various coefficients that should settle to values 
similar to each other and quite high. 

 
Bilanciamento Assegnazione Dinamica
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Fig. 11: Config_1, Average UCS. 

 
We have seen earlier that the resignation of the 

operators, with subsequent lowering of the tack time, 
never leads to an advantage compared to the situation 
where not schedule one or more resources, keeping the 
same tack time. 

Whole UCs representation for each of all available 
station as in the initial configuration, any way, is not 
really well representative, in fact, we are in presence of 
situations with a variable number of /stations/operators, 
and therefore, it will be better outline results based on 
the number of remaining stations/operators. 
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Fig. 12: Final configuration, 4 resources Average 
Station unbalance coefficients, UCS. 

 
Bilanciamento 5 Risorse
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Fig. 13: Final configuration, 5 resources UCS. 
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Bilanciamento 6 Risorse
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Fig. 14: Final configuration, 6 resources UCS. 

 
It is now more evident the achieved advantage 

with the proposed configurations. In cases with a 
greater number of resources, however, it is noted still 
the possibility to have an improvement, especially for 
what concerns the second resource, as the case 
corresponding to the stations 2 or 3. 

In general, however, UCS coefficients range within 
a fairly narrow range and values placed around between 
70% and 80%. 

 
3.2.1. The analysis of the double line 
The double line configurations are all 6 resources. 

 
Two main ranges: 
• 0.304 - 0.568: light green, more unbalanced 

stations; 
• 0.568 - 0.7: dark green, less unbalanced 

stations. 
 

To obtain these ranges, an interval that would go 
from the minimum value of the coefficients of 
unbalance (0.304) to a maximum value, chosen by us, 
equal to 0.7, is considered. 

Several possible scenarios were examined to 
define matches, tested all using the simulator. This 
solution proved to be the best under speed and 
efficiency of calculation point of view. 

The scheduled lines to be assembled in the double 
line are 79. 

The priorities lists so defined are presented in 
Table 6. 

 
Table 6: an example of priority list 

 
 

As the priority list were defined, two defined 
production plans, extract from the original one just for 
matching lines, one defined to match the higher-volume 
lines to all other lines, and one defined to give the 
leading role to test matches with all other lines, to the 
rows in the topmost position, as indicative of the 
sequence of arrival of orders, were tested. 
 

Table 7: final UCS; in different shades of green worse 
values. 
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Fig. 14: Comparison of costs in a single line and double 
line for the two production plans. 

 
As shown by the graph, with the double line is 

achieved a reduction of costs to produce the same plane 
vs the single line. Is also observed a higher gain (7.2%) 
with the first type of scheduling compared to the second 
(6.8%) even if the difference between the two is 
minimum, equal to 0.4%. 

 
Confronto Efficienze Doppia Linea-Linea Singola
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Fig. 15: Comparison of the efficiencies double line vs. 
single line under two different schedules. 

 
The efficiency implies a remarkable increase, also. 

The values for both types of scheduling are very good, 
and the increase compared to the single line best 
configurations, is 35.5% for the first schedule, while 
35% for the second. 

The improvement is made even more visible from 
the observation of the graphs for the UCS.  

With the double line, in both schedules, it is 
possible observe a very good balance and the range 
within which falls the various coefficients are very 
narrow and with excellent values, being included 
between 85% and 97%. 
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Utilizzazione Linea Doppia Sched.1
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Fig. 15: UCS for the double line in first scheduling. 

 
Utilizzazione Linea Doppia Sched.2

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Stat.1 Stat.2 Stat.3 Stat.4 Stat.5 Stat.6  
Fig. 15: UCS for the double line in second scheduling. 

 
3.3. CONCLUSIONS 
In this paper a thoroughly research was conducted 
regarding possible improvements to be applied to the 
case of an manual assembly line for hydraulic devices. 

In this work were identified and then addressed the 
most critical issues, through an multi phase algorithm 
definition and consequent simulation of the process. 

Preliminarily, we have conducted analyzes that 
could lead to the definition of the necessary elements to 
optimize the load balancing of the line, as well as to 
reduce costs and increase efficiency. 

On the basis of data provided by the company, of 
the imposed constraints and the criticalities, in general, 
are then created simulation models, which showed the 
system behaviour depending on the logic strategy 
applied in each phase. 

The aim of this study was to define a global 
strategy to apply o a wide range of assembling systems, 
to optimize production.  

Therefore, all the relevant parameters have been 
identified, in order to define all the possible achieved 
improvements, ie the best balance of stations time 
distributed on the line, as a certain balance among 
between the workloads assigned to the operators and 
avoiding the lack of homogeneity among the various 
resources, the minimization of production costs of 
products mix, ie. the maximization of the efficiency.  

All strategies have been defined respecting any of 
the main constraints and considering an appropriate 
volume production, which could give validity to the 
model. 

The execution of this work has begun with an 
analysis of manual assembly line specific question, for 
what regards its characteristics and peculiarities. 

Then, a cascade of ameliorative approaches were 
evaluated, structured as algorithms and heuristics so that 
they could then translate into a programming language 
for the implementation and verification of their actual 
goodness, to the computer. 

In conclusion, as verified, considerable 
improvements in those that were indicated as the 
objective functions of this work have been got, ie the 
balance and the production costs (or efficiency), 
resulting in an improvement in productivity. 

Another goal that can be considered reached, the 
definition of a model that was as versatile as possible. 
Thanks to the type of structured algorithm and its 
consequent translation logic programming software, the 
model can, with its shape, to adapt to other situations of 
lines of manual assembly with similar characteristics. 

A good improvement is definitely the tasks 
dynamic assignment, useful to assign operations in a 
flexible way and fully accomplishing with the 
constraints, structural ones or otherwise, imposed by 
production statements.  

The layout changes for the double line, while 
going to change the physical structure of the system, 
and leading to an investment of time and money, can 
still be considered valid since the benefit obtained.  

Thanks to the creation of lists of priorities you 
have in fact a useful and powerful tool that allows you 
to go to produce combinations of multiple products 
minimizing down costs and gain efficiency, and just 
only when needed, being able to choose among multiple 
strategies to define double line assembly plans 
configurations, depending on to ways in which the 
company prefers replay to market requests and orders. 
As already mentioned, the costs for the extension can 
still be reduced by acquiring simple systems to share 
equipments. 

The first part of the study had been inherited from 
a previous research, much more simple, where the 
improving strategy has been developed on a 
spreadsheet. 

Future subsequent optimization approaches could 
include a new data collection and the variation of data 
of the system randomly with logic, to have a greater 
validation of the algorithm. 

It could be possible also refer to an advancement 
of multiple products simultaneously on the same line, 
similar to what we saw in the last part of this work, but 
without another line, but by simply extending the 
existing one, with U-Shaped layout, and evaluate, a 
scheduling strategy but on the double of the stations, 
with possible assignment of stations even at the same 
operators, in order to obtain a greater opportunity to 
balance based on the scheduling of resources, but also 
to be able to feed as a double line, alternately. 

This opportunity is under evaluation. 
Finally you could structure the analyzes 

concerning the study of the cost of any delays on 
deliveries or completion of the off-line products, 
evaluating solutions for the optimization of these 
parameters and the creation of configurations can 
prevent the emergence of such issues. 

In general, the use of solution approaches such as 
algorithms, heuristics, simulation techniques and 
classical analytical techniques, opens up a panorama of 
endless possibilities, which allow to deduce a solution 
or, more often, a set solutions to the problem to improve 
the present situation. As there is no best technique, the 
goodness of one technique over another, is a function of 
the objectives to be pursued, and the results that we are 
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provided, as well as the proper structuring of the 
preliminary steps in the analytical process. 
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ABSTRACT 

In this paper we report on a methodology to model 

pedestrian behaviours whilst aggregate variables are 

concerned, with potential applications to different 

situations, such as evacuating a building in emergency 

events. The approach consists of using UWB (ultra-

wide band) based data collection to characterise 

behaviour in specific scenarios. From a number of 

experiments carried out, we detail the single-file 

scenario to demonstrate the ability of this approach to 

represent macroscopic characteristics of the pedestrian 

flow. Results are discussed and we can conclude that 

UWB-based data collection shows great potential and 

suitability for human trajectory extraction, when 

compared to other traditional approaches.  

 

Keywords: UWB, pedestrian behaviour modelling, 

emergency planning, evacuation. 

 

1. INTRODUCTION 

The safety of people in emergency situations where 

panic can lead to unexpected or anti-social behaviour 

has been a subject of interest and study of researchers, 

engineers and authorities [1]. The study of pedestrian 

motion and behaviour is thus crucial for assuring the 

safety of people in situations such as confined spaces 

with large concentrations of people, which can lead to a 

large number of wounded and dead people in an 

evacuation scenario. However, studying crowd 

behaviour in emergency situations is difficult since it 

often requires exposing real people to the actual, 

possibly dangerous, environments [2]. 

 Although models and simulation tools exist to help 

building designers and emergency planners, results are 

not generally satisfactory. Scientists and practitioners 

most of the time must rely on simplified models for 

which validation is problematic due to the lack of 

appropriate data, as well as reference models and 

benchmarks with which to compare. These models 

must, therefore, be calibrated against reliable data to 

ensure their validity.  

 To improve the knowledge related to pedestrian 

dynamics, it is necessary to develop experiments with 

volunteers where their movements are recorded and 

data is subsequently mined in order to extract 

meaningful information. Towards this goal, this paper 

reports on a series of experiments performed in different 

scenarios, using a radio frequency based indoor 

localization to collect the trajectories of every 

participant. The data resulting from the experiments will 

be used in the context of a larger project: “mSPEED” 

Simulator, an integrated framework constituting a 

unique tool for agent-based “Modelling and Simulation 

of Pedestrian Emergent Evacuation Dynamics” under 

development at LIACC. This tool will be used to 

validate new and existing building layouts, help 

planners develop and improve emergency plans and 

safety systems, train occupants using virtual drills, and 

help fire-fighters and rescuers develop plans, rescue 

strategies, and learn how to deal effectively with crowds 

during emergencies and critical situations. 

The remainder of this paper is organised as 

follows. Section 2 presents some pedestrian data 

collection technologies, whereas Section 3 is used to 

detail the UWB-based approach for human trajectory 

extraction. Experiments are described in Section 4, 

whose results are discussed in Section 5. We finally 

draw conclusions and point out directions for further 

research in Section 6. 

 

2. PEDESTRIAN DATA COLLECTION 

Crowds and pedestrians have been empirically studied 

for the past decades [3,4]. The evaluation methods 

applied were based on direct observation, photographs, 

and time-lapse films.  Video has been an important tool 

for observing pedestrians [5]. It is considerably better 

than direct observation, since the same scene can be 

studied over and over again, by human observation or 

using computer software with analysis algorithms. 

Some research laboratories have been using video 

recordings of pedestrians to study and analyse their 

movement and extract patterns that can provide insight 
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into theories and mathematical models. One example is 

the Pedestrian Accessibility Movement Environment 

Laboratory – PAMELA built to better understand how 

people interact with the environment and thus how can 

designers mitigate some of the problems people 

encounter as they move around (http://www. 

ucl.ac.uk/arg/pamela). Its aim is to study and develop 

tools for helping people with accessibility problems or 

some kind of motor disability. 

Besides video, other technologies are also used to 

capture pedestrian behaviour, such as Bluetooth, RFID 

[6], among others. One possible way of addressing this 

challenge is by using a combination of various sensors, 

called “Sensor Fusion”, combining data gathered from 

various sources, to help understand pedestrian 

movement and behaviour and thus enabling the creation 

of better and more complete databases. 

 In this paper, we propose the use of an ultra-

wideband (UWB) radio frequency based indoor 

localization system for pedestrian dynamics trajectory 

tracking. 

 

3. USING UWB FOR HUMAN TRAJECTORY 

EXTRACTION 

 

3.1. UWB 

According to Nekoogar [7], the usage of UWB based 

technology offers several advantages over narrowband 

communication systems, some of which Corrales, 

Candelas and Torres [8] claim are beneficial for indoor 

human tracking: 

 

 Due to the short duration of UWB pulses, 

receivers are able to differentiate the original 

signals from the reflected and refracted ones, 

which make UWB based systems less sensitive 

to multipath fading. 

 The low power UWB signals reside below the 

noise floor of typical narrowband receivers and 

enable UWB signals to share the frequency 

spectrum with other radio services with 

minimal or no interference. 

 There are no line-of-sight restrictions due to 

the long wavelength, low frequencies included 

in the broad range of the UWB frequency 

spectrum ability to penetrate a variety of 

materials. 

 As UWB transmission is carrierless, no 

modulation is required, and the low-powered 

pulses eliminate the need for a power 

amplifier, resulting in simple transceiver 

architecture and reduced infrastructure. 

 

 Although the experiments presented in this paper 

are very simple and performed under laboratory 

conditions, the usage of a radio frequency based system 

allows for a number of advantages over traditional data 

collection methods like automatic extraction of 

pedestrian trajectories from video recordings: as 

previously mentioned, there are no line-of-sight 

restrictions and is also suited for low ceiling buildings. 

It also encompasses a wider breath of simulation 

scenarios, such as limited visibility situations (e.g. dark 

or smoke filled rooms), which are very common in 

emergency situations due to fire. 

 By assigning identifiable tags to individual 

participants, we are also able to easily associate some 

characteristics of the individual pedestrian (e.g. gender, 

height and age) with its trajectory. This might allow 

better understanding of the dynamics of heterogeneous 

crowds and study the effect of outliers like elderly 

people or people with mobility impairments. 

 

3.2. Ubisense Description 

The Ubisense (http://www.ubisense.net/) real-time 

location system is an in-building ultra-wideband radio 

based tracking system which can obtain accurate 

information of the positions of people and objects. This 

system uses small devices (tags) that send UWB pulses 

to a network of hardware receivers fixated in the 

localization area, which use a combination of TDOA 

(Time-Difference of Arrival) and AOA (Angle of 

Arrival) techniques to estimate the position of each tag 

[9]. These tags can be attached to objects or carried by 

personnel. Sensors can also be connected to a computer, 

and Ubisense also provides a middleware platform 

which can manage and filter real-time location 

information and simplify the creation of location aware 

applications that monitor several localization areas 

simultaneously. 

 The system provided by Ubisense has seen wide 

adoption by the industry, especially in manufacturing 

plants, providing location services for tracking assets in 

order to improve and better control processes [10]. 

Lately, it has also been used to track personnel during 

military and fire fighter training and operations [11], 

and as a behaviour analysis tool based on coordinates of 

body tags [12]. 

 

4. EXPERIMENTS 

 

4.1. Aim 

Our aim for the experiments described in this document 

is twofold. First, we aim to provide valid data for 

pedestrian dynamics model elicitation, as well as model 

validation in different facilities. Another goal is to 

evaluate the usage of a UWB based real-time location 

system for pedestrian movement data collection and 

trajectory extraction. 

 

4.2. Setup 

Experiments were performed in our lab, at FEUP 

(Fig.1), and were conducted with up to 30 participants, 

mostly students, whose average age was 21.4 ± 4.5 

years and of mixed gender. For all experiments, the test 

persons were instructed to move with purpose, but not 

haste. These experiments follow a set of similar 

experiments performed in Germany at the Jülich 

Supercomputing Centre (JSC) [13–17], in which 

pedestrian trajectories were accurately extracted from 
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video recordings. In contrast, in our experiments 

automatic data collection is performed by assigning 

individual tags to participants, whose position was then 

tracked. Due to the limited number of tags available, 

our experiments were performed on a smaller scale. 

 

 
Figure 1: Experiment setup a) Room and sensors b) 

Christmas hats with tags 

 

 After being secured at a height of 2.3 m from the 

ground, four sensors were placed in the four vertices of 

the bounding rectangle containing the area where 

experiments took place (Fig.1a). Within this area, 

different scenarios were built using tables and a vinyl 

foldable wall. 

Tag placement plays an important role in ensuring 

that good readings will be achievable. Tags become 

difficult to read when they are in close proximity to 

materials that absorb a large amount of radio frequency 

energy, such as water, that makes up most of the human 

body. For the purposes of these experiments, tags were 

attached on top of Christmas hats secured with straps 

(Fig.1b). Although the system works well without direct 

line-of-sight, placing tags this way ensures unobstructed 

path between tags and sensors, which improves 

measurements and is advised by the Ubisense system 

setup instructions. 

The experiments were divided in three general set-

ups: single-file, narrow passage and corner and  

T-junction. Each set-up aims to provide data suitable to 

study different phenomena: fundamental relation in a 

simple scenario, unidirectional pedestrian flow through 

bottlenecks and more complex configurations like 

corners and merging of flows respectively. In this paper 

we are concerned to analyse the single-file scenario 

only, which is described in detail in the following 

sections. 

 

4.3. The Single-File Scenario 

 

The reduced degrees of freedom associated with 

movement along a line helps minimize the effects that 

might influence the relation between the density and 

velocity of pedestrian movement. Single-file movement 

is therefore the simplest system for investigation of this 

dependency, which is the goal of the first experiment. 

To avoid boundary effects and limit the amount of test 

people needed, this first scenario was composed of a 

looping track. Corridor width was defined such that it 

does not impede the free movement of arms but 

enforces single-file movement by preventing passing 

and the formation of multiple lanes (Fig.2). 

 
Figure 2: Experimental setup for the single-file scenario 

 

Test subjects were instructed not to overtake and 

were distributed uniformly in the corridor. Each 

experiment run had each person complete two full loops 

before leaving the track. To regulate pedestrian density, 

three runs with 10, 15 and 20 randomly chosen 

pedestrians were performed. Ten runs with a single 

pedestrian were also performed with the purpose of free 

velocity determination. 

 Although trajectory data was collected for the 

whole track, only a section of the straight part with a 

length of 2 m was analysed, to avoid the influence of 

curves (shaded area in Fig.2). 

 

5. RESULTS AND DISCUSSION 

The UWB system used for data collection 

asynchronously reads tags’ location: a stream of 

location events is generated over time; each event only 

contains information about the position of a single tag. 

Consequently the location of the crowd is updated one 

pedestrian at a time. Moreover, the system does not 

ensure a constant frequency of readings for each tag. 

 The mean frequency of location updates for a 

single tag in the collected data was 4.74 ± 1.74 Hz. This 

compares unfavourably with video collection 

techniques, where frequencies of 25 Hz are common 

and each frame contains data about all pedestrians. 

 One of the tags used during the experiments 

behaved erratically, and therefore was not considered 

for the purpose of representing trajectories.  From the 

remaining stream of location events, trajectories were 

constructed for each pedestrian, whose representation 

for some experiments is presented in Fig.5. 

 

 
Figure 5: Extracted trajectories for the single-file 

scenario. 
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 The collected trajectories appear to be jerky and 

imprecise. Considerable noise seems to affect some 

measurements as some trajectories are drawn outside 

the physically delimited track bounds, where 

pedestrians would be unable to reach. 

 Although the location system used can, under ideal 

conditions, achieve an accuracy of up to 20 cm, 

experiments and test scenarios could only reach sub-

meter accuracy [18]. The inaccuracies of the positioning 

system explain the irregularities in the trajectories, and 

can be attributed to imprecisions in the calibration 

process, limitations of the information filter used by the 

location system framework, background noise, the 

agglomeration of large number of tags in confined areas 

and the signal attenuation caused by the presence of a 

large number of test persons. 

 

5.1. Analysis of the single file experiment 

Only a straight section with length lm = 2 m was 

considered to determine the density-velocity relation of 

pedestrian movement. Entrance (t
en

) and exit (t
ex

) times 

were recorded for each pedestrian crossing the entrance 

(x
en

) and exit (x
ex

) of this section. From these times, 

both the average velocity 

 

   
  

  
     

        (1) 

 

of each crossing i as well as the number of persons 

inside the measurement section N(t) at each instant t can 

be obtained. Taking into consideration the large period 

between consecutive measurements for each tag, a 

linear interpolation between the positions and instants 
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) the measurement section and the positions 
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) are necessary to better estimate the 

exact entrance and exit times: 
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 From the runs with a single pedestrian on the track, 

the free velocity vfree = 1.33 ± 0.13 m/s, was obtained, 

which matches well with the value from literature 

(1.34m/s) [19]. 

 Density at each instant t can be obtained from the 

instantaneous number of pedestrians N inside the 

measurement section. 

 

 ( )   ( )        (4) 

 

 As the measurement section is short, only small 

numbers of persons can be inside. Consequently the 

value of density calculated from the above definition 

jumps between discrete values. An enhanced definition 

of the density, calculated through the time headways 

between successive pedestrians avoids this problem, but 

its calculation is a challenging task as the data 

collection system is unable to provide the location of 

two tags at the same instant, and also because 

inaccuracies would increase as error from two different 

measurements would have to be taken into account. 

 The density assigned to each pedestrian crossing 

the measurement section is determined as the mean 

value of density during the crossing: 
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 The differences between the mean value of density 

over time determined by this method or by the time 

headway method is negligible [20]. Fig. 6 shows the 

evolution of the crossings’ speed and density in the 

measurement section over the whole duration of the run 

with 20 pedestrians. 

 

 
Figure 6: Evolution of speed vi and density ρn over the 

duration of the experiment composed of 20 participants. 

Tick blue lines, whose length indicates the time interval 

a pedestrian is inside the measurement section, 

represent the mean velocity of the crossing. 

  

 
 

Figure 7: Relation between density and velocity in the 

single file scenario for the runs with 1, 10, 15 and 20 

participants. 
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A graphical representation of the velocity (vi) - density 

(ρi) pairs of each crossing is presented in  

Fig.7. This representation is known as the fundamental 

diagram of pedestrian movement. 

 In comparison with the diagrams obtained from 

similar experiments [13, 20], where data was collected 

manually from video recordings, similar values for 

density and velocity are found for runs with the same 

number of participants. However, our diagram is more 

disperse as a result of the limited precision of the UWB 

system. No data is presented for values of density over 

1.2 1/m because when the experiment was performed no 

more than 20 voluntaries were present. 

 

6. CONCLUSIONS 

UWB based systems present a great potential for 

pedestrian data collection. Although more experiments 

are needed to validate this technique, it shows potential 

and suitability for human trajectory extraction. 

 Usage of this technology presents several 

advantages over traditional data collection techniques, 

expanding the breath of possible scenarios for 

experiments, such as situations of limited visibility for 

which data is inexistent. Compared with video 

recordings for tracking of people trajectories, UWB 

allows use in narrower spaces, lower ceilings and areas 

with line of sight restrictions. Other aspect is related 

with data collection. UWB based systems record the 

coordinates of position for each tag directly whereas 

video recordings must be later analysed and processed 

in order to extract positions/trajectories. Each tag 

carried by pedestrians is uniquely identifiable, allowing 

individual tracking thus enabling investigating both the 

dynamics of crowds and study the behaviour of specific 

individuals like child, elderly or people with mobility 

impairments. 

 On the down side, it has a lower sample rate than 

video: about 5 Hz in the case of UWB versus 25 Hz 

with video. Also, video techniques present 

synchronized results whilst UWB does not. Moreover, 

technical limitations such as lack of fine spatial 

precision make it not optimal for extracting microscopic 

properties of traffic, such as velocities and densities at a 

disaggregated level. 

 In conclusion, and when comparing the drawbacks 

with the advantages, UWB techniques for human 

trajectory extraction seems a viable approach. It is 

particularly suitable for scenarios where video is less 

applicable and pedestrian fine positioning is not an 

issue, such as for macroscopic analysis (e.g. egress 

time, path choice and behaviour scrutiny).  

 Future work will focus on the analysis of other 

experiments using different scenarios, following the 

same methodology. The results of this work will be 

used to validate and calibrate behaviour models in the 

“mSPEED” framework. This will constitute a unique 

tool for agent-based “Modelling and Simulation of 

Pedestrian Emergent Evacuation Dynamics” under 

development at LIACC. 
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ABSTRACT 

As the necessity of lowering the energy consumption of 

manufacturing plants rises, the possibility to optimize a 

planned production hall becomes more and more 

important. Therefore the research project INFO, a 

project of the Vienna University of Technology in 

cooperation with industry partners and supported by the 

FFG, the Austrian Research Promotion Agency, creates 

an overall simulation of a cutting factory. This work 

deals with one aspect of such a simulation by studying 

the possibilities of coupling different partial models in 

one simulator. First the two partial models are built and 

their simulation results are compared to measurement 

data. The models are kept very simple to avoid 

numerical problems that could emerge from having an 

equation system that is too big. Then the two models are 

coupled and the problems that arise are analysed. 

 

Keywords: thermodynamics, machine tool, Modelica, 

Dymola, MapleSim 

 

1. INTRODUCTION 

As the necessity of lowering the energy consumption of 

manufacturing plants rises due to increased energy costs 

and environmental awareness, the possibility to 

optimize a planned production hall becomes more and 

more important. Therefore the research project INFO, a 

project of the Vienna University of Technology in 

cooperation with industry partners and supported by the 

FFG, the Austrian Research Promotion Agency, creates 

an overall simulation of a cutting factory. This includes 

microscopic and macroscopic processes, like machines, 

the building hull or influences of the weather, where all 

manifestations of energy in and the energy flow 

between the single components are studied (Leobner, 

Ponweiser, Neugschwandtner and Kastner 2011). 

Because of the multitude of the used models, one aspect 

of the project is to study the possibilities and difficulties 

of coupling different model parts.  

 In this paper the coupling of different model parts 

in one simulator will be studied. Therefore a model of a 

machine tool and a room model, which are then 

coupled, are chosen. The models are kept simple to 

identify the problems that occur because of the coupling 

of the model parts rather than numerical problems 

because of the size of the resulting equation system. The 

model of the machine tool is a linear guiding device and 

for the room model a compartment model is chosen. For 

both models exist test rigs, so they can be validated 

against measurement data.  

 Additionally a comparison of two different 

simulators, Dymola and MapleSim, is made. Both 

simulators rely on the same modelling approach, so 

their numerical behaviour and efficiency can be studied. 

 

2. SIMULATORS 

The Modelica Standard, which is maintained by the 

Modelica Corporation, uses an object-oriented approach 

to model physical systems. The system is simulated by 

building an acausal block-diagram, where every block 

represents a real component, for instance a linear 

translational spring. By using the defining equations for 

each component, which are stored in the representing 

blocks, and additional equations, that result from 

combining the blocks with acausal connections, an 

equation system is built, which can be solved by a 

simulator. It is important to note, that neither in the 

components nor in the connections a causality between 

the variables is assumed. 

 This approach works in various physical domains 

such as mechanics, electrical engineering or 

thermodynamics, which makes it possible to build 

multi-domain models. The Modelica Standard only 

provides a language to describe models in such a 

manner, to simulate the models a simulator, which 
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understands this language and provides the necessary 

algorithms to derive and solve the resulting equation 

system, has to be used. The current version of the 

Modelica Standard is version 3.2 (Modelica 

Corporation 2010). 

 As mentioned before two different simulators are 

used in this paper: Dymola and MapleSim. These 

simulators shall now be described briefly laying a focus 

on the functionalities used in this paper. 

 

2.1. Dymola 

The past of Dymola is closely related to Modelica as the 

Modelica Standard is developed from Dymola. Because 

of this Dymola can be seen as the simulator who 

understands the Modelica language best. Models can be 

built either graphically or textually. The version used in 

this paper is Dymola 2012, which supports the 

Modelica Standard 3.2. One of the main advantages is 

that all dissipative components have an optional 

heatport, which allows the use of the lost energy in an 

additional thermodynamical system. 

 

2.2. MapleSim 

MapleSim is developed by MapleSoft. Models can only 

be built graphically, but new components can be 

defined using either the Modelica language or a built in 

Maple function, where only the equations and ports 

have to be defined and a Modelica component is created 

automatically. MapleSim supports Modelica Standard 

3.1, where the optional heatport is only used in the 

electrical resistor component; this means that for the 

other dissipative components the lost energy has to be 

measured to be used in a thermodynamical model. 

 

3. MACHINE MODEL 

The linear guiding device is a simple part of a machine 

tool; it consists of a permanent magnet DC motor that 

drives a thread bar via a gear belt. The thread bar moves 

a cart, where the sliding mass is attached. The test setup 

for the validation of the model is provided by the 

Institute for Production Engineering and Laser 

Technology from the Vienna University of Technology 

(Salvatori 2012) and is shown in Figure 1. 

 

 
Figure 1: Test setup of linear guiding device 

 

For the model components of the Modelica 

Standard Library were used, the general structure of the 

model can be seen in Figure 2. It shows that the 

structure of the model is very similar to the structure of 

the real system, which is an important advantage of this 

modelling approach.  

 

 
Figure 2: Model of the Machine Tool in Dymola 

 

Due to the graphical representation of the model 

and the modular structure, the underlying equations are 

not easy to see, so the individual components of the 

model are described the following sections. 

 

3.1. Permanent Magnet DC Motor 

The electric motor is implemented as a permanent 

magnet DC motor model (Kral and Haumer 2011). The 

motor model was updated in version 3.2 of Modelica, so 

the models in Dymola and MapleSim differ in their 

complexity. Figure 3 depicts the model in Dymola. 

 

 
Figure 3: Model of a Permanent Magnet DC Motor in 

Dymola 

 

It can be seen that many losses are taken into 

account in the model as many of the components have 

heatports, which are illustrated as red squares. Besides 

the heat losses in the armature winding resistance, 

which is modelled as a resistor component, the other 

power losses that are considered are  
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 Brush losses in the armature circuit 

 Friction losses 

 Core losses 

 Stray load losses 

 

The sole purpose of the four components is to model the 

respective losses, where the power loss depending on 

the angular velocity or the current is calculated. By 

setting these dependencies to zero the components have 

no impact on the simulation results, which will be 

important to compare the Dymola and the MapleSim 

model. As mentioned before the MapleSim model of the 

permanent magnet DC motor is not that complex, here 

the armature circuit is modelled as a inductor and a 

resistor connected in series. Because of that the only 

power losses that can be taken into account are the 

losses in the resistor component so for comparability 

reasons the losses in the other components of the 

Dymola model have to be zero. 

 The parameters for the component were taken from 

the datasheets of the motor used in the test setup. 

 

3.2. Gear Belt 

The spring constant of a gear belt is always given in a 

translational manner in the data sheets. Therefore it is 

modelled as a linear translational spring-damper 

element, where the damping constant of the component 

is chosen in such a way that a swinging up of the spring 

is prevented. The transition between the rotational and 

translational mechanical domain is made through ideal 

gears, so no power is lost in this transition. 

 

3.3. Thread Bar 

The defining parameters for a thread bar are its inertia 

and its lead. So the thread bar in this model consists of a 

inertia component and an ideal gear, where the 

transition ratio is directly proportional to the lead of the 

thread bar. 

 

3.4. Cart and Mass 

As the cart and the mass that shall be moved are rigidly 

connected to each other, they can be modelled as one 

mass. The component chosen for the model is a mass 

with stop and friction, where also a hard stop can be 

implemented, but is not considered for this model. 

 

 
Figure 4: Characteristics of the velocity dependent 

friction force in Modelica 

The friction model that is used in Modelica is 

called Stribeck friction model. It not only takes into 

account the static and the velocity dependent friction 

but also considers the so called Stick-Slip-Effect. This 

is modelled by an additional term that models the 

friction decreasing exponentially with rising velocity of 

the mass. The dependencies between friction force and 

velocity are depicted in Figure 4, which are taken from 

the documentation of the Modelica Standard Library. 

The parameters of the friction were chosen in such 

a way, that the measurement data was approximated 

properly by the simulation results. This can be justified 

by the fact that the other mechanical components in the 

model are implemented at least nearly ideal, so the 

friction component can be seen as a cumulative 

component, where all the mechanical frictions in the 

system are considered. 

 

3.5. Voltage Source 

The input for the voltage source, that supplies the 

voltage for the electric motor, is stored in a time table. 

The entries of the table are derived from measurement 

data. The data was taken over the course of one 

displacement process. The measuring equipment was 

placed in front of the power electronics, so the first step 

of adjusting the data was to subtract the mean value of 

the data points in the idle state, because the power 

electronics is not considered in the model. Additionally, 

because the measured signal was very noisy, the data 

was filtered by a very simple algorithm. Every data 

point    is replaced with the mean value of 

                      . This procedure is repeated ten 

times. The result of the filtering is depicted in Figure 5. 

 

 
Figure 5: Input-Signal of Voltage Source before and 

after filtering 

 

3.6. Simulation Results 

To compare the simulation results with the 

measurement data the power consumption of the 

electric motor was used. Therefore the voltage and 

current in the armature circuit of the motor was 

measured in the model and then multiplied. 

The first simulation runs were made using the 

unfiltered noisy signal on the left of Figure 5. The 

simulation results showed that the two simulators had 

very big problems to simulate the system. The results of 

the two simulators were very different depending very 

much on the solver algorithm, the step sizes. 

Additionally the simulation results had no real 

connection to the measurement data, because the noise 

in the input signal got stronger during the simulation. 
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Given the model does not account for the power 

electronics, the power consumption of the controller has 

to be added to simulation results, so they can be 

compared to the measurement data. Figure 6 and 7 show 

the results of the simulation runs in Dymola and 

MapleSim compared to the measurement data. 

Additionally the mean values of the power 

consumptions over time are shown. 

 

 
Figure 6: Simulation results in Dymola 

 

 
Figure 7: Simulation results in MapleSim 

 

A qualitative analysis shows that the results of both 

simulators match the measurement data very well. 

Comparing the two simulators it can be seen that the 

results are slightly different. Also the mean values over 

the displacement period are different. Dymola matches 

the measurement data better in this regard, whereas the 

machine in MapleSim consumes lesser power over the 

course of one period. 

 

4. ROOM MODEL 

The surrounding of the machine is modelled through a 

compartment model. This means that the room model is 

discretized into compartments. The individual 

compartments can be seen as boxes of a certain size 

containing air. In reality such a model would have to 

take into account many things, so several assumptions 

are made for the model to simplify it: 

 

 The temperature is constant within the 

compartment 

 Heat flow is only permitted over the contact 

surface of adjacent compartments 

 The only way of heat transport is conduction, 

no convection or radiation is taken into 

account. 

 The walls of the room are perfectly isolated. 

No heat flow over the boundaries is permitted, 

so there is no energy lost in the system. 

 The thermal parameters of the air are assumed 

to be independent from the temperature and 

therefore constant over time. 

 

4.1. Compartments 

Each compartment is implemented as a submodel. 

Figure 8 shows the basic structure of the compartment. 

 

 
Figure 8: Basic structure of a single compartment in 

Dymola  

 

In Figure 9 the parameters for the compartment 

block are shown. The size of the compartment is given 

by the expansion along the x-, y- and z-axis, which have 

to be adjusted to the used compartments. Other 

parameters that are used by the components within the 

compartment are derived directly like the volume or the 

area of the faces of the compartment. Also the thermal 

parameters of the medium, that the compartment is 

filled with, can be adjusted. The parameters are the 

specific thermal capacity, the density and the 

conductivity of the medium. As default the parameters 

are set to values that correspond to the thermal 

properties of air at 20°C. 

The components used in the compartment 

submodel use these parameters to calculate the heat 

flow between the compartments. The heat capacitor 

which is located in the middle of the block depends on 

the thermal mass of the compartment, which can be 

derived from the volume and the specific thermal 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 437



capacity. In the heat capacitor component the 

temperature of the compartment is calculated. 

 

 
Figure 9: Parameters for the Compartment-block 

 

Furthermore six conductor components for all 

possible directions of the heat transfer are implemented. 

To derive the heat flow through these components, the 

simple geometry of the compartment is used. The heat 

flow is then only dependent on the area of the contact 

surface between two compartments, the distance 

between the centres of the two, the thermal conductance 

of the medium and their temperature difference. 

At last a temperature sensor to measure the 

temperature in the compartment is added. 

 

4.2. Validation 

For the validation of the model a test rig was built to see 

if the assumptions made for this model are too 

restrictive. Therefore a Styrofoam box was used, where 

eight temperature sensors were attached inside. As a 

heat source a soldering rod was used. The parameters of 

the eight compartments used in this model are depicted 

in Figure 9, the test rig and the model can be seen in 

Figure 10. 

 

 
Figure 10: Test rig for the room model and model in 

MapleSim 

 

The measurement data of the test rig can be seen in 

Figure 11, the simulation results of Dymola and 

MapleSim in Figure 12. 

 

 
Figure 11: Measurement data of test rig for room model 

 

 
Figure 12: Simulation results from Dymola and 

MapleSim 

 

It can be seen that the qualitative behaviour of the 

temperature in the compartment, where the heat source 

is attached, matches the measurement data, but the 

magnitude of the temperature rise in the simulation is 

disproportional. An explanation for this effect can be 

that the test rig is not isolated well enough, so the 

assumption of the perfectly isolated walls cannot be 

met. Further the other compartments heat up much more 

uniformly in the experiment than in the simulation. This 

has two main reasons. First in the test rig the heat can 

flow in any direction, whereas in the simulation it is 

only permitted in six. Second the convection, which is 

neglected in the simulation, allows a much smoother 

heat distribution in the experiment. 

The comparison of the simulation results shows 

that the two simulators work equally good for this 

model. 

 

5. COUPLING 

In a final step the two models are coupled into one 

model. The energy lost in the dissipative components of 

the machine model is used as heat source for the room 

model. In the coupled model the machine stretches 

across two compartments. The heat loss of the electric 

motor is a heat source of one compartment and the heat 

lost through friction in the mechanical parts heats up 

another compartment. Figure 13 shows the coupled 

model. 
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 Figure 13: Coupled model in MapleSim 

 

To model a machine hall the compartments in this 

model are much larger. The machine hall is assumed to 

have an expansion of 20m x 10m x 6m. Additionally 

changes in the machine model had to be made. In 

Dymola it was possible to activate the optional 

heatports to get the heat loss in the dissipative elements, 

whereas in MapleSim it was necessary to build a new 

permanent magnet DC motor component to retrieve the 

energy lost in the resistor of the armature circuit and to 

measure force and velocity at the friction component to 

calculate the heat from this component. Figure 14 

depicts the simulation results in Dymola for a 

simulation time of six hours. 

 

 
Figure 14: Simulation results of the coupled model in 

Dymola  

 

More interesting than the simulation results itself 

are the computation times it took to simulate the model. 

The two simulators both needed about half an hour to 

compute this relative simple model. Seeing as the used 

models are too simplified to represent a  real machine or 

machine hall leads to the conclusion that for more 

complicated models a coupling in one simulator is 

nearly impossible even with bigger computational 

power. 

The main problem in coupling the two models 

arises because of the different time constants of the 

model parts. As the time constants for the electrical and 

the mechanical part of the machine model are similar, 

the thermal time constant is proportional to the thermal 

mass of the studied system. This has the effect that very 

small steps have to be made by the solver algorithm 

compared to the relatively large simulation time and in 

each of these time steps the whole thermal model has to 

be calculated, which would not be necessary because of 

the slowly changing behaviour of the system. This can 

also lead to numerical problems through loss of 

significance.  

 

6. CONCLUSION 

For these particular models it is possible to couple them 

in one simulator, this is due to the simplicity of the 

models. As mentioned before having bigger, more 

complex models would take much more computational 

effort to simulate. To simulate a whole production hall 

over the course of a year is therefore not advisable with 

this approach. 

 For the machine model it is to say, that it provides 

satisfactory results if the input signal is smooth enough. 

The room model is not sophisticated enough to 

represent a real room, for that the model assumptions 

are too restrictive. But the modular construction of the 

room model allows an easy refinement of the 

discretization of the model.  
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ABSTRACT 
The management of certain systems, such as 
manufacturing facilities, supply chains, or 
communication networks implies assessing the 
consequences of decisions, aimed for the most efficient 
operation. This kind of systems usually shows complex 
behaviors where subsystems present parallel evolutions 
and synchronizations. Furthermore, the existence of 
global objectives for the operation of the systems and 
the changes that experience the systems or their 
environment during their evolution imply a more or less 
strong dependence between decisions made at different 
time points of the life cycle. This paper addresses a 
complex problem that is scarcely present in the 
scientific literature: the sequences of decisions aimed 
for achieving several objectives simultaneously and 
with strong influence from one decision to the rest of 
them. In this case, the formal statement of the decision 
problem should take into account the whole decision 
sequence, making impractical the solving paradigm of 
“divide and conquer”. Only an integrated methodology 
may afford a realistic solution of such a type of decision 
problem. In this paper, an approach based on the 
formalism of the Petri nets is described, several 
considerations related to this problem are presented, a 
solving methodology based on the previous work of the 
authors, as well as a case-study to illustrate the main 
concepts. 

 
Keywords: Petri nets, sequence of decisions, 
metaheuristic, discrete event system, alternatives 
aggregation Petri nets, optimization 

 
1. INTRODUCTION 
Real and complex systems, regarded as discrete event 
systems, may require a decision making process to be 
useful for certain applications, such as industrial 
manufacturing, supply chain, computer systems, and 
communication networks. The decisions may be more 
or less difficult to take, regarding to the system itself, 

the considered application, and the objectives to be 
achieved. For allowing the decision making, the discrete 
event system should present one or several freedom 
degrees or undefined characteristics leading to an 
undefined discrete event system (Latorre et al, 2011c).  

These undefined characteristics may belong to the 
behavior or to the structure of the system. Several 
solving methodologies can be considered. In order to 
develop a more or less general procedure for solving the 
decision-making problem it is convenient to represent 
the decision-making problem in a formal language.  

Moreover, simulation consists of a technique for 
trying to foresee the future behavior of the system, 
under specific initial conditions, that can cope with a 
broad range of systems and configurations. The result of 
this formalization of the decision problem is usually an 
optimization problem, including a model of the system 
able to perform simulations (Latorre et al. 2011c).  

 
1.1. The paradigm of the Petri nets 
Different formal languages can be chosen for 

modeling a given discrete event system. For example, it 
may be considered queuing networks, finite state 
machines or automata, Petri nets, or generalized semi-
Markov processes (Moody and Antsaklis 1998). 

In this case, the paradigm of the Petri nets has been 
chosen for several reasons. First of all, an undoubted 
advantage of Petri nets is the double graphical and 
matrix-based representation. This particular feature of 
the Petri nets make them very intuitive and powerful, 
for structural analysis as well as for performance 
evaluation and simulation. 

A second interesting characteristic of the Petri nets 
is their natural way to represent complex behaviors that 
include parallelism and synchronizations (Silva 1993), 
and for the body of knowledge in the field of the Petri 
nets, which has been developed in the last decades 
(Balbo and Silva 1998). 

The undefined characteristics of the original 
discrete event system can be expressed in the resulting 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 440



model by means of undefined parameters, leading to the 
concept of undefined Petri net (Latorre et al. 2011a). 
The parameters of a Petri net can play different roles 
and, subsequently, may be classified accordingly into 
different types, such as structural, marking, transition-
firing, or interpretation parameters. 

An overview of different approaches for solving an 
optimization problem based on an undefined Petri net 
can be found in (Latorre et al. 2011b). 

 
1.2. Optimization processes 
The mentioned approaches range from series of 

optimizations for certain initial conditions chosen 
manually, including a partial automation of the search 
for the optimal values associated to the non-structural 
parameters to the methodology proposed in (Latorre et 
al. 2011b), where a single search for all types of 
parameters is afforded. 

This approach based on a single optimization 
process has been presented for a decision that 
corresponds to an instant in the evolution of the discrete 
event system. This instant may be related to a stage in 
the design process of the system or a change in the 
configuration of the freedom degrees of the system or in 
the freedom degrees themselves. 

The optimization process can be solved for the 
mentioned decision problem focused on an instant in 
the operation of the DES and a solution can be obtained, 
where all the undefined parameters will take specific 
values (Latorre et al. 2010). Once a solution for the 
undefined parameteres has been obtained, it is necessary 
to perform a backwards translation from the undefined 
parameters to the undefined characteristics of the 
original discrete event system or freedom degrees, in 
order to solve the decision problem stated on the 
original system and not on its model. 

The rest of the paper is organized as follows. The 
section 2 is focused on the statement of the problem 
aimed to obtain a sequence of decisions based on a 
discrete event system. The section 3 outlines some 
approaches aimed to solve the mentioned problem 
aimed to afford a sequence of decisions. Sections 4 and 
5 describe two case studies, while section 6 draws the 
conclusions and future research lines. The article is 
completed with a section of acknowledgements and the 
bibliography. 
 
2. SEQUENCE OF DECISIONS 
Some real situations in the design and operation of an 
undefined discrete event system might lead the decision 
maker not to a single decision, where some freedom 
degrees can be specified, but to a sequence of decisions. 

This sequence of decisions can be afforded by 
means of separated optimization processes, following 
the paradigm of “divide and conquer” or by means of a 
single optimization. 

Examples of this kind of complex problems are the 
scheduling of tasks, the planning of operations, the 
routing of conveying parts, and in general the control of 

the equipment in a manufacturing facility (Piera and 
Mušič 2011; Bai et al. 2010; Ramirez et al. 1993). 

It is very usual that this kind of problem requires 
making a sequence of decisions related to transition-
firing parameters. The mentioned parameters, which are 
the ones that usually appear in this kind of problem, are 
the priority of firing the transitions involved in 
conflicts, which arise during the operation of the 
system. 

In order to clarify the concept of undefined 
parameters and the different types of them, which will 
be considered in this paper, the following 
considerations are presented. 

 
2.1. Undefined parameters 

The Petri net model of a discrete event system is a 
formal and quantitative representation of the structure 
and behavior of the original system. The parameters that 
configure the Petri net can be classified according to 
their function in the model. Any of these parameters can 
be undefined ones, giving place to an ambiguity or non-
determinism that can be solved by means of an 
appropriate decision. 

Definition 1. Parameter of a Petri net. 
Any numerical variable of a Petri net model or its 

evolution. 
□ 

Definition 2. Undefined parameter. 
Any numerical variable of a Petri net model or its 

evolution that has not a known value but it has to be 
assigned as a consequence of a decision from a set of at 
least two different feasible values. The value assigned 
to the undefined parameter after a decision must be 
unique. 

□ 
Definition 3. Defined parameter. 
Any parameter of a Petri net that is not undefined 

(see definition 2). 
□ 

Notice that a decision that chooses a feasible value 
for an undefined parameter transforms the parameter 
into a defined one. 

The undefined parameters of a Petri net can be 
classified according to their function in the model. A 
non-exhaustive classification, but useful for many the 
abbreviations and extensions of the ordinary Petri nets 
is the following: 

Definition 4. Structural parameter. 
Numerical value for any element in the input or 

output incidence matrices of a Petri net. The elements of 
the incidence matrices determine the weight of the arcs 
that link the nodes of the Petri net (places and 
transitions). 

□ 
An example of structural parameters arises from 

the different manufacturing strategies of the case study 
presented in (Latorre et al. 2009). The flow of parts and 
information (production request) in the manufacturing 
facility is modelled by weighted arcs between nodes of 
the Petri net. Different strategies imply diverse weights 
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in some elements of the incidence matrices; hence, 
before choosing a manufacturing strategy, some 
structural parameters are undefined ones. 

Definition 5. Marking parameter. 
Number of tokens in a particular place of the Petri 

net in the initial state of its evolution. In the case of a 
high-level (coloured) Petri net it includes the attributes 
(colour) of every token. 

□ 
Definition 6. Transition-firing parameter. 
Priority of firing a transition involved in a 

structural conflict or time of firing an enabled transition 
in the case of free speed firing. 

□ 
Priority is a concept related to priority Petri nets, 

where the inherent non-determinism related to actual or 
effective conflicts is solved by associating priorities to 
the transitions of the net. 

In a structural conflict, there is an ordering for 
firing the involved transitions, which are taken from the 
priority relation. These priorities determine which 
transition should be fired when an actual or effective 
conflict arises. For more information on the different 
type of conflicts see, for example, (David and Alla 
2005). 

On the other hand a free speed firing is a topic 
usually related to the performance improvement of a 
system by not firing a transition immediately after it 
becomes firable (maximal speed) but at the time when, 
for example, the performance of the system is the best 
that can be achieved.  

An example of undefined parameters related to 
effective conflicts can be found in a case study 
described in (Latorre et al. 2010). In this example, an 
optimal sequence of decisions for controlling the 
operation of a manufacturing facility is searched, as 
well as a series of decisions related to the design of this 
system. 

Definition 7. Interpretation parameters. 
Events, logic conditions, time delays or outputs 

associated to any node (place or transition) of a certain 
Petri net. 

□ 
Notice that this kind of parameter might be called 

synchronization parameters as well. 
It is interesting to take into account that the 

undefined transition firing and interpretation parameters 
include the usual controllable parameters considered in 
the classic control theory of DES. 

 
2.2. Outcome of the decision process. 
Following with the considerations presented in the 

previous sections, there are different possibilities to 
cope with the problem mentioned in the introduction of 
this section 2. 

One possibility consists of giving a sequence of 
decisions that optimize the objective of the operation of 
the system. 

It is also possible to provide with a summary of 
this information in the form of a scheduling for the 

different machines, a best production mix or sequence 
of manufacturing, a fixed priority associated to a given 
transition, a preferred dispatching rule, etc (Mušič 2009, 
Zimmerman et al. 2001). 

Another common way to afford this type of 
problem consists of developing a supervisor, for 
example in the form of a complementary Petri net 
model, which is able to prevent the system to reach 
certain states, such as deadlocks. 

In general, it is possible to state that the amount of 
computational resources required to solve a decision 
problem depends on the size of the solution space. For 
real applications, this size is usually very large, no 
matter if the problem consists of a single decision, 
giving values to a set of undefined parameters, or a 
sequence of decisions. 

 
2.3. Methodology for solving sequences of 

decisions and parameters of the PN 
The usual methodologies for solving sequences of 

decisions may be different regarding the undefined 
parameters present in the model of the system. Usual 
undefined parameters in the case of scheduling, 
planning, or routing are undefined transition-firing 
parameters, in particular priorities associated to the 
firing of the transitions involved in conflicts (Piera and 
Mušič 2011). 

However, other type of undefined parameters can 
be obtained as a result of the translation into a formal 
language of the undefined characteristics or freedom 
degrees of the original undefined discrete event 
systems. 

In industrial applications an example in the use of 
undefined marking parameters can be found when the 
model of the feeding process of raw materials in a 
factory is afforded. 

Furthermore, undefined interpretation parameters, 
such as the delay time associated to an enabled 
transition to become firable are less usual, but may also 
be considered to model different layouts of the same 
machines in a manufacturing facility, which imply 
diverse conveying time for the parts, when moved from 
a given machine to another one. 

Finally, undefined structural parameters can be 
associated to the design of a discrete event system or a 
modification in its structure once the system is in 
operation (Latorre et al., 2009). 

 
2.4. Parameters that vary over time 
The research performed on systems whose 

parameters vary over time, as is the case of taking a 
sequence of decisions to modify the values of certain 
undefined parameters of the Petri net, has been focused 
mainly on specific topics of the field.  

Furthermore, many researches have been devoted 
to solving efficiently the conflicts that arise in the 
evolution of a Petri net, for example to perform the 
scheduling of tasks in a manufacturing facility. 

On the other hand, different formalisms for 
modeling systems with a changing structure have been 
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developed and deeply studied, such as graph grammars, 
reconfigurable Petri nets, or sel-modifying Petri nets 
(Ehrig et al. 2008; Llorens and Oliver 2004; Badouel 
and Oliver 1998; Valk, 1978) respectively. 

However, these formalisms are not specially 
defined for solving sequences of decisions or single-
decision problems. 

Other formalisms, such as a compound Petri net, a 
mixed set of alternative compound and simple Petri 
nets, an alternatives aggregation Petri net, or a 
disjunctive coloured Petri net have been developed for 
the decision making and can easily be applied for 
solving sequences of decisions. See for example 
(Latorre et al. 2011c). 

 
3. SOLVING APPROACHES 
A sequence of decisions can be required for an 
undefined discrete event system or, expressed in other 
language, for its formal counterpart: an undefined Petri 
net. The undefined Petri net is associated to a set of 
undefined parameters, also called controllable ones 
(Latorre et al, 2011c). Two main approaches can be 
taken into account for making the sequence of 
decisions. 
 

3.1. The paradigm of “divide and conquer” 
On the one hand, the approach of “divide and conquer” 
may afford the solution of the problem by means of a 
decomposition of the set of decisions, made for 
assigning values to specific parameters, into different 
groups associated to diverse optimization problems. 

A natural criterion for grouping the decisions into 
optimization problems is time. The evolution of the 
system may require making decisions at certain time 
points, as a consequence of significant changes in one 
or several of the elements that define the formal 
statement of a decision problem: an optimization 
problem. 

The start-up of the operation of an undefined 
discrete event system requires taking decisions 
according to the solution of the formal representation of 
the decision problem: an optimization problem. If one 
or several elements of this optimization problem are 
modified, the best solution for the original problem may 
not be the best for the modified problem or even it 
might not be a feasible solution. For this reason a new 
decision problem should be stated and solved. 

A given point in time that requires making 
decisions may be associated to different conditions in 
the environment of the discrete event system. This 
situation may happen, for example, in an industrial 
facility, due to a change in the cost of raw materials, or 
a variation in the demand. 

Furthermore, a change in the system itself may 
also require making a decision. For example if a 
machine breaks down or stops its production, or the 
value assigned as a consequence of a decision to a given 
undefined parameter is not a feasible value anymore, it 
is necessary to take the appropriate decision to return as 

soon as possible to a normal operation of the discrete 
event system. 

This approach of “divide and conquer” may be 
useful in case that the decisions in the sequence are 
independent among them, in the sense that at a certain 
decision is reactive to a given change in the 
environment or the system itself and has the purpose of 
maximizing the objective function, disregarding future 
decisions. 

This situation might arise when the changes in the 
environment or the system are unforeseen, as happens 
with the breakdown of a machine or a change in the 
demand of the manufactured products. 

As a consequence, different methodologies, 
available in the scientific literature, can be applied to 
solve the required decision making for achieving the 
objective of the operation of the discrete event system 
under the new conditions (Piera and Mušič 2011; 
Latorre et al. 2011c; Bai et al. 2010; Mušič, 2009; 
Zimmerman et al. 2001; Moody and Antsaklis 1998; 
Ramirez et al. 1993. 

 
3.2. Single-process approach 
A second approach for making sequences of 

decisions consists of stating and solving a single 
optimization problem. In the statement of this problem, 
undefined parameters might arise, not only in the model 
of the system but also in the other elements of the 
optimization problem, such as the objective function. 

This single optimization problem might present a 
very large solution space, in fact a family of solution 
spaces, one for every decision, which should be 
explored in the same solving process. 

An approach like this may be more convenient 
than the “divide and conquer” paradigm, previously 
mentioned, when the decisions of the sequence are 
programmable, for example if it is possible to decide the 
time point and the order of the changes in the 
environment or the system itself. 

In these cases, it is clear that the decisions to be 
made influence strongly one another, and for this reason 
it is convenient to make every decision in relation to the 
others from the same sequence and in relation to the 
global objective of the operation of the discrete event 
system. 

 
4. EXAMPLE OF THE PREVENTIVE 

MAINTENANCE 
The industrial field provides with several examples of 
problems, where a sequence of decisions should be 
made and it is possible to decide the moment and the 
order of a series of changes in the environment or the 
system itself, which lead to the need of a sequence of 
decisions to keep the system under an efficient 
operation. 
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4.1. Programming of the preventive 
maintenance. 

The first of the examples consists in the preventive 
maintenance programming of the machinery of a 
manufacturing facility. 

This problem requires making the decision of 
using efficiently the available maintenance resources for 
minimizing the cost, the time required for the 
maintenance operations, and the loss of production if 
the manufacturing facility does not stop the production 
during the maintenance process.  

In this last kind of problem, where the 
manufacturing facility is in production when the 
preventive maintenance is already in progress, the 
structure of the discrete event system changes 
accordingly to the machines that are stopped for 
maintenance, while the rest of them are producing. 

 
4.2. Choice of a formalism appropriate for 

simulation 
A methodology based on the simulation of a 

selected number of feasible configurations requires an 
appropriate model for the alternative structural 
configurations, which the factory may have. In order to 
include this feature in the model of the system, a 
formalism including a set of exclusive entities is a 
natural and easy way to represent the original discrete 
event system. 

In particular, a compound Petri net, an alternatives 
aggregation Petri net, or a disjunctive coloured Petri net 
are examples of appropriate models for this kind of 
system. In this kind of models, a sequence of decisions 
to specify the order of stopping and maintaining the 
different machines is associated to a sequence of 
decisions that choose one after another a subset of the 
exclusive entities related to the model (Latorre-Biel et 
al. 2011c). 

 
4.3. Solving methodology 
A test of the most promising of these sequences, 

for example by means of a search in the solution space 
guided by a metaheuristic, may lead to the optimal 
sequence for the maintenance operations. Every 
maintenance operation will require a decision on the 
investment of resources. This assignment of 
maintenance resources will determine the duration of 
each maintenance operation and the different time 
points for their beginning.  

The methodology presented in this paper to solve 
this problem includes the following steps: 

 
1. Determine the model of the discrete event system 

in complete operation. 
 

2. Obtain the diverse alternative structural 
configurations that correspond to the different 
maintenance operations that imply to stop different 
machines. 

 

3. Construct a compact model including all the 
different alternative structural configurations. 

 
4. Determine the rest of the elements of the 

optimization problem, including the objective 
function, which should reward the objectives of the 
manufacturing process, as well as the goals of the 
maintenance operations. One critic specification of 
the problem consists of the completion of all the 
maintenance operations. 

 
5. Apply a metaheuristic for finding a good solution, 

that would include the order an type of 
maintenance operations, their time points, the 
maintenance resources invested in the operations, 
and the configuration of the freedom degrees of the 
remaining manufacturing equipment for producing 
efficiently during the maintenance operations. 
 
4.4. Structural modification 
In fact, this kind of problem can be rewritten as a 

problem for deciding the structural variation of a Petri 
net model at certain time points for achieving optimally 
a goal at the end of the time period, when the structure 
of the model remains constant or is modified for other 
reasons, different from the preventive maintenance 
operations. 

An easier version of the previous problem appears 
when the achievement of two of the objectives, to reach 
a maximal yield from the manufacturing operations and 
to obtain a maximal efficiency in the maintenance 
operations are disengaged in time. 

This situation arises when the manufacturing 
facility stops the production operations in certain 
periods of time and the duration of the stops can be 
devoted to the maintenance operations. The usual time 
for these operations of preventive maintenance are the 
holidays, weekends, and nights, depending on the 
manufacturing facility under study. 

 
5. ANOTHER EXAMPLE 
A second example of this kind of problem can be found 
in the change of production in certain manufacturing 
facilities where this process implies an investment of 
time and resources. 

In these kind of factories it is common that in a 
certain period of time, different changes of the final 
products manufactured are performed to obtain a stock 
of a range of different type of products for satisfying the 
demand and, perhaps, to store a certain amount of them 
in the warehouse. 

The modification in the production mix may imply 
a change in the structure of the Petri net model, related 
to the layout of the manufactured parts or the 
information required to organize de manufacturing 
operations. 
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6. CONCLUSIONS 
In this paper, the general problem of defining a 
sequence of decisions in the design or operation of a 
discrete event system is afforded. This general problem 
requires the consideration of a changing structure of the 
model of the system. Whereas diverse formalisms based 
on the Petri net paradigm have been developed for 
representing a variable structure in a Petri net, the 
problem of deciding what is the optimal evolution for 
this variation has not been solved yet. 

In this paper, some considerations on the statement 
and solution of this kind of problem have been 
presented and outlined based on the previous work 
developed by the authors. 

Nevertheless, there already are many issues to be 
researched before a general statement of this kind of 
problem can be considered completely solved. 

 
ACKNOWLEDGMENTS 
This paper has been partially supported by the project of 
the University of La Rioja and Banco Santander (grant 
number API12-11) ‘Sustainable production and 
productivity in industrial processes: integration of 
energy efficiency and environmental impact in the 
production model for integrated simulation and 
optimization’. 

 
REFERENCES 
Bai, Q., Ren, F., Zhang, M. and Fulcher, J., 2010. Using 

colored petri nets to predict future states in agent-
based scheduling and planning systems. Journal of 
Multiagent and Grid Systems - Advances in Agent-
mediated Automated Negotiations archive. 
Volume 6 Issue 5,6. IOS Press Amsterdam. 

Badouel, E., Oliver, J., 1998 Reconfigurable nets: a 
class of high level petri nets supporting dynamic 
changes with workflow systems. Research Report 
No. 3339, INRIA (Institut national de recherche en 
informatique et en automatique),. 

Balbo, G. and Silva, M. (editors), 1998 Performance 
Models for Discrete Event Systems with 
Synchronizations: Formalisms and Analysis 
Techniques. Editorial Kronos, Zaragoza, Spain,. 

David, R., Alla. H., Discrete, 2005 Continuous and 
Hybrid Petri nets. Springer, 

Ehrig, H., Hoffmann, K., Padberg, J., Ermel, C., Prange, 
U., Biermann, E. and Modica, T., 2008. Petri Net 
Transformations. In: Vedran Kordic, ed. Petri Net. 
Theory and Applications. I-TECH Education and 
Publishing, Vienna, 

Latorre, J.I., Jiménez, E., Pérez, M., 2009 Decision 
taking on the production strategy of a 
manufacturing facility. An integrated 
methodology, Proceedings of the 21st European 
Modelling and Simulation Symposium (EMSS 09). 
Puerto de la Cruz, Spain, vol. 2, pp. 1-7. 

Latorre, J.I., Jiménez, E., Pérez, M., 2010 A genetic 
algorithm for decision problems stated on discrete 
event systems. Proceedings of the UKSim 12th 
International Conference on Computer Modelling 

and Simulation, pp. 86-91. Cambridge, United 
Kingdom. 

Latorre-Biel, J.I., Jiménez-Macías, E., Pérez, M., 2011. 
The exclusive entities in the formalization of a 
decision problem based on a discrete event system 
by means of Petri nets. Proceedings of the 23rd 
European Modelling and Simulation Symposium 
(EMSS 11). Rome, Italy, pp. 580-586. 

Latorre, J.I., Jiménez, E., Pérez, M., 2011. Simulation-
Based Optimization for the Design of Discrete 
Event Systems Modeled by Parametric Petri Nets. 
Proceedings of the UKSim 5th European 
Modelling Symposium on Mathematical Modelling 
and Computer Simulation (EMS2011), pp. 150-
155. Madrid, November. 

Latorre, J.I., Jiménez, E., Pérez, M., 2011 Petri nets 
with exclusive entities for decision making. 
International Journal of Simulation and Process 
Modeling, Special Issue on the I3M 2011 
Multiconference. Inderscience Publishers. 

Llorens, M. and Oliver, J., 2004. Structural and 
Dynamic Changes in Concurrent Systems: 
Reconfigurable Petri Nets. IEEE Transactions On 
Computers, Vol. 53, No. 9. 

Moody, J.O., Antsaklis, P.J., 1998. Supervisory Control 
of Discrete Event Systems Using Petri Nets. 
Kluwer Academic Publishers, Boston. 

Mušič, G., 2009. Petri net based scheduling approach 
combining dispatching rules and local search. 
Proceedings of the 21st European Modelling and 
Simulation Symposium (EMSS 09). Puerto de la 
Cruz, Spain, vol. 2, pp. 27-32. 

Piera, M.A. and Mušič, G. 2011. Coloured Petri net 
scheduling models: Timed state space exploration 
shortages. Mathematics and Computers in 
Simulation. Elsevier. 

Ramírez, A.; Campos, J.; Silva, M., 1993 On Optimal 
Scheduling in DEDS. Proceedings of the 1993 
IEEE International Conference on Robotics and 
Automation Atlanta, USA, pages 821-826. 

Silva, M., 1993. Introducing Petri nets. In: Di Cesare, 
F., ed. Practice of Petri Nets in Manufacturing, pp. 
1-62. Ed. Chapman&Hall. 

Valk, R., 1978. Self-Modifying Nets, a Natural 
Extension of Petri nets. Proceedings of Icalp'78. 
Lecture Notes in Computer Science. Vol 62. Pages 
464-476.  

Zimmermann, A.; Freiheit, J.; Huck, A., 2001. A Petri 
net based design engine for manufacturing 
systems. nternational Journal of Production 
Research, Vol. 39, No. 2, pages 225-253.. 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 445



AUTOMATIC DESIGN BASED ON THE PETRI NETS PARADIGM 
 
 

Juan-Ignacio Latorre-Biel(a), Emilio Jiménez-Macías (b) 
 
 

(a) Public University of Navarre. Deptartment of Mechanical Engineering, Energetics and Materials. 
Campus of Tudela, Spain 

(b) University of La Rioja. Industrial Engineering Technical School. 
Department of Electrical Engineering. Logroño, Spain 

 
(a)juanignacio.latorre@unavarra.es, (b)emilio.jimenez@unirioja.es 

 
 
 
 
ABSTRACT 
From ancient times, it has been a dream of human 
beings the automation of the hardest works to prevent 
humans from the inconveniences of these tasks. Not 
only dangerous, remote and repetitive tasks but also 
mechanical operations that require high precision, speed 
or repeatability have been automated. The industrialized 
modern society requires an efficient and sustainable use 
of the available resources for producing goods and 
services for the consumers. For achieving this objective, 
the manufacturing facilities and equipment, chain 
supplies and products themselves should be designed 
for verifying certain specifications. In this paper, the 
design process of a product, such as a production plant, 
chain supply or a good produced for the final customers 
is addressed under the light of the modeling paradigm 
of Petri nets in order to automatize some of the stages of 
this operation. 
 
Keywords: product design, Petri nets, automation, 
decision support system 

 
1. INTRODUCTION 

From ancient times, it has been a dream of human 
beings the automation of the hardest works to prevent 
humans from the inconveniences of these tasks. Not 
only dangerous, remote and repetitive tasks but also 
mechanical operations that require high precision, speed 
or repeatability have been automated. 

Along the last decades, a research effort has been 
devoted to the physical activities and also to the 
intellectual work performed by humans. The advantages 
of this approach are many, especially in situations 
where it is necessary to make difficult decisions due to 
the influence of a large amount of information, the 
consideration of systems with complex behavior, etc. 

The industrialized modern society requires an 
efficient and sustainable use of the available resources 
for producing goods and services for the consumers. For 
achieving this objective, the manufacturing facilities 
and equipment, chain supplies and products themselves 
should be designed for verifying certain specifications. 

A global environment for the manufacturing, 
distribution, commercializing, recycling, and waste 

management produces a network of interrelations of 
multiple actors that makes difficult the decision process 
in the design of such systems. 

For this reason, the development of decision-
support systems constitutes a great help in the 
development of efficient manufacturing facilities, chain 
supplies and final products. In this paper, the design 
process of a product, such as a production plant, chain 
supply or a good produced for the final customers is 
addressed under the light of the modeling paradigm of 
Petri nets in order to automatize some of the stages of 
this operation. 

 
1.1. The paradigm of the Petri nets 

The design process involves multidisciplinary 
work teams, where managers, research and development 
engineers, sale executives, production engineers, 
procurement technicians, financial experts, etc. share 
information, knowledge, a common objective, and 
should make the best decisions. 

The different professional and academic 
background of the staff involved in the design process 
make difficult the interchange of information with the 
accuracy that a critical process, such as the design of a 
product or a service, requires. However, a fluid 
interchange of information between design teams and 
between the members of any of these teams is crucial to 
develop a successful design process. 

A formal language to represent the information 
concerning the design alleviates the different tasks, 
where professionals belonging to diverse sectors are 
involved. Petri nets is a paradigm very well suited for 
performing this role, since its formal nature and the 
different interpretations and levels of abstractions allow 
representing a system in its design process, as well as in 
the different stages of its life cycle (Silva and Teruel 
1997 and Silva and Teruel 1998). 

In particular, several Petri net formalisms have 
been developed for the design process of a discrete 
event system: alternative Petri nets, compound Petri 
nets, alternatives aggregation Petri nets, and disjunctive 
coloured Petri nets (Latorre et al. 2011b; Latorre et al. 
2011d; Latorre et al. 2010e). 
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Moreover, a formal language, such as the ones 
based on Petri nets, allows the development of a deep 
analysis of the system in process of being designed, i.e 
validation, verification, performance measurement by 
steady state analysis or simulation. 

For this reason, the modeling of the system, by 
means of Petri nets, may be helpful, not only in the task 
of representing the system formally and without 
ambiguity, but also in the process of designing a system 
free of flaws and optimal according to the criteria set up 
in the decision problem of choosing the best alternative 
solution. 

 
1.2. The Petri nets in the design of discrete event 

systems 
Petri nets have been broadly used for the 

representation of systems in different stages of the 
design process of a discrete event system and in 
different technological and industrial sectors. Several 
are the authors, who have reported applications of this 
formal language to different case-studies or have 
developed general or specific methodologies to increase 
the reliability, automation, and efficiency of certain 
steps in product and service design. 

For example, (Silva and Teruel 1998) surveys and 
illustrates the utilization of Petri nets in several stages 
of the life cycle of modern manufacturing systems. 
Different types of manufacturing systems and usual 
problems that may arise in the design and operation of 
these systems are addressed, such as their modeling and 
control. One of the goals of this reference consists of 
proving the utility of the paradigm of the Petri nets as 
the sole formalism to be used during the whole life 
cycle of the system. 

Furthermore, a specific formalism belonging to the 
family of the Petri nets is considered in (Horváth et al. 
2000). In this paper it is proposed the application of 
advanced Petri-net (APN) as a means for modelling 
design processes together with the decision patterns of 
designers. According to the reference, the in-process 
decisions made by designers strongly influence both the 
process of designing and the manifestation of the 
designed artefact. An APN is a bi-layer allocated 
architecture with linked, bipartitioned, directed, and 
attributed multi-graphs. The case study that presents the 
conceptualization and design process of a product is 
described to illustrate the adequacy of APN technique 
for simultaneous modelling of design actions and 
decisions. 

A more general point of view is given by (Girault 
and Valk, 2001). This article illustrates the progress in 
the development and application of formal methods 
based on Petri net formalisms. It contains a collection of 
examples arising from different fields, such as flexible 
manufacturing facilities, telecommunication networks 
and workflow management systems. The book covers 
the main phases in the life cycle of the design and 
implementation of a discrete event system. Some of the 
stages taken into account are specification of the 
system, the model checking techniques for verification, 

analysis of properties, code generation, and execution of 
appropriate models. 

A more specific approach is provided in 
(Zimmerman et al. 2001). In this paper it is described 
the Petri net based design engine TimeNET, which is a 
software tool intended for the efficient design and 
operation of complex manufacturing systems, 
integrating modeling, analysis and control 
methodology. The independent modeling of structural 
and functional system parts by means of coloured 
stochastic Petri nets is suggested. TimeNET contains a 
library of common submodels for this purpose, which 
includes some parameters, such as processing times or 
buffer capacities. Qualitative analysis, as well as 
different evaluation techniques for an efficient 
performance prediction is implemented: direct 
numerical analysis, approximated analysis and 
simulation. The evaluation of different control strategies 
is also considered. An application example is given to 
illustrate the use of the mentioned tool and 
methodology. 

Moreover, (Rust et al. 2003) introduces a high level 
Petri net model for real-time systems with dynamically 
changing structure. The reference describes a load 
balancing algorithm, implemented as a part of the 
model itself, for dynamically allocate tasks to 
computing devices. A design process composed of the 
modeling, analysis and partitioning and synthesis, is 
proposed. The high-level Petri net is extended with 
constructs for self-modification, leading to a self-
modifying net, where the transitions are labeled with 
rules for net transformations and their firing imply a 
modification in the current net. 

The following reference, (Carmona et al. 2004), 
focuses on the application of the Petri nets in designing 
asynchronous circuits from, for example, specifications 
in hardware description languages. The described 
methods avoid using full reachability state space for 
logic synthesis. On the contrary these methodologies, 
include direct mapping of Petri nets to circuits, 
structural methods with linear programming, and 
synthesis from unfolding prefixes using boolean 
satisfability problem solvers. 

A different approach is considered by (Lorenz et 
al. 2007), which addresses the synthesis problem for 
P/T-nets from a behavioral description. According to 
this methodology, the behavior is given in terms of a 
finite partial language, as a finite set of labeled partial 
orders (LPOs). The computed net is a finite 
representation of the so called saturated feasible net 
whose places correspond to regions of the given partial 
language. 

An industrial application is presented in (Gradišar 
and Mušič, 2007), which describes the application of 
timed Petri nets and the existing production data to the 
algorithmic modeling of manufacturing systems. 
Production-data management systems provide 
information concerning the structure of a production 
facility and the products that can be produced. The Petri 
net is built directly following a top-down approach, 
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from the bill of materials and the routings. This 
reference describes a timed Petri net simulator 
developed in Matlab and an application example aimed 
at the scheduling of an assembly system. 

With a similar industrial application, but a different 
modeling methodology, (Lee and Jeong, 2008) 
addresses the modeling of a manufacturing system by 
means of the paradigm of the Petri nets under a bottom-
up approach. The presented methodology focuses as 
well in the design of a controller with deadlock 
prevention policy. This reference follows a hierarchical 
procedure that considers a resource model, a process 
model and a controller. An example is given with the 
purpose of illustrating the methodology presented in the 
article. 

Furthermore, a different formalism belonging to the 
family of the Petri nets is considered in (Staines, 2009). 
This paper describes the modeling, analysis and 
evolution of a reduced coloured Petri net for fault 
diagnosis and recovery in embedded and control 
systems. The reduced coloured Petri net is a compact 
form of a coloured Petri net having complex token types 
based on sets containing the structured information for 
error handling. This approach can reduce the size of the 
coloured Petri net because information is put in the 
token by means of the folding of places and transitions. 
This approach is illustrated with an example of a control 
system. 

An approach outside of the industrial field is 
presented in (Bergenthum et al., 2009). The authors 
address the modeling of a business process by means of 
the Petri nets paradigm as a step in a methodology for 
decision making. This methodology starts collecting 
scenarios from domain experts to create a behavioral 
specification. The reference presents an algorithm for 
the synthesis of a Petri net, based on refinements, which 
leads to a model of small size. 

In the paper (Latorre et al., 2009) a methodological 
approach for designing DES is described. The design 
process from the combinatorial creation of complete 
solutions for the DES in process of being designed to 
the choice of the best one for the aimed application is 
addressed in this methodology. The classic approaches 
of divide and conquer and the methodology based on 
the formalism of the alternatives aggregation Petri nets 
are compared. Some propositions on the alternative 
aggregation Petri nets are stated, among them the 
equivalence of the optimization problem based on a set 
of alternative Petri nets and the one based on an 
alternative aggregation Petri net constructed from the 
others. 

A large amount of examples can be found in 
(Labadi and Chen, 2010). This survey stresses the 
advantages of Petri nets as modeling and analysis tools 
for the specific field of logistics systems. The paper is 
organized as a review of the scientific literature on the 
topic. The reference is focused on the most recent 
developments in the application of Petri net based 
approaches for modeling, qualitative or structural 

analysis, performance evaluation, and the subsequent 
optimization. 

The main objective of the previous references 
consists of the development of tools, methodologies, or 
formalisms that may help in the process of design 
discrete event systems. 

This help may consist on a systematic approach, an 
environment that ease the development of models of 
systems, automatic procedures to solve design problems 
from different type of specifications, the development 
of new formalisms that allow representing the model of 
the system in several stages of its life cycle, the 
improvement of the verification and validation of 
models of the system in process of being designed, the 
application of design techniques to different application 
fields. 

In the following, the general procedure of 
designing a product or a service will be addressed. It 
will be considered all the important stages, from the 
gathering of relevant data, obtained from the market, 
competitors, new technologies, or former design 
projects, to the beginning of the manufacturing process 
of the final product. 

Section 2 will address the general procedure of 
designing a product, while in section 3, the problem of 
automatizing some of the stages involved in the design 
process are considered. Some conclusions are presented 
in section 4, as well as some general research lines for 
the future, related to the automation of the process of 
designing a product. 

 
2. STAGES OF THE DESIGN PROCESS  
In a general case, it is possible to structure the steps 
involved in the design process of a product or service in 
four different stages. 

These stages are usually developed in a sequential 
manner, bur a process of concurrent engineering may 
lead to the parallelization of some of them. In fact, some 
of the steps that compose every one of the mentioned 
four stages can be developed concurrently by different 
multidisciplinary teams, which work with the same 
objectives. 

The four mentioned stages are detailed in the 
following: 

 
2.1. Investigation and definition 
This step consists of finding the need that the 

product or service is aimed to satisfy, as well as 
analyzing different sources of information for helping in 
the creative process of developing solutions. 

These sources of information may include 
customers, products sold by the competitors (analyzed 
by reverse engineering), solutions from other sectors or 
markets, new technologies, patents, reports, journals, 
exhibitions, social networking, previous design projects, 
or a creative process itself. 

In this phase of the design, the specifications of the 
system should be stated in the design brief and the 
product design specification. Petri nets is a formal 
paradigm well suited for this task. 
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2.2. Design and development 

(conceptualization) 
This second stage consists on using the 

information gathered in the previous phase to create 
partial solutions able to solve specific subproblems in 
the design process. 

Examples of these kinds of subproblems in product 
design may be the design of the mechanical 
components, the electric design, the aesthetic design, or 
the industrial design. Once this task has been 
concluded, it is possible to afford the process of 
generating complete solutions by mixing appropriatedly 
the mentioned partial solutions. 

Every one of the obtained solutions consists of an 
alternative system, which can be chosen as a definitive 
design. 

In fact, the process of combining the different 
subsystems in diverse ways to obtain complete 
alternative solutions to the design problem can be stated 
as a combinatorial process. As a consequence, the 
generation of complete alternative solutions can aim to 
count on the largest and most varied range of feasible 
solutions to select the most promising one. It is not 
unusual, that this process implies a different problem: 
the combinatorial explosion, where a huge number of 
complete solutions can be constructed from a relatively 
small amount of partial solutions. 

This important phase leads to the configuration of 
the solution space of the design problem. In order to 
state the decision problem, it is necessary to define 
more elements than the solution space. 

One important component of the decision problem 
is the model of the system in process of being designed. 
A classical approach for the modeling of the system 
consists on developing a different model for every one 
of the complete solutions developed for the design 
process. When using the paradigm of the Petri nets as 
modeling formalism, the different models are called 
alternative Petri nets (Latorre et al. 2011a). In a 
situation, where a huge number of alternative solutions 
arise, the idea to develop an independent model for 
every alternative solution is unaffordable by standard 
methodologies. 

Fortunately, other compact formalisms have been 
developed to represent a system in process of being 
designed (Latorre et al. 2011b). These type of models 
allow the automation of the decision process in a single 
step and ease the development of methodologies to 
construct automatically the complete solutions for a 
design process from a set of partial solutions. 

Other important element of the decision problem is 
the objective function, usually based on performance 
measurements of the model of the system. These 
performance measurements can be calculated by the 
simulation of the behavior of the system under a set of 
scenarios, which are chosen from an expected operation 
of the system. 

To complete the statement of the decision problem, 
some additional constraints can be added. They may be 

related to restrictions in the operation of the system in 
process of being designed. 

Once the decision problem is stated, a 
methodology to solve the decision problem can be 
afforded leading to the best solution for the product 
design process as outcome. 

The solution of the decision problem usually 
requires the evaluation of the quality of the complete 
alternative solutions by means of simulation and the 
evaluation of the objective function. 

In this phase, due to the problem of the 
combinatorial explosion it may be necessary a previous 
step of selecting the most promising solutions to be 
evaluated. 

 
2.3. Planning and production 
This stage requires the creation of a production 

plan and the development of a prototype. Depending on 
the type of product that is being designed, it may not be 
possible to develop a prototype and the closest activity 
to this operation is the development of a model of the 
system in a formal language, such as the Petri nets. For 
example, this is usually the case when a manufacturing 
facility is designed. 

On the other hand, the production plan can be 
developed in parallel to the previous stage in a process 
called concurrent engineering. Thanks to this approach, 
it is possible to reduce considerably the time delay from 
the conception of the idea to design a new product and 
the start of its manufacturing. 

 
2.4. Evaluation 
This step consists of a test of the prototype in order 

to decide if all the expected specifications are met. Due 
to the fact that a prototype is not always developed in 
the design process of a product, this stage of evaluation 
may be included in the decision process of step 2. 

 
Once the design process of a product has been 

finished, it is ready to be produced. Consequently, the 
following stages of the product design are the 
manufacturing, quality control and storage, distribution, 
selling, and set up, where some of these steps can be 
skipped according to the type of product (or service) 
offered to the customers. 

 
3. AUTOMATION OF THE DESIGN PROCESS  
There are, of course, variations on the previous 
sequence of stages that may alleviate the development 
of diverse phases of the design process. 

For example, if the solution space developed in the 
second phase is not exhaustive enough or the selection 
of solutions to be analyzed performed in the third stage 
is not large enough, it is possible to perform an iterative 
process of refining a good solution by searching in its 
vicinity in the solution space, that is, modifying local 
features that improve the overall quality of the solution. 
The triggering of this iterative process consistS of an 
evaluation process, such as the one described in the 
fourth stage of the design process. 
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The first stage of the design process has received 
little attention from the research community of 
modeling and simulation based on the paradigm of Petri 
nets. In fact, different computer-based tools are 
available for obtaining information from the market and 
other sources, in order to detect needs of the potential 
customers and know alternative solutions for satisfying 
the needs. Additional information about the regulations 
and additional constraints are used for developing a set 
of specifications for the solutions to be chosen. 
The second stage begins with a data-intensive process 
of gathering information of alternative products already 
existing in the market, products with similar specific 
features, commercial subsystems, and other sources in 
order to construct new solutions. 

 
Figure 1: Petri net representing the general process of 

product and service design. 
 

This process of constructing new solutions from 
the gathered data is, in part, a combinatorial problem, 
since partial solutions can lead to adequate solutions to 
the current design problem. This stage consists in 
building up the solution space by solving a constraint 
satisfaction problem, since the valid solutions should 
verify the specifications defined in the previous stage. 

Most of these stages can be alleviated by the use of 
the paradigm of the Petri nets. However, this particular 
stage of building up different alternative solutions may 
show an intensive use of Petri nets in a modeling 
process, as proven by the bibliography. The different 
modeling approaches developed for Petri nets lead to 
the building of formal models. The qualitative analysis 
techniques, which are applicable to Petri net models, 
allow developing correct models. 

The evaluation of the quality of the different 
alternative solutions may be afforded by means of 
formal methods, based on the calculation of 
performance parameters by means of steady state 
analysis or simulation. If it is required a previous stage 
of selecting a subset of the solution space, it is possible 
to apply different techniques. One of the successful 
methodologies based on a probabilistic search are the 
use of metaheuristics to guide the search of the best 
solutions, in combination with the calculated 
performance parameters. 

In order to obtain the best solution it is possible to 
construct an objective function with the performance 
measurements calculated in the previous step and 
choosing the one that provides with the highest value. 
This stage and the previous one can be completely 
automated (Latorre et al. 2011b). 

 
4. CONCLUSIONS 

In this paper, the automation of the design process 
of a system is discussed. The diverse stages in the 
design process are presented and the different degrees 
of automation, achieved by different authors, are 
reviewed. Moreover, an approach to automatize a large 
amount of steps, belonging to different stages in the 
design process, proposed by the authors of this paper, is 
described. 

Future research lines should afford the detailed 
analysis of the stages of the design process that have 
been less analyzed by means of the formalism of the 
Petri nets, such as the stage of investigation and 
definition. These stages use to be the ones considered as 
more creative. Hence, the complete automation of the 
design process might require a better understanding of 
the underlying brain processes related to the creative 
processes. 
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production model for integrated simulation and 
optimization’. 
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ABSTRACT 
The global environment, where many companies 
compete for their survival, requires a continuous 
adaptation to changes in the market and to other 
environment variables. Food industry, agriculture in 
particular, is a field, where the companies are especially 
sensitive to modifications in regulations and market 
requirements. It is very convenient to provide the 
companies of this sector with a theoretical basis, as well 
as with practical tools for developing en efficient 
management that may guarantee not only their survival 
but also their success. In this area, decision support 
systems based on the simulation of models, developed 
by means of the paradigm of the Petri nets, can offer a 
significant help for improving the efficiency of the 
farming companies, based on the proper decision 
making. In this paper, a methodology for decision 
making, supported by artificial intelligence (and 
dispatching rules), is applied to the farming field and an 
application case is analysed for better understanding of 
the advantages and drawbacks of this approach. In 
particular, a decision making methodology for 
improving the management of traditional companies in 
the farming industry is applied to the wine sector in the 
region of La Rioja (Spain). 

 
Keywords: workstation design, work measurement, 
ergonomics, decision support system 

 
1. INTRODUCTION 
This section shows the application of the paradigm of 
the Petri nets to the modelling of business processes in 
the food industry, performed with success by different 
authors. The developed methodologies allow modelling 
and analysing the procedures underlying business 
processes as a tool for the continuous improvement and 
even for their complete redesign. 

The efficient management of an agricultural 
corporation constitutes a key strategy for improving 
farming yield and encourage stable production for small 

producers. (Shikanai et al. 2008) develops an 
information system to support the management of the 
cultivation of sugarcane. By applying this system, the 
small agricultural producers are able to manage their 
work systematically and efficiently, accomplishing low-
cost and highly-efficient cultivation with full 
mechanization. The system proposed allows the 
automatic construction of a farm work database, used 
for simulating the operation of effective farming. 

In the field of the wine industry, (Ferrer et al. 
2008) develops a methodology, not based on a Petri net 
model, able to provide with an optimized scheduling for 
the coordinated activities that correspond to the wine 
grape harvesting and end in the supply of the crop to a 
couple of wineries.  

(Melberg and Davidrajuh 2009) shows that fish 
farming industry finds in Petri nets a suitable formalism 
for the modelling and simulation of the different stages 
and events related to this field. The work examines the 
atlantic salmon fish farming processes and the different 
stages are modelled by a scalable hierarchical structure. 

(Guan et al. 2010) deepens in the decision making 
process in intensive farming units for improving profits 
and reducing costs. The efficient management of the 
small farming business is performed by means of the 
strategy of intensive agriculture and a structure of 
farmers’ cooperatives or agricultural corporations. For 
an efficient management of these farming units, 
appropriate decisions should be made regarding 
timeliness in all operations, crop rotations, equipment 
adjustments, and land rent, leading to an increase of 
yield, profitability, and work efficiency. The authors 
have applied a methodology for solving the farm work 
scheduling problem based on modelling by hybrid Petri 
nets and optimization. It considers nondeterministic 
events, such as machine breakdown and labour absence. 
The optimization methodology is completed by a 
metaheuristic search in the solution space performed by 
a genetic algorithm. 
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The application of a decentralized Petri-net 
execution engine to a workflow for a wine-production 
process is presented by (Cicirelli et al. 2010). The 
proposed system allows a smooth transition among the 
various stages of the process lifecycle. It shows as well 
the coordination of distributed execution of models and 
a support for dynamic evolution and reconfiguration. 

(Léger et al. 2011) addresses one specific but very 
important process for companies in the farming field: 
the crop protection using the smallest amount of 
chemical pesticides. In order of providing a decision 
support system for allowing farmers handling with large 
amount of available information, the crop protection 
decision workflow system is presented and applied to 
the case of wheat. 

The issue of the certification of pollution-free 
agricultural products is considered in (Wang et al. 
2011). This paper provides with a Petri–net based 
model for the pollution-free agricultural regulatory 
system and a subsequent performance analysis of the 
mentioned workflow model. The presented 
methodology allows an easier process management than 
previous existing techniques. 

As a traditional sector, wine production has not 
received much attention from the scientific community 
for developing efficient management methodologies 
based on modelling by Petri nets and simulation for 
decision support system. 

La Rioja is a well-known region of Spain for its 
long tradition in the production of wine and the high 
quality of the wine with the qualified designation of 
origin. Several climate features characterizes the grapes 
harvested in different parts of the region, in addition to 
the differences related to the growing of diverse 
varieties of grapes. Moreover, small farming businesses, 
scattered in the region, produce relatively reduced 
quantities of high quality grapes and are usually 
integrated in farmers’ cooperatives. These corporations 
distribute their crop to the different wineries of La Rioja 
to produce red, white and rosé wines with the highest 
standards. 

The market for high quality products from the food 
industry requires keeping the highest standards during 
every single stage of the farming process, transport of 
the harvested grapes, storage and production of wine 
and distribution to the final consumer by a worldwide 
supply chain. These exigent requirements are also 
encouraged by the increasing pressure from emergent 
regions that begin producing wines of quality and 
export them to the rest of the world. 

For this reason, the management of small 
vineyards, cooperatives, wineries and distribution 
companies should be very effective and the right 
decisions must be made at the appropriate time. There 
are, nevertheless, several handicaps to practise an 
efficient decision making. On the one hand, the small 
and traditional business and companies are not well 
adapted to a changing environment and to proceed using 
the more advanced and sophisticated strategies and 
tools for decision making. This fact urges the 

development of specific, effective, and simple tools for 
these applications. On the other hand, the complexity 
and diversity of the different processes that participate 
in the complete production cycle of the wine makes 
almost impossible to follow successful strategies in 
every step of the farming, transport and production in 
this network with a large number of actors, without the 
help of the appropriate decision support systems. 

In this regional production system there is a large 
number of processes that are developed in parallel, are 
synchronized at certain stages, and compete for limited 
resources. Petri nets is a modelling paradigm well suited 
for the modelling, analysis, simulation and optimization 
of systems whose behaviour verifies these 
characteristics (Silva 1993). 

The authors of this paper have developed a 
decision making methodology especially suited for this 
complex environment, where the networks of 
commercial relations between farmers, cooperatives, 
wineries, and distribution companies can be arranged in 
very different ways, leading to models with alternative 
structural configurations (Latorre et al. 2011). 

This methodology is based in the modelling of the 
system in a compact representation made by means of a 
formalism that includes all the alternative structural 
configurations in the so called set of exclusive entities 
(Latorre et al. 2011). Several different formalisms allow 
representing the system, profiting from the features of 
the different alternative structural configurations to 
obtain a compact model of the system. This compact 
representation alleviates the computer requirements of 
the algorithm that is applied to solve the optimization 
problem associated to the original decision making 
(Latorre et al. 2010). 

The methodology that has been applied to the wine 
production sector in La Rioja (Spain) is based on a 
single-staged search in the solution space. This search is 
guided by a metaheuristic, which has been implemented 
by means of a genetic algorithm. 

As a consequence of the proposed methodology, a 
decision making support for the different actors that 
participate in the growing, and harvesting of the grape, 
the ones that store and distribute them, those that 
produce the wine and the companies that distribute the 
resulting product have a tool for efficient decision 
making adapted to this sector of the food industry. This 
tool can be used individually or by organizations that 
supervise and coordinate the interaction of the different 
businesses and require a global vision of the sector.  

In this paper, the specific and critical stage of 
winemaking in a small or medium-size winery is 
afforded by the presentation of the model and the 
proposed methodology for decision making. The 
decision problem that is aimed to be solved for the 
presented methodology comprises not only the 
scheduling or operational choices but also the design of 
the business, taking decisions that define the structure 
of the winemaking process. 

The following section introduces the modelling 
formalism, based on Petri nets, which will be used in 
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the decision support methodology, the section 3 deals 
with the model of the winery. The fourth section 
presents the decision problem in detail, while the 
following section describes the methodology for solving 
the decision problem. The last section, number six, 
presents the conclusions and the future research lines. 
 
2. ALTERNATIVES AGGREGATION PETRI 

NETS 
In the previous section, it has been mentioned that the 
Petri net formalism is suited for the modelling, analysis, 
simulation, and optimization of discrete event systems. 
Its graphical representation allows representing, in an 
explicit and intuitive way, complex behaviours 
characterized by concurrence and synchronization of 
subprocesses. Moreover, the matrix-based of a Petri net 
representation may lead to a very productive structural 
analysis, as well to the statement and solving of 
decision problems based on the evaluation of the 
performance of the system under specific conditions.  

Definition 1. A Petri net system is a 5-tuple 
R = ( P, T, pre, post, m0 ) such that: 

i) P is a non-empty set of places. 
ii)  T is a non-empty set of transitions and P ∩ T = ∅. 
iii) pre and post are functions that associate a weight 

to the directed arcs between the elements of the 
sets P and T, in the following way: 

iv)  pre: P × T → ℕ* and post: T × P → ℕ* , where ℕ*  
is the set of natural numbers, excluding zero. 

v) m0 is the initial marking, such that m0: P → ℕ*. 
□ 

This definition does not specify explicitly the 
mechanisms of the Petri net formalism to represent the 
controllable parameters, which have a significant 
influence in the behaviour and performance of the 
system, and the possibility of making a choice for them 
among their feasible set of combinations of values. 

The design process of a system, modelled by the 
formalism of the Petri nets, usually requires the 
development of so many models as alternative 
structures can be selected for representing different 
solutions for the structure of the system. These models 
can be called alternative Petri nets (Latorre et al. 2011). 

Nevertheless, this approach uses to be ineffective, 
since the whole set of alternative Petri nets usually 
shows large amounts of redundant information among 
the models (Recalde et al., 2004). This redundant 
information corresponds to shared subsystems. 

The alternatives aggregation Petri nets consists of a 
Petri-net-based formalism, which has the ability of 
representing in a single model, a complete set of 
alternative Petri nets removing the redundant 
information that correspond to shared subsystems. 
Furthermore, the mechanism for the decision making 
associated to the choice of one of these alternative 
structural configurations is represented explicitly by 
means of the so called choice variables. 

A definition of a set of choice variables can be 
afforded once it is known the number of the alternative 
structural configurations for the system to be modelled. 

Definition 2. Given a discrete event system with n 
alternative structural configurations, a set of choice 
variables can be defined as SA = { ai Boolean | ∃! k ∈ 
ℕ

*, k ≤ n, such that ak = 1 ∧ ∀ j ∈ ℕ*, j ≤ n, j ≠ k it is 
verified aj = 0 }, where |SA| = n , and the assignment ak 
= 1 is the result of a decision. 

□ 
Definition 3. An alternatives aggregation Petri net 

can be defined as a 10 tuple RA = ( P, T, pre, post, m0, 
Sα, Svalnstrα, SA , fA, Rvalγ ), where  

i) Sα  is a set of undefined parameters. 
ii)  Svalnstrα is the set of feasible combination of values 

for the undefined parameters in Sα . 
iii)  SA is a set of choice variables, SA ≠ ∅ and |SA| = n. 
iv) fA: T → f(a1, …, an) is a function that assigns a 

function of the choice variables to each transition t 
such that type[fA(t)] = boolean. 

v) Rvalγ is a binary relation between Svalγ and RA. 
On the other hand, fA: SA → T , assigns a choice 
variable to a single or several transitions of the Petri net, 
and if SA’ = { a1 , a2 , … , ak } is the set of every choice 
variables associated to the transition t, then the guard 
function of the mentioned transition is gA(t) = a1 + a2 + 
… + ak.  

□ 
This formalism, can be used to develop the model 

of a small or medium-size winery in the region of La 
Rioja (Spain), with the purpose of its design, 
improvement or efficient operation. 

 
3. THE MODEL OF THE WINERY 

 
3.1. The winemaking process 
La Rioja is a region of Spain, where the wine industry 
has a long tradition and its influence in the local 
economy is very important. In fact, La Rioja produces 
the 6% of all the European wine, being the most 
important specialty, the red wine. 

There exist different methodologies for producing 
wine, according to the target finished product (red, 
white rosé, or sparkling wine), with different variants, 
which depend on the equipment used, the degree of 
mechanization and automation, the chemical processes, 
etc. 

However, a broadly applied technique for the 
production of red wine in La Rioja is the traditional 
Bordeaux method, which has been used in this region 
since the middle of the XIX century. 

According to this winemaking method, the grape 
clusters can be transported to the winery by different 
means and in diverse types of containers. At their 
arrival, the quality of the grapes is measured and they 
are weighted and transferred to the first stage of 
destemming, for removing the rachis from the grapes, 
and of crushing, for liberating their juice. 

At this point SO2 is added to the mixture for 
antiseptic purposes and the storage of the product for 
the optional stage of maceration can begin. 

The following step is the primary or alcoholic 
fermentation, where the must is complemented with 
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yeast for the transformation of the contained sugar into 
alcohol and carbon dioxide. As a result of this stage an 
amount of free run wine is obtained by decantation, 
while the rest of the product is pressed for the 
separation of the so called press wine and the grape 
skins. The press wine can be mixed with the free-run 
wine in order to increase the production. 

The next step is the secondary or malolactic 
fermentation, under bacterial action, which can take 
place in vats or barrels. An optional ageing or maturing 
of the wine in oak barrels or in stainless steel barrels 
with oak chips can be afforded at the end of the 
secondary fermentation. With the clarification and 
filtration, most of the large particles, yeast, and bacteria 
present in the wine are removed, improving the 
appearance of the product and stabilizing it chemically. 

The following stage of bottling and sealing with a 
cork may be followed, optionally, by a wine ageing in 
bottle. After the end of the previous process, it is 
possible to add a capsule to the top of the bottle and to 
label it. The packing can be made in boxes, stored on 
pallets. From the warehouse, the pallets with wine are 
prepared to be distributed around the world. 

 
3.2. The marking controllable parameters 
Some controllable parameters, which can be considered 
and specified for the design and operation of a winery, 
are presented in the following: 

c1. Capacity of the available lorries for the 
transportation of the grape to the winery. 

c2. Capacity of the available platforms for the 
transportation of boxes, containing grape 
clusters, to the winery. 

c3. Capacity of the chutes for receiving the grapes. 
c4. Grape conveying capacity to the destemming 

machine. 
c5. Processing capacity of the automatic crusher-

destemmer. 
c6. Processing capacity of the stemmer machine. 
c7. Processing capacity of the centrifugal crusher. 
c8. Processing capacity of the crusher with rollers. 
c9. Flow rate of the barrelling pump. 
c10. Capacity for the cold maceration = number of 

tanks x capacity of every tank. 
c11. Capacity of the winery for the stage of 

maceration with addition of heat. 
c12. Pipeage pump flow rate. 
c13. Capacity of the hydraulic press after primary 

fermentation. 
c14. Capacity of the vats for the malolactic 

fermentation. 
c15. Capacity of the barrels for the malolactic or 

secondary fermentation. 
c16. Capacity of the barrels for the wine ageing. 
c17. Capacity of the stainless steel tanks with oak 

chips for wine ageing. 
c18. Capacity of the centrifugal clarification 

machine. 
c19. Capacity of the machine for precoating. 
c20. Capacity of the clarification filter. 

c21. Capacity of the filter for microbial stabilization. 
c22. Capacity of the facility for ultrafiltration. 

More examples of controllable marking parameters 
are the stock of empty bottles, the stocks of stoppers of 
cork, metal or plastic, and the processing capacity of the 
bottling, labelling and packing machine. 

 
Figure 1: First stages of winemaking 

 
The decision-making methodology, which will be 

described in the section 5, can afford the choice of the 
optimal value or a quasi-optimal one for every one of 
the controllable marking parameters mentioned in this 
section 3.2, as well as for the structural decisions, which 
are mentioned in the following section 3.3. 
 
3.3. The structural decisions and choice variables 
Some of the stages of winemaking may vary, be 
combined, or even omitted, according to the quality of 
the raw materials and the expected finished wine. 
Furthermore, different equipment and labour force can 
be used for the diverse winemaking steps. For all these 
reasons there are many alternative structural 
configurations for the design of a winery. Hence, there 
is a large amount of structural decisions that can be 
made. The most significant ones have been taken into 
account in the model presented in this paper. They are 
listed below: 
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d1. Double or single weighting process of the 
incoming grape. 

d2. Receipt of the grape in boxes or in a chute. 
d3. Conveying of the incoming grape by conveyor 

belts or by pipes. 
d4. Combined or separated destemming and 

crushing. 
d5. Centrifugal crusher or crusher with rollers. 
d6. Cold maceration. 
d7. Maceration with addition of heat. 
d8. There is not any stage of maceration. 
d9. Secondary fermentation performed in vats or 

barrels. 
d10. Ageing of the wine in oak barrels or in 

stainless steel tanks with oak chips. 
d11. Centrifugal clarification or precoating. 
d12. Filtration for clarification. 
d13. Filtration for microbial stabilization. 
d14. Ultrafiltration. 
d15. Normal bottling. 
d16. Aseptic bottling. 
d17. Bottling with addition of heat. 
d18. Ageing of the wine in the bottle. 

 
As a result of these structural decisions, or 

decisions that condition and specify the structural 
configuration of the system, it is possible to define a set 
of choice variables, one for every alternative system 
that can be built up from the mentioned decisions. 

The size of the set of choice variables SA can be 
calculated in the following way: 

|SA| = 2·2·2·2·2·3·2·2·2·3·3·2 = 29·33 = 13824. 
As it can be deduced, analysing a set of 13824 

alternative structural configurations to choose the best 
one as solution of a design process is unpractical. The 
methodology proposed in this paper has been developed 
to afford such a problem in an efficient single process. 
Moreover, as it will be seen in the following two 
sections, the proposed methodology can give a solution 
for the decision making related to the structural and the 
non-structural controllable parameters. That is to say, 
the solution of the decision problem specifies the design 
of the system, as well as its operation. 
 
3.4. The alternatives aggregation Petri net model 
In this section, a model of a typical small or medium-
sized winery from the region of La Rioja, in process of 
being designed, is presented. 

With the aim of simplifying the representation, the 
weights of the arcs that represent the change of 
interpretation of the tokens in relation with physical 
items do not appear in the Petri nets. 

In figure 1, the model of the winemaking process 
from the receipt of the harvested grapes to the barreling 
process is presented. In the alternatives aggregation 
Petri net model, instead of representing the 13824 
choice variables, an abbreviated representation based on 
the 18 decision variables, di, has been considered. 

Furthermore, in figure 2, the Petri net model for 
the subsequent stages of maceration, primary and 

secondary fermentation, optional aging, clarification, 
filtering and stabilization is detailed. 

 
Figure 2: Fermentation and filtration 

 
The Petri net model for the remaining stages of 

bottling, labelling, and packing, has not been 
represented in this paper. Nevertheless, as it has been 
indicated in sections 3.2 and 3.3, this part of the model 
contains several controllable parameters. 

In the next section, the decision problem associated 
to the model of a winery is presented. 

 
4. THE DECISION PROBLEM 
The decision problem stated for the design of the 
winery aims to optimize the benefit from the facility, 
hence, it can be written in the form of an optimization 
problem. This goal implies that a maximal production is 
expected, with a minimal cost, guaranteeing a high 
quality standard in the winemaking processes, as well as 
in the final product. 

The solution of the problem is a sequence of 
optimal values for every controllable marking 
parameter, as well as a decision, for every structural 
choices di. 
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The statement of the problem requires an objective 
function, the consideration of the alternatives 
aggregation Petri net of the winery as disjunctive 
constraint and some additional constraints, for example 
the domain of the controllable parameters. 

 
5. THE SOLVING METHODOLOGY 
In order to find the best values for the controllable 
parameters of the model, a single-staged methodology is 
proposed (Latorre et al. 2010). According to it, a single 
solution space is constructed, and its exploration can be 
afforded by means of a metaheuristic, for example a 
genetic algorithm. Using this search strategy, it is 
possible to avoid an exhaustive search, usually 
unfeasible due to the combinatorial explosion and the 
limited availability of computer resources. 

In this exploration, the choice of a given solution 
to evaluate its quality implies a simulation of the 
evolution of the Petri net model under the conditions 
given by the solution and the additional constraints 
defined in the statement of the optimization problem. 
This simulation, with the help of the objective function 
allows characterizing every solution with a performance 
measurement, which can be used to compare the fitness 
of the solution as optimal or quasi-optimal solution of 
the decision problem. 

 
6. CONCLUSIONS AND FURTHER 

RESEARCH 
The traditional but globalized and competitive wine 
industry may improve by the use of decision support 
systems, able to improve the design and management of 
the different business that take part in this sector. 

Many actors participate in the winemaking 
process, from farming and harvesting to conveying the 
grapes, producing the wine and distributing and 
commercializing the different type of finished products. 

In this paper, a decision-making methodology is 
described for the efficient design of a small or medium-
sized winery. This methodology is aimed to be applied 
under a more general system, including more alternative 
items and processes to be considered in the production 
of wine in the winery, as well as to add more stages of 
the winemaking, belonging to the external chain supply 
and farming activities. The goal of this research line 
consists of developing and proving a general 
methodology for decision making in the field of wine 
production, which may help the companies to be more 
competitive by producing goods and services of higher 
quality and lower costs. 
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ABSTRACT 
This research deals with a utilization of a modern tool 
for symbolic regression, which is analytic 
programming, for the purpose of the evolutionary 
synthesis of a feedback controller for the chaotic 
system. This synthesized chaotic controller secures the 
stabilization of high periodic orbit – oscillations 
between several values of discrete chaotic system, 
which is Logistic Equation. The paper consists of the 
descriptions of analytic programming as well as chaotic 
system, used heuristic and cost function. For 
experimentation, Self-Organizing Migrating Algorithm 
(SOMA) and Differential evolution (DE) were used. 

 
Keywords: Chaos Control, Analytic programming, 
optimization, evolutionary algorithms. 

 
1. INTRODUCTION 
During the past five years, usage of new intelligent 
systems in engineering, technology, modeling, 
computing and simulations has attracted the attention of 
researchers worldwide. The most current methods are 
mostly based on soft computing, which is a discipline 
tightly bound to computers, representing a set of 
methods of special algorithms, belonging to the 
artificial intelligence paradigm. The most popular of 
these methods are neural networks, evolutionary 
algorithms, fuzzy logic, and genetic programming. 
Presently, evolutionary algorithms are known as a 
powerful set of tools for almost any difficult and 
complex optimization problem. 

The interest about the interconnection between 
evolutionary techniques and control of chaotic systems 
is spread daily. First steps were done in (Senkerik et al.; 
2010a), (Zelinka et al., 2009), where the control law 
was based on Pyragas method: Extended delay feedback 
control – ETDAS (Pyragas, 1995). These papers were 
concerned to tune several parameters inside the control 
technique for chaotic system. Compared to previous 
research, this paper shows a possibility how to generate 
the whole control law (not only to optimize several 
parameters) for the purpose of stabilization of a chaotic 
system. The synthesis of control is inspired by the 

Pyragas’s delayed feedback control technique (Just, 
1999), (Pyragas, 1992). Unlike the original OGY 
control method (Ott et al., 1990), it can be simply 
considered as a targeting and stabilizing algorithm 
together in one package (Kwon, 1999). Another big 
advantage of the Pyragas method for evolutionary 
computation is the amount of accessible control 
parameters, which can be easily tuned by means of 
evolutionary algorithms (EA). 
Instead of EA utilization, analytic programming (AP) is 
used in this research. AP is a superstructure of EAs and 
is used for synthesis of analytic solution according to 
the required behaviour. Control law from the proposed 
system can be viewed as a symbolic structure, which 
can be synthesized according to the requirements for the 
stabilization of the chaotic system. The advantage is 
that it is not necessary to have some “preliminary” 
control law and to estimate its parameters only. This 
system will generate the whole structure of the law even 
with suitable parameter values. 

This work is focused on the expansion of AP 
application for synthesis of a whole control law instead 
of parameters tuning for existing and commonly used 
method control law to stabilize desired Unstable 
Periodic Orbits (UPO) of chaotic systems. 

This work is an extension of previous research 
(Oplatkova et al., 2010a; 2010b), (Senkerik et al., 
2010b) focused on stabilization of simple p-1 orbit – 
stable state and p-2 orbit. In general, this research is 
concerned to stabilize p-4 UPO – high periodic orbit 
(oscillations between four values). 

Firstly, AP is explained, and then a problem design 
is proposed. The next sections are focused on the 
description of used cost function and evolutionary 
algorithms. Results and conclusion follow afterwards. 
 
2. PROBLEM DESIGN 
The brief description of used chaotic systems and 
original feedback chaos control method, ETDAS is 
given. The ETDAS control technique was used in this 
research as an inspiration for synthesizing a new 
feedback control law by means of evolutionary 
techniques. 
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2.1. Selected Chaotic System 
The chosen example of chaotic systems was the one-
dimensional Logistic equation in form (1). 

 ( )nnn xrxx −=+ 11  (1) 

The Logistic equation (logistic map) is a one-
dimensional discrete-time example of how complex 
chaotic behaviour can arise from very simple non-linear 
dynamical equation (Hilborn, 2000). This chaotic 
system was introduced and popularized by the biologist 
Robert May (May, 2001). It was originally introduced 
as a demographic model as a typical predator – prey 
relationship. The chaotic behaviour can be observed by 
varying the parameter r. At r = 3.57 is the beginning of 
chaos, at the end of the period-doubling behaviour. At  
r > 3.57 the system exhibits chaotic behaviour. The 
example of this behaviour can be clearly seen from 
bifurcation diagram – Figure 1. 
 

 
Figure 1: Bifurcation diagram of Logistic Equation  

 
2.2. ETDAS Control Method 
This work is focused on explanation of application of 
AP for synthesis of a whole control law instead of 
demanding tuning of EDTAS method control law to 
stabilize desired Unstable Periodic Orbits (UPO). In this 
research desired UPO is only p-2 (higher periodic orbit 
– oscillation between two values). ETDAS method was 
obviously an inspiration for preparation of sets of basic 
functions and operators for AP. 
The original control method – ETDAS has form (2). 
  

( ) ( )[ ])(1)( txtSRKtF d −−−= τ  
( )dtRStxtS τ−+= )()(  (2) 

 
Where: K and R are adjustable constants, F is the 
perturbation; S is given by a delay equation utilizing 
previous states of the system and dτ is a time delay. 

The original control method – ETDAS in the 
discrete form suitable for one-dimensional Logistic 
equation has the form (3). 
 

( ) nnnn Fxrxx +−=+ 11  
( )[ ]nmnn xSRKF −−= −1    

mnnn RSxS −+=  (3) 

Where: m is the period of m-periodic orbit to be 
stabilized. The perturbation nF  in equations (3) may 
have arbitrarily large value, which can cause diverging 
of the system outside the interval {0, 1.0}. Therefore, 

nF  should have a value between maxF− , maxF . In this 
preliminary study a suitable maxF  value was taken from 
the previous research. To find the optimal value also for 
this parameter is in future plans. 

Previous research concentrated on synthesis of 
control law only for p-1 orbit (a fixed point). An 
inspiration for preparation of sets of basic functions and 
operators for AP was simpler TDAS control method (4) 
and its discrete form suitable for logistic equation given 
in (5). 
 

( )[ ])()( txtxKtF −−= τ  (4) 
( )nmnn xxKF −= −  (5) 

 
2.3. Cost Function 
Proposal for the cost function comes from the simplest 
Cost Function (CF). The core of CF could be used only 
for the stabilization of p-1 orbit. The idea was to 
minimize the area created by the difference between the 
required state and the real system output on the whole 
simulation interval – τi.  

But another universal cost function had to be used 
for stabilizing of higher periodic orbit and having the 
possibility of adding penalization rules. It was 
synthesized from the simple CF and other terms were 
added. In this case, it is not possible to use the simple 
rule of minimizing the area created by the difference 
between the required and actual state on the whole 
simulation interval – τi, due to many serious reasons, for 
example: degrading of the possible best solution by 
phase shift of periodic orbit.  

This CF is in general based on searching for 
desired stabilized periodic orbit and thereafter 
calculation of the difference between desired and found 
actual periodic orbit on the short time interval - τs (40 
iterations) from the point, where the first min. value of 
difference between desired and actual system output is 
found. Such a design of CF should secure the successful 
stabilization of either p-1 orbit (stable state) or higher 
periodic orbit anywise phase shifted. The CFBasic has the 
form (6). 
 

∑
=

−+=
2

1
1

τ

τt
ttBasic ASTSpenCF , (6) 

 
where:   
TS - target state, AS - actual state 
τ1 - the first min value of difference between TS and AS 
τ2 – the end of optimization interval (τ1+ τs) 
pen1= 0 if τi - τ2 ≥ τs;  
pen1= 10*( τi - τ2) if τi - τ2 < τs (i.e. late stabilization). 
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3. ANALYTIC PROGRAMMING 
Basic principles of the AP were developed in 2001 
(Zelinka et al. 2005). Until that time only Genetic 
Programming (GP) and Grammatical Evolution (GE) 
had existed. GP uses Genetic Algorithms (GA) while 
AP can be used with any EA, independently on 
individual representation. To avoid any confusion, 
based on the nomenclature according to the used 
algorithm, the name - Analytic Programming was 
chosen, since AP represents synthesis of analytical 
solution by means of EA. 

The core of AP is based on a special set of 
mathematical objects and operations. The set of 
mathematical objects is a set of functions, operators and 
so-called terminals (as well as in GP), which are usually 
constants or independent variables. This set of variables 
is usually mixed together and consists of functions with 
different number of arguments. Because of a variability 
of the content of this set, it is termed the “general 
functional set” – GFS. The structure of GFS is created 
by subsets of functions according to the number of their 
arguments. For example GFSall is a set of all functions, 
operators and terminals, GFS3arg is a subset containing 
functions with only three arguments, GFS0arg represents 
only terminals, etc. The subset structure presence in 
GFS is vitally important for AP. It is used to avoid 
synthesis of pathological programs, i.e. programs 
containing functions without arguments, etc. The 
content of GFS is dependent only on the user. Various 
functions and terminals can be mixed together (Zelinka 
et al. 2005, Zelinka et al. 2008, Oplatkova et al. 2009).  

The second part of the AP core is a sequence of 
mathematical operations, which are used for the 
program synthesis. These operations are used to 
transform an individual of a population into a suitable 
program. Mathematically stated, it is a mapping from an 
individual domain into a program domain. This 
mapping consists of two main parts. The first part is 
called Discrete Set Handling (DSH) (See Figure 2) 
(Zelinka et al. 2005, Lampinen and Zelinka 1999) and 
the second one stands for security procedures which do 
not allow synthesizing pathological programs.  

 
 

 
Figure 2: Discrete set handling 

 

 
Figure 3: The main principles of AP 

 
The method of DSH, when used, allows handling 

arbitrary objects including nonnumeric objects like 
linguistic terms {hot, cold, dark…}, logic terms (True, 
False) or other user defined functions. In the AP, DSH 
is used to map an individual into GFS and together with 
security procedures creates the above-mentioned 
mapping, which transforms arbitrary individual into a 
program.  

AP needs some EA (Zelinka et al. 2005) that 
consists of a population of individuals for its run. 
Individuals in the population consist of integer 
parameters, i.e. an individual is an integer index 
pointing into GFS. The creation of the program can be 
schematically observed in Figure 3. The individual 
contains numbers which are indices into GFS. The 
detailed description is represented in (Zelinka et al. 
2005, Zelinka et al. 2008, Oplatkova et al. 2009). 

AP exists in 3 versions – basic without constant 
estimation, APnf – estimation by means of nonlinear 
fitting package in Mathematica environment and APmeta 
– constant estimation by means of another evolutionary 
algorithms; meta implies metaevolution. 

 
4. USED EVOLUTIONARY ALGORITHMS 
This research used two evolutionary algorithms: Self-
Organizing Migrating Algorithm (Zelinka 2004) and 
Differential Evolution (Price and Storn 2001, Price 
2005). Future simulations expect a usage of soft 
computing GAHC algorithm (modification of HC12) 
(Matousek 2007) and a CUDA implementation of HC12 
algorithm (Matousek 2010). 
 
4.1. Self Organizing Migrating Algorithm – SOMA 
SOMA is a stochastic optimization algorithm that is 
modelled on the social behaviour of cooperating 
individuals (Zelinka 2004). It was chosen because it has 
been proven that the algorithm has the ability to 
converge towards the global optimum (Zelinka 2004) 
and due to the successful applications together with AP 
(Varacha and Zelinka 2008, Varacha and Jasek 2011).  

SOMA works with groups of individuals 
(population) whose behavior can be described as a 
competitive – cooperative strategy. The construction of 
a new population of individuals is not based on 
evolutionary principles (two parents produce offspring) 
but on the behavior of social group, e.g. a herd of 
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animals looking for food. This algorithm can be 
classified as an algorithm of a social environment. To 
the same group of algorithms, Particle Swarm 
Optimization (PSO) algorithm can also be classified 
sometimes called swarm intelligence. In the case of 
SOMA, there is no velocity vector as in PSO, only the 
position of individuals in the search space is changed 
during one generation, referred to as ‘migration loop’. 

The rules are as follows: In every migration loop 
the best individual is chosen, i.e. individual with the 
minimum cost value, which is called the Leader. An 
active individual from the population moves in the 
direction towards the Leader in the search space. At the 
end of the crossover, the position of the individual with 
minimum cost value is chosen. If the cost value of the 
new position is better than the cost value of an 
individual from the old population, the new one appears 
in new population. Otherwise the old one remains there. 
The main principle is depicted in Figures 4 and 5. 
 

 
Figure 4: Principle of SOMA, movement in the 
direction towards the Leader 
 
 

 
 
Figure 5: Basic principle of crossover in SOMA, 
PathLength is replaced here by Mass 
 
 

4.2. Differential Evolution 
DE is a population-based optimization method that 
works on real-number-coded individuals (Price, 2005). 
A schematic is given in Figure 6. There are essentially 
five sections to the code. Section 1 describes the input 
to the heuristic. D is the size of the problem, Gmax is the 
maximum number of generations, NP is the total 
number of solutions, F is the scaling factor of the 
solution and CR is the factor for crossover. F and CR 
together make the internal tuning parameters for the 
heuristic. 

Section 2 outlines the initialization of the heuristic. 
Each solution xi,j,G=0 is created randomly between the 
two bounds x(lo) and x(hi). The parameter j represents the 
index to the values within the solution and i indexes the 
solutions within the population. So, to illustrate, x4,2,0 
represents the fourth value of the second solution at the 
initial generation. 

After initialization, the population is subjected to 
repeated iterations in section 3. 

Section 4 describes the conversion routines of DE. 
Initially, three random numbers r1, r2, r3 are selected, 
unique to each other and to the current indexed solution 
i in the population in 4.1. Henceforth, a new index jrand 
is selected in the solution. jrand points to the value being 
modified in the solution as given in 4.2. In 4.3, two 
solutions, xj,r1,G and xj,r2,G are selected through the index 
r1 and r2 and their values subtracted. This value is then 
multiplied by F, the predefined scaling factor. This is 
added to the value indexed by r3. 

However, this solution is not arbitrarily accepted in 
the solution. A new random number is generated, and if 
this random number is less than the value of CR, then 
the new value replaces the old value in the current 
solution. The fitness of the resulting solution, referred 
to as a perturbed vector uj,i,G., is then compared with the 
fitness of xj,i,G. If the fitness of uj,i,G is greater than the 
fitness of xj,i,G., then xj,i,G. is replaced with uj,i,G; 
otherwise, xj,i,G. remains in the population as xj,i,G+1. 
Hence the competition is only between the new child 
solution and its parent solution. 
 

 
 

Figure 6: DE Schematic 
 

DE is quite robust, fast, and effective, with global 
optimization ability. It does not require the objective 
function to be differentiable, and it works well even 
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with noisy and time-dependent objective functions. 
Description of used DERand1Bin strategy is presented 
in (7). Please refer to (Price and Storn 2001, Price 2005) 
for the description of all other strategies. These 
strategies differ in the way of calculating the perturbed 
vector uj,i,G. 
 

( )GrGrGrGi xxFxu ,3,2,11, −⋅+=+  (7) 
 
 
5. SIMULATION RESULTS 
As described in section about Analytic Programming, 
AP requires some EA for its run. In this paper APmeta 
version was used. Meta-evolutionary approach means 
usage of one main evolutionary algorithm for AP 
process and second algorithm for coefficient estimation, 
thus to find optimal values of constants in the 
evolutionary synthesized control law.  

SOMA algorithm was used for main AP process 
and DE was used in the second evolutionary process. 
Settings of EA parameters for both processes were 
based on performed numerous experiments with chaotic 
systems and simulations with APmeta (Table 1 and Table 
2). 
 

 
Table 1: SOMA settings for AP  

PathLength 3 
Step 0.11 
PRT 0.1 
PopSize 50 
Migrations 4 
Max. CF Evaluations (CFE) 5345 
 
 

Table 2: DE settings for meta-evolution 
PopSize 40 
F 0.8 
CR 0.8 
Generations 150 
Max. CF Evaluations (CFE) 6000 
 
 

Compared to previous research with stabilization 
of stable state - p-1 orbit, the data set for AP required 
only constants, operators like plus, minus, power and 
output values nx and 1−nx . Due to the recursive 
attributes of delay equation S utilizing previous states of 
the system in discrete ETDAS (3), the data set for AP 
had to be expanded and cover longer system output 

history, thus to imitate inspiring control method for the 
successful synthesis of control law securing the 
stabilization of higher periodic orbits. 
 
Basic set of elementary functions for AP: 
 
 GFS2arg= +, -, /, *, ^ 
GFS0arg= datan-11 to datan, K 
 

Total number of 200 simulations was carried out. 
The most simulations were successful and have given 
new synthesized control law, which was able to 
stabilize the system at required behaviour (p-4 orbit) 
within short simulation interval of 200 iterations. 

Total number of cost function evaluations for AP 
was 5345, for the second EA it was 6000, together 
32.07 millions per each simulation. All experiments 
were performed in the Wolfram Mathematica 
environment. One experiment (simulation) took approx. 
72 hours. See Table 3 for simple CF values statistic. 
 

 
Table 3: Cost Function values 

Min 0.0314 
Max 8.9088 
Average 0.6178 

 
 
The novelty of this approach represents the 

synthesis of feedback control law Fn (8) (perturbation) 
for the Logistic equation inspired by original ETDAS 
control method.  
 

( ) nnnn Fxrxx +−=+ 11  (8) 
 

Following Table 4 and Figure 7 contains examples 
of synthesized control laws. Obtained simulation results 
can be classified into 2 groups, based on the quality and 
durability of stabilization at real p-4 UPO, which for 
unperturbed Logistic equation has following values:  
x1 = 0.3038, x2 = 0.8037, x3 = 0.5995, x4 = 0.9124. More 
about this phenomenon is written in the conclusion 
section. 
 

Table 4 covers direct output from AP – synthesized 
control law without coefficients estimated, further the 
notation with simplification after estimation by means 
of second algorithm DE, corresponding CF value, 
average error between actual and required system 
output, and identification of figure with simulation 
results. 
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Table 4: Simulation results 

Control Law Control Law with coefficients CF Value 
Avg. 

output 
error 

Figure
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Figure 7a Figure 7b 
 

 
Figure 7c 

 

 
Figure 7d 

 
Figure 7: Examples of results – stabilization of p-4 orbit for Logistic equation by means of control laws given in Table 4. 
 
 
6. CONCLUSION 
This paper deals with a synthesis of a control law by 
means of AP for stabilization of selected chaotic system 
at high periodic orbit. Logistic equation as an example 
of one-dimensional discrete chaotic system was used in 
this research.  

In this presented approach, the analytic programming 
was used instead of tuning of parameters for existing 
control technique by means of EA’s as in the previous 
research. 

Obtained results reinforce the argument that AP is 
able to solve this kind of difficult problems and to 
produce a new synthesized control law in a symbolic 
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way securing desired behaviour of chaotic system and 
stabilization. 

Presented four simulation examples show two 
different results. Low CF values indicating precise, but 
unfortunately sometimes unstable and only temporary 
stabilization, together with simple control law in the 
first two cases. And according to the higher CF values 
not very precise, but very stable and relatively complex 
notation of chaotic controller in the next two cases. This 
phenomenon is caused by the design of CF, which was 
borrowed from the previous research focused on the 
simpler cases, which were stabilization of stable state 
and p-2 orbit, and it has given satisfactory results 
Nevertheless this fact lends weight to the argument, that 
AP is a powerful symbolic regression tool, which is 
able to strictly and precisely follow the rules given by 
cost function and synthesizes any symbolic formula, in 
the case of this research – the feedback controller for 
chaotic system.  

The question of energy costs and more precise and 
faster stabilization will be included into future research 
together with development of better cost functions, 
different AP data set, and performing of numerous 
simulations to obtain more results and produce better 
statistics, thus to confirm the robustness of this 
approach.  

Future research will be also aimed at the time-
continuous systems, not only discrete chaotic maps. 
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ABSTRACT 
Simulation, analysis, decision making, and control of 
discrete event systems, are examples of very common 
applications in industrial and technological fields. All 
these operations require the representation of the 
discrete event system in an appropriate formal language, 
that is to say obtaining the best suited model for the 
current application. A very common family of 
formalisms is the paradigm of the Petri nets. Different 
Petri net-based formalisms present different modelling 
power and diverse features, which make them especially 
suited for a given operation. In the field of decision 
making, where there exist a number of alternative 
structural configurations, the alternatives aggregation 
Petri nets and the compound Petri nets, lead to compact 
models for describing a discrete event system. This 
paper describes a transformation algorithm between 
them and an example to illustrate the application of the 
different steps. This transformation algorithm allows a 
fast transformation between both formalisms for 
applications related to decision making, since it is not 
necessary to perform a previous transformation to an 
intermediate set of alternative Petri nets to afford the 
construction of a compound Petri net from an 
alternatives aggregation Petri net. 
 
Keywords: Petri nets, transformation, alternatives 
aggregation Petri nets, compound Petri nets, decision 
making 
 
1. INTRODUCTION 
Petri nets constitute one of the best suited formalisms 
for representing discrete event systems with complex 
behaviour. Petri nets (PN) are in fact a family of 
formalisms, each one of which have been developed for 
being more suited for a given application. The 
expressiveness and modelling power of the different 
formalisms may be related to the constraints imposed to 
their definitions. Some of the formalisms introduce 
exogenous elements such as time, in interpreted Petri 
nets, or random variables, in generalized stochastic Petri 

nets, while others transfer information of the static 
structure from the elements of the incidence matrices, 
weight of the arcs, to features of the tokens, in coloured 
Petri nets (Jensen and Kristensen, 2009; David and 
Alla, 2005; Silva, 1993). 

The applications of these particular Petri net-based 
formalisms range from structural analysis to 
performance analysis and the compact representation of 
large systems with shared subsystems. The 
transformation algorithms allow translating a model of a 
discrete event system form a given formalism to a 
different one or simplifying the representation of a 
given model. This translation is useful for performing 
certain operations in a model represented by a 
formalism that is not suited for the aimed application. 

Alternatives aggregation Petri nets (AAPN) and 
compound Petri nets are two Petri net-based formalisms 
that have been defined for decision making. Both of 
them are well suited for representing in a compact way 
a model of a system with alternative structural 
configurations (Latorre et al. 2011b, Latorre et al. 
2009). In real applications of decision making related to 
discrete event systems with alternative structural 
configurations it is common to represent the system by 
means of a set of alternative Petri nets (Tsinarakis et al. 
2005, Zimmerman et al. 2001). Algorithms have been 
described to transform a set of alternative Petri nets into 
an alternatives aggregation Petri net (Latorre et al. 
2009) and into a compound Petri net (Latorre et al. 
2011a). In this paper, an algorithm for transforming an 
alternatives aggregation Petri net to a compound Petri 
net is described, as well as an example of application to 
illustrate the different steps. This algorithm is aimed to 
allow a direct and fast transformation of a model 
between these two formalisms for applications such as 
the comparison of the performance of a given model 
represented in both formalisms when integrated in a 
decision problem. 

In section 2, the definitions that are relevant for the 
application of the transformation algorithm are given. 
The section 3 is focussed on the transformation 
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algorithm itself. Some considerations on a reduction 
rule to simplify the compound Petri net obtained from 
the algorithm are presented in the section 4. One 
important step in the transformation algorithm is 
explained in the section 5: the translation of the set of 
exclusive entities associated to the model of the discrete 
event system from their representation as a set of choice 
variables to a set of feasible combinations of values for 
the undefined structural parameters of the resulting 
compound Petri net. An example of application is 
detailed in the section 6, while the following section is 
devoted to the conclusions and future research lines. 
Finally, the last section lists the bibliographical 
references of this paper. 
 
2. DEFINITIONS 
An alternatives aggregation Petri net can be defined in 
the following way: 
Definition 1. Alternatives aggregation Petri net system. 

An alternatives aggregation Petri net system, RA, is 
defined as the 8-tuple: 

RA = 〈P, T, pre, post, m0, Sα, Svalα, SA , fA〉 
where,  

• P is the set of places. 
• T is the set of transitions. 
• pre is the pre-incidence matrix, also called 

input incidence matrix. 
• post is the post-incidence matrix, also called 

output incidence matrix. 
• m0 is the initial marking that represents the 

initial vector of state and is usually a function 
of the choice variables. 

• Sα  is a set of undefined parameters. 
• Svalα is the set of feasible combination of 

values for the undefined parameters in Sα . 
• SA is a set of choice variables such that SA ≠ ∅ 

and |SA| = n. 
• fA: T → f(a1, …, an) assigns a function of the 

choice variables to each transition t such that 
type[fA(t)] = Boolean. 

□ 
Where a set of choice variables is given by: 
Let cstr ∈ Cstr = {1, 2, …, mstrq} ⊆ Ν*. 
A set of choice variables can be defined as SA = {a1, 

a2, …, amstrq | ∃∃∃∃! ai=1, i ∈ Cstr ∧ aj=0 ∀ j≠i, j ∈ Cstr } 
Furthermore, the dynamic behaviour of an 

alternatives aggregation Petri net is given by an 
enabling rule that differs slightly from most of the 
formalisms based on Petri nets. The firing rule is the 
one of a generalized Petri net. 
 
Definition 2. Enabled transition. 

Given an alternatives aggregation Petri net RA with 
an associated set of choice variables SA = { a1, a2, …, an 
}, let us consider the following decision: 
 

ai = 1 ⇒ ai = 0 ∀ j ∈ Ν* such that 
1 ≤ j ≤ n ∧ j ≠ i 

 

A transition tj ∈ T in an alternatives aggregation 
Petri net is said to be enabled if 

mi ≥ pre(pi, tj) ∀ pi ∈ ºtj ∧ fA(tj) = 1 
□ 

On the other hand, a compound Petri net can be 
defined from a parametric point of view, as in (Latorre 
et al, 2011c). 

Moreover, a more classic approach (Silva, 1993) 
for the definition of a compound Petri net can be given 
as stated below: 
Definition 3. Compound Petri net. 

A compound  Petri net is a 7-tuple  
Rc = 〈 P, T, F, w, m0, Sα, Svalα 〉, where 

i) Sα is the set of undefined parameters of Rc. 
ii)  Sstrα ≠ ∅ is the set of undefined structural 

parameters of Rc, such that Sstrα ⊆ Sα. Notice that Sα is 
the set of undefined parameters of Rc. 

iii) Svalα is the feasible combination of values for 
the undefined parameters . 

□ 
A compound Petri net can be considered as a 

parametric Petri net with undefined structural 
parameters. 

The structural parameters refer to the elements of 
the incidence matrix of a Petri net. If a Petri net has 
undefined structural parameters it has a structure with 
certain freedom degrees that should be specified by a 
decision from the set of feasible combinations of values 
for them. 

In summary, the undefined structural parameters 
are present in models that correspond with DES with 
undefined structure, in process of being designed, 
modified or controlled. 
 
3. TRANSFORMATION FROM AN AAPN TO A 

COMPOUND PN 
In (Latorre et al. 2011b) it was described a 
transformation algorithm to obtain an alternatives 
aggregation Petri net from a compound Petri net. The 
algorithm presented in this paper solves the opposite 
transformation and verifies that it is possible to perform 
a double transformation, using both algorithms 
sequentially, to return to the initial representation of the 
discrete event system. As a conclusion it is possible to 
state that both transformations are reversible. 

 
The algorithm to perform a direct and fast 

transformation from an alternatives aggregation Petri 
net RA to a compound Petri net is presented in the 
following. 

 
Algorithm. 

Step 1. 
Create a set of variables Svalstrα(Rc) = { cv1 , cv2 , … 

, 
rncv  } such that |Svalstrα(Rc)| = |SA|,  

where SA = { a1 , a2 , … , 
rna  } is the set of choice 

variables of RA. 
 

Create a bijection between Svalstrα(Rc) and SA. 
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This set Svalstrα(Rc) will contain the feasible 
combinations of values for the undefined structural 
parameters of the resulting compound Petri net.  
 
Step 2. 

Apply reduction rules to the columns of the 
incidence matrix of the AAPN, RA, which have 
elements in common and are associated to different 
choice variables, aiming to obtain a more compact 
matrix. 
 
Step 3. 

For every transition ti ∈ T(RA), with a function of 
choice variables associated to it, fA(ti,aj) , transform this 
function into the sets Sstrα(ti) and Svalstrα(ti). 
 
Step 4. 

Represent the resulting compound Petri net Rc. 
□ 

 
4. TRANSFORMATION FROM AN AAPN TO A 

COMPOUND PN 
Reduction rules have been developed for the 
simplification of Petri net models in order to perform 
structural analysis or performance analysis in an easier 
or more efficient way. See for example (Berthelot, 
1987) and (Haddad and Pradat-Peyre, 2006). One of the 
reduction rules is based on the reduction of several 
identical transitions to a single one (Berthelot, 1987) 
and (Silva, 1993). 

In order to apply this rule to an alternatives 
aggregation Petri net, it is necessary to consider two or 
more columns of the incidence matrix of the alternatives 
aggregation Petri net associated to functions of choice 
variables, which do not have any choice variable in 
common. It is possible to merge the mentioned columns 
by the creation of the appropriate undefined structural 
parameters if there are elements belonging to different 
columns but to the same row that are not equal and 
modifying the function of choice variables. 

Furthermore, a simplication rule can also be 
applied, since according to the Boole algebra if the 
function of choice variables includes every choice 
variable in the form a1 + a2 + … + an, where |SA| = n, 
then the function can be removed since it is true after 
any decision that selects one of the choice variables. 

 
5. TRANSFORMATION OF THE FUNCTIONS 

OF CHOICE VARIABLES INTO UNDEFINED 
STRUCTURAL PARAMETERS. 

This step is complementary to the previous one. The 
difference between both operations is that the previous 
one merges columns of the incidence matrix of the 
AAPN aiming to obtain a more compact incidence 
matrix, while this operation manages to eliminate the 
functions of choice variables and to convert the AAPN 
into a compound alternative Petri net 

In order to proceed as explained, this step develops 
a reverse operation to a replication of the transitions 
with associated function of choice variables. Taken a 

column with a function of choice variables that does not 
include a certain choice variable, a new isolated 
transition is added (a columns of zeros) and associated 
to this missing choice variable (Latorre et al. 2011b). 
Then, both transitions are merged by the creation of the 
appropriate choice variables and increasing the sets of 
feasible values for the undefined structural parameters if 
necessary. 

On the other hand, the function of choice variables 
acquires the choice variable of the merged isolated 
transition. 

The resulting function of choice variables might 
include all the choice variables. In this case, by the 
application of the simplification rule mentioned in the 
section 4, the function can be removed. Otherwise, 
another operation of creation of an isolated transition 
associated to another missing choice variable and the 
merge of it can be performed and so on. 

As a consequence of the previous explanations it is 
possible to see that the operation described in this 
section 5 can be decomposed in the following steps: 

a) Replication of the transition associated to 
functions of choice variables to isolate the individual 
choice variables. This operation is the opposite to the 
reduction rule of the transformation described in the 
previous section. 

b) Addition of isolated transitions to complete the 
choice variables in every transition of the original net. 

c) Merging of the transitions with different choice 
variables and with arcs to the same places and which 
complete the set of choice variables SA. 

Notice that all the operations described in this 
section are the opposite operation to those applied in the 
reverse transformation from a compound Petri net into 
an alternatives aggregation Petri net (Latorre et al. 
2011b). Due to the fact that the equivalence between the 
nets before and after the operations are the same and 
that they are reversible, their application can be 
performed in this algorithm. 

 
6. EXAMPLE OF APPLICATION. 
 

 

This example will describe the application of the 
different steps of the algorithm described in the section 

p1 

2 

p2 p3 

a1+a3 a2 

a1 a2+a3 
 

Fig. 1. Graphical representation of the 
AAPN to be converted into a compound PN. 

 

2 

a3 t1 t2 t5 

t3 t4 
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3 for the transformation of an alternatives aggregation 
Petri net into a compound Petri net. The original 
alternatives aggregation Petri net to be transformed is 
shown in the figure 1 in its graphical form and its 
matrix-based representation is given in the figure 2. 

 

 
 

Step 1. 
The set of choice variables of the AAPN is SA = { 

a1, a2, a3 }. 
 

As a consequence, the set of variables associated to 
the feasible combination of values for the undefined 
structural parameters of the resulting compound Petri 
net, Rc, is created: 
 

Svalstrα(Rc) = { cv1 , cv2 , cv3 } such that |Svalstrα(Rc)| 
= |SA| = 3. 

 
On the other hand, a bijection between Svalstrα(Rc) 

and SA is defined and their elements are made 
correspond, resulting in the following pairs: 
 

( cv1 , a1 ), (cv2 , a2) and ( cv3 , a3) 
 

Step 2. 
Apply reduction rules to the columns of the 

incidence matrix of the AAPN, RA that have elements in 
common and are associated to different choice 
variables, aiming to obtain a more compact matrix. 
 

The first couple of columns to be merged are the 
1st and the 2nd ones. In the first case the associated 
function of choice variables is fA(t1, ai) = a1 + a3. 
Moreover, the second column is associated to  
fA(t2, ai) = a2. 
 

In order to merge both columns, the elements that 
are placed in the same row are compared and if they are 
different an undefined structural parameter is created: 
 

Row 1: w11 = w12 = -1 ⇒ '
11w  = -1 

Row 2: w21 = 2, w22 = 1 ⇒ '
21w  = α4, where 

4αvalS = { 1, 2 } 

 
Due  to the fact that w21 = 2 was associated to  

a1 + a3 and that there is a bijection that makes the pairs 

(cv1 , a1) and (cv3 , a3), then α4 = 2 will be associated to 
the following combinations of choice variables: cv1 and 
cv3. 
 

On the other hand, w22 = 1 was associated to a2 and 
the bijection defines the pair ( cv2 , a2 ), then α4 = 1 will 
be associated to the combination of choice variables cv2. 

 

Row 3: w31 = 0, w32 = 1 ⇒ '
31w  = α7, where 

7αvalS = { 0, 1 } and α7 = 0 is associated to cv1 and cv3, 

whereas α7 = 1 is associated to cv2. 
 

The result of this first merging of columns can be 
seen in the figure 3. 

 

 
 
Where Svalstrα = { cv1, cv2, cv3 } = { (…, α4 = 2 , …, 

α7 = 0 , …) , (…,α4 = 1 , …, α7 = 1 , …) , (…,α4 = 2 , 
…, α7 = 0 , …) } 
 

Furthermore, the function of choice variables 
associated to the resulting transition, called t1 in the 
figure 3, can be removed since it contains all the choice 
variables, as it is justified in the section 4. 
 

Another couple of columns in the incidence matrix 
can be merged. They are the ones associated to the 
transitions t3 and t4. In the first case the associated 
function of choice variables is fA(t3, ai) = a1. Moreover, 
the second column is associated to fA(t4, ai) = a2 + a3. 
 

In order to merge both columns, the elements that 
are placed in the same row are compared and if they are 
different an undefined structural parameter is created: 
 

Row 1: w12 = w13 = 1 ⇒ '
12w  = 1 

Row 2: w22 = w23 = -1 ⇒ '
22w  = -1 

Row 3: w32 = 0, w33 = -1 ⇒ '
32w  = - α8, where 

8αvalS = { 0, 1 } and α8 = 0 is associated to cv1, whereas 

α8 = 1 is associated to cv2 and cv3. 
 

The result of this second reduction of transitions 
can be seen in the figure 4. 

 

t1     t3     t4     t5 
-1     1     1    -1    p1 
α4    -1   -1     0    p2 
α7     0    -1    2    p3 

         a1          a3 

W( AR1 ) = 

Fig. 3. First reduction of transitions. 

a1+a3+a3 a2+a3 

t1     t2     t3     t4     t5 
-1    -1    1      1     -1    p1 
2      1    -1     -1     0    p2 
0      1     0     -1      2    p3 

       a2    a1            a3 

W(RA) = 

Fig. 2 Matrix-based representation of the 
AAPN to be converted into a compound PN. 

 

a1+a3 a2+a3 
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Where 
 Svalstrα = { cv1, cv2, cv3 } = { (…, α4 = 2 , …, α7 = 0 , α8 
= 0, …) ,  
(…,α4 = 1 , …, α7 = 1 , α8 = 1 , …) , (…,α4 = 2 , …, α7 
= 0 , α8 = 1 , …) } 
 
Furthermore, 
 the function of choice variables associated to the 
resulting transition can be removed since it contains all 
the choice variables, as it is justified in the section 4. 
 
Step 3. 

For every transition ti ∈ T(RA), transform the 
function of choice variables associated to it, fA(ti,aj) , 
into the sets Sstrα(ti) and Svalstrα(ti). 
 

In the case of t1 and t3, the associated function of 
choice variables has been removed and the subsequent 
sets Sstrα(ti) and Svalstrα(ti) have already been obtained. 
 

On the contrary, t5 has an associated function of 
choice variables, which is fA(t5,ai) = a3. 

 
In order to develop this step, two new isolated 

transitions will be added, associated to the choice 
variables a1 and a2 respectively (Latorre et al. 2011a). 
The result can be seen in the resulting incidence matrix 
written in the figure 5. 

 

 
 
At this stage, it is possible to reduce the transitions 

t5, t6 and t7. 
 

In order to merge the three columns of the 
incidence matrix related to these transitions, the 
elements that are placed in the same row are compared 
and if they are different an undefined structural 
parameter is created: 
 

Row 1: w13 = -1 and w14 = w15 = 0 ⇒ '
13w  = -α3, where 

3αvalS = { 0, 1 } and α3 = 0 is associated to cv1 and cv2, 

whereas α3 = 1 is associated to cv3. 
 

Row 2: w23 = w24 = w25 = 0 ⇒ '
23w  = 0. 

 

Row 3: w33 = 2 and w34 = w35 = 0 ⇒ '
33w  = α9, where 

9αvalS = { 0, 2 } and α9 = 0 is associated to cv1 and cv2, 

whereas α9 = 2 is associated to cv3. 
 

The result of this step can be seen in the incidence 
matrix given in the figure 6. 

 
 
At this stage, it is possible to reduce the transitions 

t5, t6 and t7. 
 

In order to merge the three columns of the 
incidence matrix related to these transitions, the 
elements that are placed in the same row are compared 
and if they are different an undefined structural 
parameter is created: 
 

Row 1: w13 = -1 and w14 = w15 = 0 ⇒ '
13w  = -α3, where 

3αvalS = { 0, 1 } and α3 = 0 is associated to cv1 and cv2, 

whereas α3 = 1 is associated to cv3. 
 

Row 2: w23 = w24 = w25 = 0 ⇒ '
23w  = 0. 

 

Row 3: w33 = 2 and w34 = w35 = 0 ⇒ '
33w  = α9, where 

9αvalS = { 0, 2 } and α9 = 0 is associated to cv1 and cv2, 

whereas α9 = 2 is associated to cv3. 
 

The result of this step can be seen in the incidence 
matrix given in the figure 6. 

 

 

t1  t3 t5 
-1 1 -α3 p1 
α4 -1 0 p2 
α7 α8 α8 p3 

                   a3    a1    a2t1     

W( AR4  ) = 

Fig.6. Result of the reduction of the transitions t5, 
t6 and t7 into a single transition named t5. 

t1     t3     t5     t6     t7 
-1     1    -1     0     0    p1 
α4    -1     0     0     0    p2 
α7   -α8    2     0     0    p3 

               a3    a1    a2 

W( AR3  ) = 

Fig.5. Addition of isolated transitions to 
remove of the function fA(t5,ai). 

t3     t5     t6     t7 
-1     1    -1     0     0    p1 
α4    -1     0     0     0    p2 
α7   -α8    2     0     0    p3 

               a3    a1    a2 

W( AR3  ) = 

Fig.5. Addition of isolated transitions to 
remove of the function fA(t5,ai). 

t1 t3 t5 
-1 1 -1 p1 
α4 -1 0 p2 
α7 -α8 2 p3 

  a3 

W( AR2 ) = 

Fig. 4. Second reduction of transitions. 

a1+a3+a3 a1+a3+a3 
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Where Sstrα = { α3 , α4 , α7 , α8 , α9 } and Svalstrα = { cv1, 
cv2, cv3 } = { (0,2,0,0,0), (0,1,1,1,0), (1,2,0,1,2) } 

Furthermore, the function of choice variables 
associated to the resulting transition can be removed 
since it contains all the choice variables, as it is justified 
in the section 4. 
 
Step 4. 

Represent the resulting compound Petri net Rc. 
 

 

 
 
The result of this transformation algorithm can be 

seen in the graphical and matrix-based representations 
of the resulting compound Petri net, which is equivalent 
to the original alternatives aggregation Petri net. These 
representations are shown in the figures 7 and 8 
respectively. 
|Svalstrα(Rc)| = |{ (0,2,0,0,0) , (0,1,1,1,0) , (1,2,0,1,2) }|=3 

 
7. CONCLUSIONS 
As a conclusion of this paper it can be stated that with 
this algorithm it has been completed the set of 
transformations between three common Petri net-based 
formalisms to represent Petri nets with alternative 
structural configurations for the main purpose of 
developing automatic decision support systems: the set 
of alternative Petri nets, the compound Petri net and the 
alternatives aggregation Petri net. It is now possible to 
perform any direct transformation between any pair of 
formalisms belonging to the mentioned group. 

As open research lines it can be considered the 
analysis of the freedom degrees in these algorithms to 
adjust them in order to obtain the most compact models 
for the development of the most efficient optimization 
problems to solve the original decision problems. 
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ABSTRACT 

A number of current research projects aim at increasing 

energy efficiency in production by using comprehensive 

simulation models of manufacturing plants. In order to 

gain knowledge about the optimization potential of ma-

chine tools, a simulation model of a turning lathe is de-

veloped. Using an object-oriented modelling approach 

allows combining component models of mechanical, 

electrical and thermal parts in a structural manner in one 

multi-domain model. This bottom-up approach is com-

bined with stepwise top-down modelling in three stages 

in order to identify numerical boundaries of the simula-

tion. Simulation results are validated against measure-

ment data. It is confirmed that object-oriented model-

ling leads to flexible and modular models, but the 

automatically generated equations are less efficient dur-

ing simulation, therefore making it necessary to perform 

manual adjustments in the model. To increase simula-

tion speed, multirate simulation is performed in Sim-

scape using local implicit fixed-step solvers. 

 

Keywords: object-oriented, machine tool, turning lathe, 

Simscape 

 

1. INTRODUCTION 

Rising energy costs and efforts to increase productivity 

in manufacturing facilities lead to an increased focus on 

energy efficiency in production. Especially machine 

tools in metal-cutting manufacturing are among the 

largest consumers of energy, which have great potential 

for optimization compared to other energy-intensive 

manufacturing processes. 

For this reason, several current research projects 

aim at increasing energy efficiency in production by de-

veloping comprehensive simulation models of produc-

tion halls for energy analysis in order to be able to make 

qualified prediction about the efficiency of different en-

ergy saving measures and identify optimization poten-

tial (Dorn and Bleicher 2010). 

One part of this project investigates the micro-

structures of production plants (individual processes 

and machines) by making extensive energy analysis 

based on simulation models. Some of these aspects are 

studied in more detail by developing a multi-domain 

model of a turning lathe as an example of a machine 

tool.  

A comprehensive approach combines electrical, 

mechanical as well as thermal aspects of the lathe in one 

overall model, which afterwards allows for extensive 

analysis and evaluation regarding energy distribution, 

comparison of feed and cutting forces as well as dissi-

pated heat. 

For modelling we consider a high-level object-

oriented approach for physical systems, which provides 

flexibility and modularity for combining bottom-up 

modelling with stepwise top-down development in three 

stages with increasing level of detail. An overview is 

given in figure 1. 

This procedure enables identifying numerical 

boundaries of the simulation and shows which model 

complexity can be handled with sufficient performance 

and which physical components can therefore be taken 

into account. 

Simulation results are validated against real meas-

urement data obtained from an actual turning lathe. 

Implementation is done in MATLAB/Simscape as 

a common simulator for object-oriented modelling of 

physical systems (MathWorks 2011a; MathWorks 

2011b). 

 

 
Figure 1: Overview of the Three Stages in the Model-

ling Process 
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2. STAGE 1: BASIC ELECTROMECHANICAL 

MODEL 

A first step for model development requires investiga-

tion of the turning lathe to be modelled and identifica-

tion of the main electrical and mechanical components. 

Although the considered machine tool is rather simple 

compared to others, it provides sufficient possibilities 

for our investigations. There are three main drivelines: 

 

 Main drive: Main motor, gear belt drive, spin-

dle with chuck and workpiece 

 Longitudinal feed ( -axis): Servomotor, lead-

screw drive, linear bearings and slide holding 

the cross feed 

 Cross feed ( -axis): Servomotor, leadscrew 

drive, linear bearings and cross-slide with tool 

holder and cutting tool 

 

The main drive sets the workpiece into rotation, 

longitudinal and cross feed drives allow positioning the 

tool in z- and x-direction (axial and radial to the work-

piece), see figure 2. During machining, the cutting tool 

penetrates the workpiece and removes material in form 

of a chip during relative motion. The cutting energy is 

mostly converted into thermal energy. All three drive-

lines receive their electric power from an inverter, 

which is simplified in the first step as ideal voltage 

sources. 

 

Figure 2: The Three Axes of the Lathe: Spindle for 

Driving the Workpiece, Longitudinal and Cross Feed 

for Positioning the Tool in the - and -Direction. 

 

For implementing the developed simulation mod-

els, we chose Simscape as an extension of MAT-

LAB/Simulink for object-oriented multi-domain model-

ling and simulation of physical systems (MathWorks 

2011a, MathWorks 2011b). 

The first overall model is comparatively simple 

and contains the main mechanical and electrical com-

ponents of the main drive and the slides for automatic 

feed and infeed. As part of this first model, figure 3 

shows the Simscape model of the main drive with asyn-

chronous engine, voltage supply, gear belt drive, fric-

tion components and mechanical loads such as inertias 

from spindle, chuck and workpiece. The basic structure 

of the drive is easy to see which is helpful for further 

model adjustments and refinements, therefore pointing 

out one of the big advantages of this object-oriented 

modelling approach. 

The asynchronous motor as well as the servo mo-

tors for the remaining drives of the lathe and certain ba-

sic mechanical components like gear belt drive, lead 

screw and linear bearings are modelled as Simscape 

components using Simscape Language (see MathWorks 

2011a) with parameters extracted from available data 

sheets. A code fragment of this implementation for the 

asynchronous machine is depicted in figure 4. It shows 

common equations in normalized space vector descrip-

tion that can be found in relevant literature (e.g. 

Schröder 2009). 

 

 
 

 

 

Existing Simscape blocks from the Simscape 

Foundation library (see MathWorks 2011b) complete 

the model with components for inertia, friction and sen-

sor blocks for measuring state variables. During the ma-

chining process, the cutting force generates an addi-

tional torque on the motor. This load is modelled as a 

torque source, where the value of the torque is calcu-

lated externally using common formulas and parameters 

(like shown in Degner et al. 2009). 

In order to keep the first model simple and focus 

on modelling of electrical and mechanical parts, feed-

back control for the drive motors is not included. This 

however limits possible simulation scenarios, for exam-

ple only cases with constant motor speed can be consid-

ered. Also, thermal investigations are not yet provided 

in this model. 

 

3. STAGE 2: MOTOR CONTROL AND THER-

MAL ASPECTS 

The first modelling stage showed that the object-

oriented modelling approach is indeed suitable for basic 

modelling tasks regarding machine tools. In this next 

stage we further develop the model and therefore obtain 

further possible simulation scenarios for observation. 

The basic electromechanical model is extended by 

a number of components: 

 

component AsynchronousMachine 

(...) 

parameters (Access = public, Hidden = true) 

   M = 2/3*[1,-1/2,-1/2;0,sqrt(3)/2,-sqrt(3)/2]; 

end 

equations 

   (...) 

   us' == M*[u1;u2;u3]; is' == M*[i1;i2;i3]; 

   i1 + i2 + i3 == 0; 

   %Standardized equations for ASM 

   us == is*rs + psis.der/Omegaref_el; 

   ur == ir*rr + psir.der/Omegaref_el... 

         -[-psir(2),psir(1)]*omegam; 

   psis == ls*is + ls*(1-sigma)*ir; 

   psir == ls*(1-sigma)*(is+ir);  

   ur == [0,0]; 

   %Torque equation 

   mr == is(2)*psir(1)-is(1)*psir(2); 

end 

 

Figure 4: Code Fragment of the Asynchronous Ma-

chine Model Using Simscape Language. 
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 Feedback control for all three drive motors 

 Calculation of generated heat in lossy compo-

nents, especially the drive motors 

 Heat transition to the environment 

 Modelling of energy division in the cutting 

process 

 

3.1. Modelling 

The necessity for appropriate motor control for the 

overall dynamics is also established in (Heinzl et al. 

2012). Figure 5 shows the subsystem for the feedback 

control implemented in Simulink. Cascaded controllers 

allow control of position, speed and stator current. 

Since the stator current is typically controlled in the ro-

tor coordinate system, coordinate transformation with 

the actual rotor angle has to be performed. Nominal 

values are created including speed and acceleration lim-

its according to target positions which are defined in 

advance. For controller design, we made use of avail-

able data from data sheets as well as manual iterative 

adjustment in order for the system to work properly. 

 

 
Figure 5: Slide Control with Position, Speed and Cur-

rent Controller (Red Blocks) and Space Vector Output 

 

The output of the controller subsystem is a vector 

for the stator voltage, which is then split into phase 

voltages for an idealized 3-phase converter, which di-

rectly supplies the drive motor. The graphical represen-

tation of this inverter can be seen in figure 6. 

Further model extensions take the waste heat into 

account that is generated in various components, espe 

 

cially the drive motors, gear belt drive and friction ele-

ments. For that, all necessary components from the 

model in section 2 are modified with a thermal output 

port. The waste heat is stored and dissipated into the 

surrounding environment via convective and radiative 

heat transfer components, see figure 6. Necessary heat 

transfer coefficients are taken from available literature 

(Staton 2008; Boglietti 2003). 

In order to increase simulation speed, some ad-

justments had to be made in the Simscape implementa-

tion already in this modelling stage. For that, the three 

drive trains (main drive, slide and cross-slide) were 

splint into separate Simscape networks (these are called 

physical networks or object diagrams), only connected 

via directed (causal) Simulink signal connections (an 

overview can be seen in figure 10). This enables more 

efficient equation generation and handling by the simu-

lator. 

 

3.2. Simulation Results 

The modifications now allows for more complex simu-

lation scenarios. As an example, we investigate the turn-

ing process sketched in figure 7. Used cutting parame-

ters are: 

 

 Cutting speed: , 

 Feed: , 

 Cutting depth: , 

 Material: C45E. 

 

Figure 8 depicts the respective trajectory of the 

tool tip and time values. All position values are meas-

ured with respect to the coordinate system illustrated in 

figure 7 (green arrows).  The simulation starts at an out-

side position. First, slide and cross-slide are activated 

with maximum velocity in order to get to the start posi-

tion for the turning process. After that, the turning proc-

ess is started with smaller feed velocity. The impact 

 

Figure 3: Main Drive of the Turning Lathe Model with Asynchronous Engine, Voltage Supply, Gear Belt Drive and 

Mechanical Loads. 
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point between tool and workpiece does not leave any 

noticeable disturbances. The process is finished with 

negative infeed to the final position.  

 

 
Figure 7: Investigated Simulation Scenario of a Typical 

Turning Process 

 

 
Figure 8: Trajectory of the Tool Tip and Time Values 

for the Simulation Scenario shown in Figure 7. 

 

For validation, figure 9 compares the calculated to-

tal power consumption against measurement data ob-

tained from the turning lathe. Although the cutting pa-

rameters were the same for both cases, there is still sig-

nificant difference in the results, which shows that fur-

ther model refinement is necessary. 

 
Figure 9: Comparison of Total Power Consumption Be-

tween Simulation and Measurement Data. 

 

4. STAGE 3: REFINED MODEL 

In the third and final modelling stage, the model is re-

fined by more detailed investigations of the energy sup-

ply including power electronic components for a recti-

fier and inverter.  

 

4.1. Modelling 

Since the high-frequency switching operations of an in-

verter are difficult to realize with sufficient accuracy 

and simulation speed in a mainly continuous model, the 

switching inverter is replaced by an idealized version 

which only implements energy conservation and di-

rectly sets desired phase voltages.  

Also, additional electrical loads like the control 

computer or lighting are considered because of their in-

fluence on the total power consumption. 

For better simulation performance, the division of 

different drivelines into isolated Simscape networks 

(which are only connected to each other via directed 

(causal) Simulink signal connections), which was also 

mentioned in section 3, is continued and expanded on 

the new model of rectifier and inverter. Figure 10 given 

an overview of these Simscape networks. In the top 

part, the three blocks in the middle represent the subsys-

tems for the drivelines shown in figure 3 and 6, resp., 

which each belong to a separate Simscape network. 

In addition, Simscape allows combining the global 

solver algorithm with local implicit fixed-step solvers, 

which can handle isolated Simscape networks and 

Figure 6: Model of the Slide Drive for the Turning Lathe with 3-phase Voltage Supply, Servomotor, Leadscrew Model, 

Linear Bearings and Thermal Components. 
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therefore allow performing multirate simulations for 

better performance (see also MathWorks 2011b). In the 

given model, this method is employed for the rectifier 

subsystem, which made it necessary to isolate the re-

spective part from other Simscape networks based on 

assumptions for signal causality between these net-

works (see figure 10 bottom). 

The local system appears as a discrete subsystem 

to the global solver, which triggers an event at each lo-

cal step. A comparison of solver steps between global 

and local solver is given in figure 11. 

On the one hand this results in loss of accuracy for 

the specified local part, but on the other hand the global 

solver does not have to resolve high-frequency oscilla-

tions in the inverter, since this part only appears as a 

discrete subsystem in the global model. 

 

 
 

 

 
 

Figure 10: Top: Overview of the Total Simulation 

Model in Simulink/Simscape. Marked are the Separate 

Simscape Networks, Which are Only Connected to 

Each Other via Directed Simulink Signal Connections. 

Bottom: Detail of the Subsystem for the Electric 3-

phase Converter, where the Three Inverters on the Right 

are Isolated from the Rectifier on the Left. The Left Part 

(Red) is Handled by a Local Solver Using Backward 

Euler Method. 

 
Figure 11: Comparison of Steps Between Local Solver 

(Backward Euler) and Global Solver (Simulink ode15s). 

 

4.2. Simulation Results 

For comparison of simulation results, we again consider 

the scenario shown in figure 7. The results of a simula-

tion run with the refined model are shown in Figure 12. 

Figure 13 visualizes the energy distribution in the 

system for the given scenario. The input energy is con-

verted into heat mainly in power electronics compo-

nents, mechanical friction components and in the cut-

ting process. A small part remains as latent energy in 

the system. 

 

 
 

 
Figure 12: Results of a Simulation Run with the Refined 

Model. The Plots Show (from Top to Bottom) Main 

Drive Active Power, Spindle Speed, Slide and Cross-

Slide Speed, Mechanical Friction Heat and Main Drive, 

Slide and Cross-Slide Motor Temperature. 

 

For validation, figure 14 again shows the results 

for total power consumption compared to respective 

measurement data. Comparison with figure 9 shows 

significant better agreement for the refined model. The 

bottom part of figure 14 compares calculated feed and 

cutting forces with measurement data. 
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Figure 13: Energy Distribution in the System, Grouped 

by Parts where Input Energy in Converted into Heat 

(Power Electronics, Mechanical Friction, Cutting Proc-

ess, Latent Energy) 

 

 
Figure 14: Comparison of Total Power Consumption 

(Top) as well as Feed and Cutting Forces (Bottom) Be-

tween Simulation and Measurement Data. 

 

5. CONCLUSION 

It can be said that the advantages of object-oriented 

modelling of physical systems have been confirmed in 

application. This approach leads to modular models, 

which preserve the basic structure of the original system 

and can easily be modified and adapted. However, this 

approach results in more complex models with a larger 

systems of equations, which moreover are less efficient 

for simulation, so that difficulties with insufficient per-

formance are likely to occur even for models of moder-

ate size. 

Manual adjustment can help increasing simulation 

speed significantly, for example by splitting the model 

in isolated Simscape networks. This also allows per-

forming multirate simulation using local Simscape 

solvers. However, splitting the model requires assump-

tions regarding signal causality, which basically is con-

tradictory to the object-oriented modelling approach.  

Comparison of the simulation results with meas-

urement data showed sufficient agreement in principle, 

however some improvements in the models are still 

possible, for example in the models for the drive motors 

or the cutting process. 
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ABSTRACT 
High strength steel is widely used in the manufacturing 
of parts dealing with heavy cyclic loads and corrosive 
environments. But to obtain accurate final shapes for 
this type of steel by roll bending process is not easy. 
And it becomes a hard-to-solve problem when the part 
to produce is large, thick and unrepeated. In order to 
analyse the dynamic deformation of the workpiece 
during the roll bending process, Finite Element Method 
(FEM)–Ansys/LS-Dyna is introduced to do this 
research. Various dynamic simulations based on 3D 
element models are performed to provide better 
understanding of whole deformation history and 
distribution of stress-strain of the workpiece during this 
particular process. The results from FE simulation are 
then compared with corresponding experiment results 
from an industrial roll bending machine. 
 

 
Keywords: FE dynamic simulation, roll bending- 
process, Nonlinear FEM, Elasto-plastic 

 
1. INTRODUCTION 
Roll bending is a continuous forming process where 
plates, sheets, beams, pipes, and even rolled shapes and 
extrusions are bent to a desired curvature using forming 
rolls. With the advantages such as reducing the setting 
up time and material, lowering the cost in tooling 
investment and equipment and to achieve high final 
shape quality, over the years, the roll bending process 
was one of the fundamental process used in 
metalworking. Moreover, this process is a 
manufacturing method that is beginning to be taken into 
serious consideration by industrials for producing large, 
thick parts such as the thick conical shape of the crown 
in a Francis turbine runner. 
 The description of the basic principle and operation 
for this process can be found in Kohser (2002) and 
Couture P. (2004). Bouhelier (1982) gives the formulas 
for calculating the springback, applied forces and the 
essential required power. Yang (1988) constructed a 
simulation model for estimating deformation during the 

various periods of the roll-bending process. Hua et al 
(1994-1999) have done a considerable amount of work 
studying the four-rolls bending process and for 
understanding the bending mechanism. Based on 
experiments, they discuss the mechanism of roll-
bending process. Analyses of pyramidal three-roll 
bending process bending can also be found in some 
publications (Yang (1988), Bassett M. B (1996), 
Hansen N. E. and Roggendorff S. (1979)), but none of 
them deals with dynamic analysis of workpiece during 
the process. The roll bending process on the other hand 
is a particular bending process where the plate may be 
assumed as static three points bending, but in the whole 
process consideration, the deformations of workpiece 
are dynamic and its single-bending assumption will 
limit understanding of the bending mechanisms. 
Therefore, in a more recent article Zeng J., Liu Z., and 
Champliaud H. (2008)  or Feng Z., Champliaud H., 
Dao.T.M. (2009), or Feng Z., Champliaud H. (2011) 
developed a 3D simulation model which is based on the 
elastic-plastic explicit dynamic FEM under the 
Ansys/LS-Dyna to study the dynamic process of roll 
plate bending for thick plate conical tubular shape. 
However, the authors only discuss the deformation of 
workpiece in the whole process; the distribution of 
stress-strain leaved in the workpiece of each step of this 
process has not been studied yet. Hence 3D dynamic FE 
simulation and dynamic deformation of the workpiece 
by an asymmetrical roll bending machine will mainly be 
discussed in this paper. 
 
2. DEFORMATIONS OF WORKPIECE 
The axisymetric roll bending model that consists of 
three rolls of same radius r is used to shape the flat-plate 
thickness t into a final radius R as shown in Fig1. 
During the process, the lateral roll is raised up to a 
specific position to control the diameter of the final 
shape while the workpiece is fed and driven forward by 
two rotating bottom and top rolls. By this relationship, 
dimension of the final shape depends on the position of 
the rolls, see Eqn. (1) 
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Figure 1: Geometric setup of the asymmetric roll 

bending process 
 
 

 
(1)

  
 As seen in Fig. 1, the workpiece can be modeled as 
a beam under three point bending where the plate 
between 1 3PP is restricted by contacts with top roll, 
bottom roll and lateral roll during continuous roll 
bending mode. If the lateral roll is raised up to a 
desirable position where the applied stress in the plate is 
below the yield stress of material, this plate will recover 
its original shape when loading is removed. Otherwise, 
the plate will be plastically deformed. The types of 
these loadings are shown in Fig.2 

 

 
Figure 2: Types of loadings in roll bending process 

 
3. FINITE ELEMENT MODEL AND 

EXPERIMENTS 
In this section, a 3-dimensional numerical FE model of 
roll bending process described in section 2 was built in 
the Ansys/ LS-Dyna environment (2011). The FE 
model consists of four main components: three rolls, 
and one forming plate which are illustrated in Fig. 3  

 
 
Figure 3: FEM model of roll bending process 

 
 The FE simulation involves structural computations 
for predicting the distribution of stress leaved in 
workpiece from the initial pass to the final pass of the 
process. Since the plate thickness is much smaller than 
its width and the length, this kind of structure is 
generally modeled with the explicit SHELL163 element 
of Ansys/LS-Dyna. The rolls are considered as rigid 
body in comparison with the elasto-plastic deformable 
plate.  
 Stainless steel is commonly selected for turbines 
and hydraulic accessories, so simulation is done with 
the stainless steel ASTM A743 grade CA-6NM by 
using the data provided in Zeng J. (2008). In this 
simulation, bilinear isotropic model (BISO), a material 
model of Ansys/LS-Dyna that uses two slopes to 
represent the behavior of material.  
 The interaction between components is defined by 
contact surface. In this roll bending process model, the 
surface of the roll is smaller than the surface of 
workpiece. Therefore, the automatic node to surface 
contacts were used to define interaction between rolls 
and plate. This kind of surface contact is efficient when 
a smaller surface come into contact with a larger one. 
There are three main contact surfaces defined between 
the plate and rolls for our roll bending FE model. The 
workpiece is driven and deformed to its final shape via 
these contact surfaces. Besides, two coefficients of 
friction include static friction and dynamic friction that 
must be defined for the contact model when defining 
the contact surface. The values of the two coefficients 
of friction are available in Zeng J. (2008). For loading 
condition, in this simulation, the top and the bottom 
rolls are constrained as rotation and no translation. The 
lateral roll is constrained as translation and no self-
rotation to press the forming plate against the top roll. 
The plate is not typically constrained, but by the rolls 
through contacts in this simulation. 
 For measuring the stress distribution on the plate, a 
strain gauge, known as a device whose electrical 
resistance varies in proportion to the amount of strain in 
the device, is used to record the strain during the 
bending process. Attached the strain gauge directly to 
the plate by special glue is shown in Fig.4. Then the 
plate is fed into machine for bending (Fig.5). The strain 
gauge will record and export the strain value of plate 
into a strain recorder when the plate is deformed. 
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Figure 4: Gluing the strain gauge directly on the 
plate 

 
From the strain  read by “The Vishay model P3 strain 
recorder”, the amount of applied stress can be 
computed using the following formula 
 

E        (2)
  

Where E is modulus of elasticity of material 
 

 
 

Figure 5: Roll bending process experiment 
 
4. RESULTS AND DISCUSSION 
The FE model of axissymetric roll bending machine 
discussed in section 3 is built in the Ansys/ LS-Dyna 
environment. The main geometrical data taken from the 
roll bending machine at École de technologie 
Supérieure (Canada) includes radius of rolls r=100 mm, 
operating action line angle of lateral rolls 060m  The 
research accomplished to date on this process is 
preliminary, but very promising. Finite Element Method 
is quite successful to simulate the roll bending process. 

The successive shapes of the forming plate can be 
plotted at each step of this process as shown in Fig.6. 
     

 
 

Distribution of stress at the early stage of the process 
 

 
 

Distribution of stress at 20% of the process 
 

 
 

Distribution of stress at 40% of the process 
 
 
 
 
 
 
 
 
 
 
   
 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 479



 
 

Distribution of stress at 60% of the process 
   

 
 

Distribution of stress at 80% of process 
 

 
 

Distribution of stress when the process is 
completed 

 
Figure 6: Shape of workpiece at various steps of 

the roll bending process 
 
 These results are interesting because it assists in 
establishing and shaping whole working-process in an 
industrial context. The bending stress results from FE 
simulation for above different time steps of roll bending 
process are compared and shown in Fig.7. In the 
deformation zone 3 1P P , the bending stress increases 
when the workpieces is fed into the upper and bottom 

rolls. After getting the maximum value at the contact 
region between the plate and the top roll, this value will 
reduce and get minimum value in the contact region 
between plate and lateral roll. However, as can be 
observed from Fig.7, the curve of stress distribution at 
the early stage of this process is different with other 
stages. The maximum bending stress obtained in the 
deformation zone at this stage is also higher than the 
steady bending continuous stages.  

 

 
 
Figure 7: Stress distribution at various steps of the roll 

bending process 
 
 These differences may be explained by changing of 
contact region between the plate and rolls. The flat 
workpiece is firstly elastically deformed when the 
lateral roll is firstly raised up until reaching a desirable 
position, where the plastic deformation will occurs to 
get a desirable radius. The bending stress value is 
dependent on material properties and workpiece process 
parameters (the plate thickness, bending radius etc.). 
However, in the steady continuous bending stage, under 
condition of rotating of rolls and moving towards of 
workpiece, there may occur losing contact between 
workpiece and upper and bottom rolls and thus the 
constraint of the bending system becomes less rigid. 
The combination of these effects would affect the stress 
distribution leave in the workpiece. 
 As mentioned, there are many workpiece 
characteristics that affect formability of the roll bending 
process such as the plate thickness, the final shape 
radius, material properties etc. Among them, plate 
thickness may have the highest influence. Therefore, it  
is  necessary  to  understand  the  influences  of this  
parameter  on  the stress-strain distribution of workpiece 
during the roll bending process. Comparisons of FE 
simulation for roll bending flat plates with thickness of 
1.0mm, 1.5mm, 2.0mm, 2.5mm and 3mm into 80mm of 
final shape radius can be seen in Fig.8. Note that in 
these simulations, only plate thicknesses are changed 
while other input material properties and workpieces 
parameters are identical. The curves of FE simulation 
results for five different plate thicknesses tend to get the 
maximum bending stress at the position of 40% of arc 
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length from 3P to 1P in the deformation zone (getting 

start at 3P )as seen in Fig. 8 
 

 
 

Figure 8: Stress distribution for various plate 
thicknesses 

 
 It can be also observed from Fig. 8 that the bending 
stress increases quickly when the plate thickness is over 
1.0 mm. As expected, the thicker workpiece will get 
higher stress value. However, as summarized in Fig. 9, 
the bending stress increases 1.23 times, 1.30 times, 1.34 
times and 1.38 times when the plate thickness go up 1.5 
times, 2.0 times, 2.5 times and 3.0 times, respectively. 
In other words, it is a nonlinear changing of bending 
stress when the plate thicknesses are increased. This 
simulation results are not only adequately representing 
the bending process but also help for choosing a 
machine capacity depending on the plate thickness. 
 

 
 

Figure 9: Nonlinear changing of bending stress 
 
 In Fig. 10 and Fig. 11, a series of simulations and 
experiments were performed on 1mm stainless steel 
with various final radius to study the effects of final 
radius on bending stress. While the width and thickness 
of workpiece always remain constants, its radius 
reduces by rising up the lateral roll. For experiments, all 
input parameters are kept the same as the input 

parameters of FE simulations. It can be seen the curve 
for two results tends to reduce, from small radius to 
large radius of final bending shape. 

 

 
 

Figure 10: Stress distribution for various final shape 
radius. 

 
 It seems, in general, the FE results compare quite 
well with value from experiment results. However, the 
maximum bending stress between 70mm and 90 mm of 
final shape radius gives better results than the two ends 
of curves for both FE simulations and experiments. This 
one can be explained based on the graph of Figure 2. 
When the radius of final shape is too large, the plastic 
deformation will not occur. It is also the same problem 
if the radius of final shape is too small. Plastic 
deformation gauge cannot be read by the strain gauge 
for very small radius. 
 This work is presented in order to get a better 
understanding of dynamic simulation roll bending 
process by FEM. Establishing influences that affect 
formability of the roll bending process will be a part of 
future works. 
 

 
 

Figure 11: Workpiece after roll bending process 
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CONCLUSION 
Based on dynamic FEM simulation and experimental 
results, the present work analyses the factors that 
influence the bending stress of plate during roll bending 
process. It is seen that the bending stress at the early 
stage of roll bending process is different with 
continuous bending stage. In addition, by increasing the 
plate thickness, the maximum bending stress leaved in 
the workpiece vary non-linearly. Otherwise, with bigger 
final shape radius, the smaller bending stress is found 
by both FE simulation and experiment results. It might 
be useful results for industry for controlling parameters 
and improve the quality of the final shape.  

 

ACKNOWLEDGEMENT 
The authors express their thanks to the Natural Sciences 
and Engineering Research Council (NSERC) of Canada 
for financial support during this research. 
 
REFERENCES 
Kohser E.P.D.J.T.B.R.A., 2002. “Materials and 

Processes in Manufacturing”. John Wiley& Sons. 
417. 

Couture P., 2004. “Simulation du roulage de tôles 
fortes, in Mechanical Engineering”. École de 
technologie supérieure, Université du Québec, 
Montreal. 

Bouhelier C., 1982. “Le formage des tôles fortes”, 
CETIM, pp.101-144.  

Yang M. &Shima S., 1988. “Simulation of Pyramid 
Type Three-roll Bending Process”. International 
Journal of Mechanical Sciences, 30:12, 877-886. 

Hua M., Baines K. & Cole I.M., 1995. “Bending 
Mechanisms, Experimental Techniques and 
Preliminary Tests for the Continuous Four-roll 
Plate Bending Process”.Journal of Material 
Processing Technology, 2nd Asia Pacific Conf. on 
Mat. Proc., 48:1-4, 159-172. 

Hua M., Baines K. & Cole I.M., 1999. “Continuous 
Four-roll Plate Bending: a Production Process for 
the Manufacture of Single Seamed Tubes of Large 
and Medium Diameters”. International Journal of 
Machine Tools and Manufacture, 39:6, 905-935. 

Hua M. & al., 1997. “A Formulation for Determining 
the Single-pass Mechanics of the Continuous 
Four-roll Thin Plate Bending Process”.Journal of 
Materials Processing Technology, Proceedings of 
the International Conference on Mechanics of 
Solids and Materials Engineering, 67:1-3, 189-
194. 

Hua M. & Lin Y.H., 1999. “Effect of Strain Hardening 
on the Continuous Four-roll Plate Edge Bending 
Process”.Journal of Materials Processing 
Technology, 89-90, 12. 

Hua M., Sansome D.H., Baines K., 1995. 
“Mathematical Modeling of the Internal Bending 
Moment at the Top Roll Contact in Multi-pass 
Four-roll Thin-plate Bending”. International 
Journal of Materials Processing Tech., 52:2-4, 
425. 

Hua M. & al., 1994. “Continuous Four-roll Plate 
Bending Process: Its Bending Mechanism and 
Influential Parameters”. Journal of Materials 
Processing Technology. 

Hua M., Lin Y. H., 1999. “Large deflection analysis of 
elastoplastic plate in steady continuous four-roll 
bending process”.International Journal of 
Mechanical Sciences. 

Bassett M. B., Johnson W., 1966. “The bending of plate 
using a three roll pyramid type plate bending 
machine”. J. Strain Anal., I(5) 398-414. 

Hansen N. E., Jannerup O.,1979. “Modelling of elastic-
plastic bending of beams using a roller bending 
machine”. Journal of Engineering for Industry, 
Transactions of the ASME, 101(3) 304-310. 

Roggendorff S., Haeusler J., 1979. “Plate bending: three 
rolls and four rolls compared”. Welding and Metal 
Fabrication, v 47( 6) 353-357. 

Zeng J., Liu Z., Champliaud H., 2008. “Dynamic 
Simulation and Analysis By Finite Element 
Method for Bending Process of a Conical Tube 
and Geometric Inspection”. Journal of Materials 
Processing Technology, 198(1-3) 330-343. 

Feng Z., Champliaud H., Dao T. M., 2009.  “Numerical 
Study of Non-Kinematical Conical Bending with 
Cylindrical Rolls”.Simulation Modelling Practice 
and Theory, 17(10) 1710-1722. 

Feng Z., Champliaud H., 2011. “Modeling and 
Simulation of Asymmetrical Three-Roll Bending 
Process”. Simulation Modelling Practice and 
Theory, 19 (9) 1913-1917. 

Kwon Y. W., 1985. “Finite Element Methods for Plate 
Bending”.Ph.D Thesis, Rice University, Ph.D 
1985 

ANSYS, 2011. ANSYS, Version 13. 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 482



PROCESS MINING OF PRODUCTION MANAGEMENT DATA FOR IMPROVEME NT OF
PRODUCTION PLANNING AND MANUFACTURING EXECUTION
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ABSTRACT
The paper deals with analysis of data captured within pro-
duction information systems. Generally, a large amount
of data is acquired and stored within these systems, but
only a few data are used to support decisions on the
production control level. This can be improved by using
advanced data analysis techniques, that are capable of
building models of other meaningful data representations.
Process mining is a technique that results in a discrete
state-transition model that can be interpreted as a Petri net.
Such a model can be used to improve the understanding
of manufacturing processes, improve the processes and
asses their conformance to desired operation. The paper
presents results of a case study, where a number of product
specific routing data were recorded and analyzed in order
to detect similarities that would allow for optimization of
work order processing.

Keywords: Process mining, Petri nets, simulation,
optimization

1. INTRODUCTION
Information technology has a considerable impact on the
efficiency and quality of manufacturing especially in terms
of enabling better control and optimization. However, the
use of computers was in the past due to several reasons lim-
ited to the support of business functions on the one hand,
and to low level machine and process control on the other.
Only a couple of decades ago computers and information
technology started to penetrate also into production con-
trol level where scheduling, dispatching, plant wide opti-
mizations and coordinations are typically performed. A
standard software application in this area is a Manufactur-
ing Execution System (MES), which can be provided as
a commercial software package by one of the specialized
software companies or can be tailor made for the specific
production environment. A common characteristic of these
tools is that they are able to collect a vast amount of data
and present it in various forms, but are relatively week in
offering more tangible support for decision, optimization
and control. And if there are functions which allow ad-
vanced data processing and analysis of the production pro-
cess, only experts are able to extract valuable information.

One can speak about a gap where we have plenty of data
about the production on the one side of the gap and very
few if any advices (suggestions) how to (re)act in order to
achieve better production results on the other side of the
gap.

Especially in the plant-wide control in manufacturing
the existing challenges require a form of technical intel-
ligence that goes beyond simple data, through informa-
tion to knowledge (Morel, Valckenaers, Faure, Pereira and
Diedrich 2007). Available models and standards are merg-
ing traditionally disparate functions and systems across the
enterprise. The corresponding information technology so-
lutions allow for access of the right information, in the
right place, at the right time and in the right format. But
the extraction of the knowledge from the large amounts of
collected data and its integration in the production control
scheme remains a challenge. The integration of data and
process mining methods (Choudhary, Harding and Tiwari
2009, van der Aalst, Pesic and Song 2010, van der Aalst
2011) into the decision making on the production control
level is required. The resulting knowledge in the form of
static and dynamic models will facilitate new opportuni-
ties for collaboration throughout the plant, and across the
supply chain. This will enable to meet the increasing de-
mands on flexibility and reactivity within the Intelligence
in Manufacturing (IIM) paradigm. The main disadvantage
of these approaches is huge complexity, the need to cope
with an enormous number of details and low robustness of
solutions to changes in the production.

Among modelling formalisms suitable for description
of systems with highly parallel and cooperating activities,
Petri nets are perhaps the most widely used one. With Petri
nets, production systems’ specific properties, such as con-
flicts, deadlocks, limited buffer sizes, and finite resource
constraints can be easily represented in the model (Tuncel
and Bayhan 2007). The simplicity of model building, the
possibility of realistic problem formulation as well as the
ability of capturing functional, temporal and resource con-
straints within a single formalism motivated the investiga-
tion of Petri net based knowledge extraction methods. The
main results have been achieved in the field of Workflow
management where the related Process Mining methodol-
ogy has been developed (van der Aalst 2011).

The paper investigates the applicability of process
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mining methodology in the context of production planning
and optimization. This is one of the fields where informa-
tion technology has an immediate and considerable impact
on the efficiency and quality of production control and re-
lated manufacturing processes. A case study is presented,
where a large set of product routing data was analyzed by
basic process mining algorithm and various uses of ex-
tracted information were proposed to improve the produc-
tion planning and manufacturing execution.

2. PROCESS MINING
Information systems are becoming closely interlinked with
supported operative processes. This results in logging a
high number of events within these systems. Despite the
large quantity of available data, organizations have diffi-
culties in acquiring useful information from that data. The
aim of process mining is to use the available data to obtain
information about underlying processes, e.g., to automati-
cally discover a process model by observing the archived
data only.

Process mining represents a technique of obtaining
useful process related information from event logs and ex-
tends the approaches generally found within Business Pro-
cess Management (BPM). BPM is a discipline that com-
bines information technology and management science
and combines the resulting knowledge for management of
business processes.

The relevance of Process mining can be illustrated
through BPM life cycle, shown at Figure 1. The design
phase creates the process, which becomes operational in
the phase of configuration/implementation. Then starts
the monitoring phase where the processes are observed to
identify required changes. Some of these changes are im-
plemented in the adjustment phase where the process and
the related software are not re-designed but only adapted
and additionally configured if necessary. In the diagno-
sis/requerements phase the process is assessed, which can
trigger a new cycle in the BPM life cycle.

As shown in Figure 1 models play an important role in
design phase and in configuration/implementation phase,
while data are important in the monitoring phase and in
diagnostic phase. The practice shows that diagnostic phase
is not systematically and continuously supported and only
some process changes are able to trigger a new life cycle
iteration. Process mining enables to establish a true BPM
life cycle loop. The archived data contain information that
can be used to gain a better insight into the actual process,
which means the eventual deviations can be analyzed and
the models can be improved.

Process mining can be positioned in between machine
learning and data mining on the one hand and between pro-
cess modelling and analysis on the other (van der Aalst
2011). It aims to identify, monitor and improve real pro-
cesses by acquiring knowledge from archived data in the
contemporary information systems.

Information systems in support of production pro-
cesses that collect a vast amount of data are ERP sys-
tems (SAP Business Suite, Oracle, in Microsoft Dynam-
ics NAV), PDM systems, MES systems. Detailed informa-
tion about occurring events is stored, which is shown in

Figure 1: BPM life cycle and the use of process models
(van der Aalst 2011)

Figure 2: Types and use of process mining (van der Aalst
2011)

Figure 2 under the term event logs. Most information sys-
tems collect the data in unstructured form and some pre-
processing is required to extract event data. In the follow-
ing we assume that there is possible to sequentially record
events such that each event refers to an activity (i.e., a well-
defined step in the process) and is related to a particular
case (i.e., a process instance) (van der Aalst 2011). Such a
log can then be analyzed by a corresponding process min-
ing algorithm.

Event logs can be used for three types of process min-
ing as indicated in Figure 2. The first is model discovery
or process identification. A process model is automatically
generated from an event log without any a-priori informa-
tion. In the sequel such an algorithm is described that
generates a Petri net model based on event-log informa-
tion. The second type of process mining deals with confor-
mance testing. An existing model is compared to the event
log in order to detect any deviations. The deviations can
be located and also quantified to estimate the severity of
changes in the process behavior and related risks. The third
type of process mining is related to model improvement or
enhancement. An existing model is improved or extended
based on the event log information. This can be connected
to improving the reflection of reality by the model or to
adding new model perspectives. E.g., the initial model
may only concern the sequential order of process activ-
ities. By adding time information from some event log,
such model can be used also to analyze performance, de-
tect bottlenecks, etc.
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In general, different mining perspectives can be iden-
tified:

• the control-flow perspective is focused on the order-
ing of activities;

• the organizational perspective deals with resources in
the background of recorded activities;

• the case perspective focuses on properties of recorded
case instances;

• the time perspective deals with event occurrence
times and event frequencies; these can be used to as-
sess performance, locate bottlenecks, measure the uti-
lization, etc.

While the above description implies that the process
mining is performed in the frame of an off-line archived
data analysis, it is also used in several operational support
approaches. E.g., the deviations from the nominal process
behaviour can be detected on-line, while the process is run-
ning. Process mining is therefore not only relevant in de-
sign and diagnosis phases but also in monitoring and ad-
justment phases (van der Aalst, Pesic and Song 2010).

3. PETRI NETS
Petri nets were introduced by C. A. Petri in his PhD the-
sis in 1962 and initially had the form of Condition/Event
Systems with only binary markings and simple arcs. Later
a number of modifications of the basic system model was
introduced, including integer markings and weighted arcs.
The resulting Place/Transition Petri nets became a central
model, which is well explored in terms of analysis and syn-
thesis techniques (Desel and Reisig 1998).

3.1. Place/Transition Petri nets
Informally, a Place/Transition (P/T) Petri net is defined as
a bipartite graph, consisting of two types of nodes: places,
typically drawn as circles, and transitions, typically repre-
sented by bars or rectangles. Nodes are interconnected by
directed arcs, which either originate from a transition and
end in a place or reversed, i.e., an arc always connects two
nodes of different types. An arc can be weighted, which is
an abbreviated representation of a set of parallel arcs. An
example of a P/T Petri net is shown in Figure 3.

Figure 3: A Place/transition Petri net

Formally, aPN = (N ,M0) is a P/T Petri net system,
where:N = (P, T, Pre, Post) is a P/T Petri net structure:

– P = {p1, p2, . . . , pk}, k > 0 is a finite set of places.

– T = {t1, t2, . . . , tl}, l > 0 is a finite set of transitions
(with P ∪ T 6= ∅ andP ∩ T = ∅).

– Pre : (P × T ) → N is the pre-incidence function
and defines weighted arcs between places and transi-
tions. It can be represented by a matrix whose ele-
mentPre(p, t) is equal to the weight of the arc from
p to t. When there is no arc between the given pair of
nodes, the element is 0.

– Post : (P × T ) → N is the post-incidence func-
tion, which defines weights of arcs from transitions to
places. It can be represented by a matrix whose ele-
mentPost(p, t) is equal to the weight of the arc from
t to p or 0 when there is no arc between the given pair
of nodes.

M : P → N is the marking of placep ∈ P and
defines the number of tokens in the placep. Net marking
M can be represented as ak × 1 vector of integers.M0 is
the initial marking of a P/T Petri net.

FunctionsPre and Post define the weights of di-
rected arcs, which are represented by numbers placed
along the arcs. In the case when the weight is 1, this anno-
tation is omitted, and in the case when the weight is 0, the
arc is omitted. Let•tj ⊆ P denote the set of places which
are inputs to transitiontj ∈ T , i.e., there exists an arc from
everypi ∈ •tj to tj. Transitiontj is enabled by a given
marking if, and only if,M(pi) > Pre(pi, tj), ∀pi ∈ •tj .
An enabled transition can fire, and as a result removes to-
kens from input places and creates tokens in output places.
If transitiontj fires, then a new marking is determined by
M ′(pi) = M(pi) + Post(pi, tj)− Pre(pi, tj), ∀pi ∈ P .

The switching rule of a Petri net is given as follows:

i) a transition is enabled if each of the input places of
this transition is marked with at least as many tokens
as the weight of the corresponding arc,

ii) an enabled transition may or may not fire, which may
depend on an additional interpretation,

iii) a firing of a transition is immediate (includes no de-
lay) and removes a number of tokens equal to the arc
weight from each of the input places and adds as many
tokens to each of the output places as the weight of the
corresponding arc.

The basic Place/Transition Petri net model can be ex-
tended in different ways, leading to other Petri net classes,
e.g. timed models (Bowden 2000).

4. PETRI NETS AND PROCESS MINING
Process Discovery is a central task within process mining.
It aims in constructing a process model based on event log.
It deals with control-flow perspective and can be defined
as follows: LetL denote an event log. A process discovery
algorithm is a function that mapsL onto a process model
that is able to reproduce the behaviour captured in the event
log.

This definition does not specify the kind of mod-
elling formalism used to represent the process model. E.g.,

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 485



pinput a

b

e

c

d

p1

p2

p3

p4

poutput

Figure 4: WF-netN1 discovered from event logL1

BPMN, EPC, YAWL, or Petri nets can be used. In the
following a Petri net representation of the model will be
used. Additionally, a simple event log will be used, which
is a multi-set of traces over a set of activitiesA, i.e.,
L ∈ B(A∗). Example of such a log is:

L1 = [< a, b, c, d >3, < a, c, b, d >2, < a, e, d >] (1)

L1 is a simple event log that describes six cases. A
process discovery algorithms should generate a PN, that is
able to replay all the sequences inL1. The PN should be-
long to the class of sound Workflow net (WF-net), which
is safe and contains one input place (•i = ∅), and one out-
put place (o• = ∅) (van der Aalst, Weijters and Maruster
2004).

The problem of process discovery can then be re-
formulated as: A process discovery algorithm is a func-
tion γ, that maps a logL ∈ B(A∗) into a marked PN
γ(L) = (N ,M). N is a sound WF-net and all traces in
L correspond to possible firing sequences of(N ,M).

Based onL1, such an algorithm discovers the net
shown in Figure 4. There the so calledα-algorithm was
used (van der Aalst, Weijters and Maruster 2004), which is
a basic process discovery algorithm. It is able to discover
PN models from a large class of event logs, although it also
has some limitations (van der Aalst 2011).

It can be observed that all the possible firing se-
quences of PN in Figure 4 match the sequences inL1. In
general this is not the case and the PN generated by the
α-algorithm is able to generate a larger set of event se-
quences. E.g., given the log:

L2 = [<a, b, c, d>3, <a, c, b, d>4,
<a, b, c, e, f, b, c, d>2, <a, c, b, e, f, b, c, d>2,

(2)

<a, b, c, e, f, c, b, d>,<a, b, c, e, f, b, c, e, f, c, b, d>]

the WF-netN2 shown in Figure 5 is generated. The shown
net can generate all the traces fromL2 but also others. E.g.,
the trace< a, b, c, e, f, c, b, d > is feasible but is not con-
tained inL2. This complies to the above definition as it
is required only that the net is able to generate traces inL
while no restrictions related to generation of other traces
were given.

Even when the above process discovery algorithm
definition is related to WF-nets, other models could also be
used. E.g., the WF-net in Figure 4 can be translated into an
equivalent BPMN model or equivalent EPC, UML activity
diagrams, YAWL models, etc. (van der Aalst 2011).

pinput
p5

p4

p3p1

p2

poutputa

b

c

def

Figure 5: WF-netN2 discovered from event logL2

5. PROCESS MINING EXAMPLE
To asses the usability ofα-algorithm in conjunction to real
production data a testing set of data was collected in co-
operation with INEA company. The set comprises techno-
logical routing data of over 30.000 door side panel items
that were processed in the frame of furniture production.

The data record for an item consists of a set of at-
tribute values followed by a set of time values that corre-
spond to duration of the manufacturing operations. A fixed
record length is maintained and in case the attribute is not
relevant or certain operation is not performed on an item,
the value is NULL.

An item is described by 10 attributes, shown in Ta-
ble 1. In the routing part there are altogether 67 possible
manufacturing operations, such asEdge processing, Lock
and hinge holes drilling, Chipboard panel assembly, Hon-
eycomb panel assembly, etc. The operation duration table
is relatively sparse as only a small subset of operations is
typically performed during an item processing.

To derive a suitable event log the data was first pre-
processed in a way which separated individual items data
and build corresponding cases. Production of each item
now represents a production case with operation sequence
and timing. In the following only ordering data were used,
although the analysis of timing data was later added, too.
A simple analysis shows that nearly 98 % of recorded op-
eration sequences only contains two or three operations.
These are repeated very often, up to more than 7000 rep-
etitions as shown in Figure 6, while most of the other se-
quences repeat less than 100 times. A better view is ob-
tained if only different sequences are considered. This is
illustrated in Figure 7, which shows the distribution of the
lengths (number of operations) of the different processing
procedures that correspond to the items in the database.

Table 1: Attributes of manufactured items

Attribute Meaning
Item ID Unique item designator
Standard Internal standard
Core Type of the panel core
Surface type Panel surface material
Wood Panel surface appearance
Surface finish Type of surface finish
Edge Edge designation
Groove Type of additional edge processing
Thickness Panel dimension
Width Panel dimension
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Figure 6: Distribution of the sequence repetitions
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Figure 7: Distribution of the recorded operation sequence
lengths in the database

An initial process mining analysis was performed to
check the variability of production sequences. Figure 8
shows the resulting model based on 10.000 cases. Clearly
we have a large repeatability in the production sequences,
i.e., close similarities in item routings. This information
could be used to improve the efficiency of work order pro-
cessing, e.g., by grouping similar items together in larger
batches.

Despite the relatively condensed representation of the
large number of cases in Figure 8, the analysis of derived
net shows that the model is not useful. In contrast to the
initial assumption on sound WF-net the derived net does
not belong to that class. This can be observed from the
graphical representation or shown by analysis of the reach-
able markings. The analysis shows some non-safe places
as well as places that do not receive tokens at all, which
indicates dead transitions.

These observations are not a consequence of the
anomalous working of the appliedα-algorithm but the con-
sequence of the inherentrepresentational biasof the al-

gorithm. Such a representational bias is required by any
process discovery technique and helps limiting the search
space of possible candidate models (van der Aalst 2011).
In case of theα-algorithm the technique is able to ade-
quately capture concurrency, but can produce models with
livelocks or deadlocks. Limiting the search space to only
sound models would limit the expressiveness of the mod-
elling language.

In the addressed case the concurrency is a desired
property, as can be exploited to increase equipment utiliza-
tion. Therefore we tried to circumvent the deficiency of the
algorithm by an appropriate data segmentation. First, the
number of sequence appearances is considered. Figure 7
shows there are only 8 different sequences with length of
10 or more operations. More detailed analysis shows that
these sequences appear at 19 cases all together. These
cases are considered exceptions and are filtered out.

The Petri net model obtained by process mining on
the reduced set of data is still not acceptable, therefore
additional segmentation based on the item attribute values
was performed. Here the main problem was a rather poor
quality of the data with many missing or questionable at-
tribute values. After a set of experiments with different
selection methods a suitable subsets of attributes were de-
termined, which can be used to classify cases into separate
groups that can be represented by a set of simple sound
WF-type Petri nets. E.g., a combination ofCore, Surface
type, Wood, and Surface finishattributes enables to desig-
nate corresponding item routing sequences.

Next, a set of data was used to simulate an on-line
conformance testing. At each item processing, the match-
ing between previously developed models and the man-
ufacturing operation sequence was observed. A devia-
tion raised a warning. In practical implementation, such
a warning would be used to notify the production operat-
ing personnel. Different metrics have been tested, which
enable to adjust the warning action according to the degree
of deviation.

The main goal of the investigation is to explore the
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Figure 8: PN discovered from the log of 10k production cases

similarities among processed items in terms of temporal
quantities. To achieve this also the time information was
included in the models. This way the models can be refined
to reflect also the time perspective, which enables to iden-
tify groups of items with similar processing times. This
information can be used to improve production planning
and scheduling.

6. CONCLUSIONS
The presented results indicate that the basic process mining
algorithm can be used to analyze certain types of produc-
tion management data. In particular, the product routing
information and corresponding operation durations were
used to analyze a large set of production data. Careful data
preprocessing and segmentation were required to obtain
useful models. The analysis showed similarities and rela-
tions among different groups of products that were hardly
visible from the data directly, due to the very large number
of different production items.

The obtained information will be used to improve the
production planning and manufacturing execution.
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ABSTRACT 
 

This paper discusses the latest developments of the 

MMT system. MMT, which stands for Mathematics, 

Modelling and Tools, represents an e-learning system 

for teaching basic mathematics as well as modelling and 

simulation. Since the MMT system got its new interface 

in summer 2010, the range of examples has reached an 

impressive amount. Apart from examples concerning 

Linear Algebra and Analysis which are used in lectures 

of basic mathematics for students of electrical 

engineering and geodesy and geomatics engineering, 

the focus of the MMT system has recently been laid on 

the extension of examples for teaching modelling and 

simulation to students of Technical Mathematics. 

Lecturers use this web-interface to explain the current 

topic by showing examples on the MMT server. In 

addition, students receive an account to be able to also 

access these examples on the server from home to train 

their newly gained knowledge. Recently the data 

transfer from MATLAB to the MMT server has been 

renewed completely. The new render files enable a 

simple exchange of various output data. 

 

Keywords: E-Learning, MATLAB, Simulink, MMT, 

rendering 

 

 

1. STRUCTURE OF THE MMT SERVER 
 

The interface of the MMT server is shown in Fig.1.  

 

Figure 1: Overview of the MMT Interface 

 

 The left section consists of the content tree. 

Depending on the lecture they are attending, students 

see a certain selection of examples. The middle section 

contains a description of the current section or example 

and the parameter section. On the right side, all files 

offered for download can be found. 

 

2. EXAMPLES 

 

2.1. Introductory Example 

 

Each example on the MMT server starts with a 

description providing information about the current 

topic. In Addition to the short description in the middle 

section, pdf documentations and pictures can be 

uploaded from the lecturers. These documents as well 

as the underlying source code for an example can be 

downloaded by following the links on the right side.  

 All parameters for a simulation or calculation can 

be defined in the section below the description. By 

clicking the ok button, the MMT parameters are 

transferred to the referring example’s source code 

which is further executed. Fig.2 shows a MMT 

MATLAB example consisting of one m-file. 

 

 

Figure 2: Picture of a MMT Example Accessing One 

MATLAB File – Description, Parameters and Output 

 

 The m-files for a MMT example basically look like 

usual m-functions consisting of MATLAB code for the 
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calculation of the example and additional lines to enable 

the communication with MMT. After clicking the ok –

button, the parameters currently selected for the 

example are converted into strings and stored in a 

structure variable. This variable is used as input to the 

m-function. After explanatory comments concerning the 

topic of the example, authors and last modification date, 

the strings stored in the structure variable are converted 

into the desired data formats for further usage (see 

Fig.3).  

 
K = str2double(instruct.var1); 

T = str2double(instruct.var2); 

number = str2double(instruct.var3); 

tend = str2double(instruct.var4); 

dt = str2double(instruct.var5); 

xxx = str2double(instruct.var6); 

yyy = str2double(instruct.var7); 

Figure 3: Extraction of Input Parameters from the MMT 

Server in MATLAB 

 

 The ensuing code represents the actual code for the 

respective example. At the end of the m-file, all results 

are again returned to the MMT server. An overview of 

the output possibilities on the MMT system is given in 

section 3. 

 A MATLAB example for the MMT server can also 

exist of several m-files. Only the main m-file which has 

to be the first one to be found in the list of attached m-

files contains the additional code for the data exchange 

with the MMT server. All other m-files needed for the 

corresponding example are called from the main one 

and don’t have to be adapted in any way. 

 All MATLAB examples on the MMT server are 

executed accessing the MATLAB version on the server 

itself, so it’s not necessary to possess a local MATLAB 

licence. 

 

2.2. Examples Accessing Simulink 

 

The possibility of including examples using several m-

files has also enabled the inclusion of Simulink models 

into the MMT system. Simulink models actually consist 

of MATLAB code which can also be created 

graphically using block diagrams. Hence the Simulink 

model is treated like an additional m-file and called 

from a MATLAB function which only contains the 

extraction of input variables, the execution of the 

Simulink file and the return of the simulation results 

(see Fig. 4 for the extraction of input parameters from 

the MMT server and the execution of the mdl-file). 

 Students can download the source code of the 

MATLAB function as well as the Simulink model. 

Since the mdl-file is treated as text file from the 

browser, it has to be stored locally on the downloader’s 

computer and re-opened with MATLAB to show the 

corresponding graph model. The successful inclusion of 

Simulink files also encourages the usage of Simscape 

on the MMT server, which will open the possibilities of 

teaching other modelling approaches like Physical 

Modelling via MMT. 

phi0 = str2num(instruct.var1); 
w0 = str2num(instruct.var2); 
k = str2num(instruct.var3); 
l = str2num(instruct.var4); 
m = str2num(instruct.var5); 
t_end = str2num(instruct.var6);  
 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% CALCULATIONS, FUNCTION CALLS AND MAIN PROGRAM %%%% 
% All general calculations and operations come here. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

% set the workspace to give simulink access to the 
% variables 
option=simset('SrcWorkspace', 'current'); 

% starting simulation: 
[t,x] = sim('pendulumtrial',t_end,option); 

 

%% GRAPHICAL OUTPUT %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Graphical output is generated here. 

Figure 4: MATLAB Function Extracting Values from 

the MMT Server and Simulating a mdl-File 

 

3. NEW RENDER FILES AND CREATION OF 

MULTIPLE OUTPUT 
 

One of the very recent developments for the MMT 

server has been the enlargement of possibilities to create 

output from MATLAB files on the MMT system. 

Before developing the new rendering routines, returning 

the output from MATLAB to the MMT system was 

very unintuitive and rather complicated. Up to March 

2012 one could only choose between simple textual 

output written in html-code or one MATLAB figure. 

Hence the only possibility to show more than one 

output plot was using subplots, which of course lead to 

a very unclear picture for a certain amount of subplots. 

To improve these options, completely new rendering 

routines have been developed. These routines allow 

every MMT example to have as much layers of outputs 

as needed. For each of these layers a number, written in 

brackets, occurs in the upper right output corner to 

enable the navigation between them, see Fig. 5. Every 

layer consists either of textual output, a static figure or 

an animated gif with optional title. 

 

Figure 5: Switching between Multiple Output Layers by 

Clicking on the Numbers in Brackets 

 

 The return variable for the MMT server has to be a 

string containing html code with the information on the 

creation of all desired layers. To prevent the manual 

creation of this string for every single example, a 

variable r of type cell array is used. This array contains 

cells of strings with information about every layer 
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which has to be created. To initialize the cell array, the 

first function to be called in the output section of the 

MATLAB function is adamInitialize. Conventionally 

the cell array is called r, so the function call would be 
 

r=adamInitialize(); 

 

 The strings for the creation of all intended layers 

are created by using the new render files described in 

the following subsections. After generating as much 

layers as needed for the referring example, calling 
 

retstr=adamComposeResultString(); 

 

takes the information from the cell array to create an 

Excel-file containing strings which represent the html-

code with the information for the construction of the 

required layers. 

 

3.1. Rendering Textual Output 

 

In former times, the creation of textual output did 

require html knowledge, as can be seen in Fig. 6. 

retstr = 'TEXT'; 
retstr = [retstr, sprintf('The vector product a x b 

  results in: ( %s )', num2str(ab))]; 
retstr = [retstr, sprintf('<br><br>The vector product 

  b x a results in: ( %s )',num2str(ba))]; 
retstr = [retstr, sprintf('<br>The vector product 

 -a x b results in: ( %s )', num2str(minab))]; 
retstr = [retstr, '<br><br>You see that 

 -a x b = b x a'] 

Figure 6: Rendering Text without the New Render 

Functions 

 

 Using the new render function adamRenderText, 

common string variables can be used as textual return 

value. As you see in Fig. 7, adamRenderText reqires 

several input parameters. 

function [r]=adamRenderText(r,instruct,text,varargin) 
%Function to render Textual output 

  
%handling with optional parameters 
if length(varargin)>0 
 s.title=varargin{1}; 
end; 

  
%defining class and adding it to the cell array 
s.type='TEXT'; 
s.text=text; 
r{end+1}=s; 
end 

Figure 7: Source Code for the New Text Rendering 

Function 

 

 r is the already allocated cell array being either 

empty but created with adamInitialize or containing the 

information of previous layers. As seen here the input 

structure instruct of the MMT example has to be used 

as an input parameter of the render function too as it not 

only contains the manual chosen parameters of the 

MMT experiment but also a unique filename extension 

(instruct.mlimgfilename) for saving files to a temporary 

folder. text contains the common matlab string which 

the programmer would like to have displaced on the 

layer. varargin is an optional input which can contain a 

string with the desired title for the layer. The function 

appends a structure variable containing strings with the 

information about the title (line 6 in Fig.7), type (line 

10) and content (line 11) of the output, which would 

now be text, to the cell array. It’s important to call this 

function similar to 

 

r=adamRenderText(r,instruct,'sample text',... 

'optional title'); 

 

to make sure the existing cell array is appended. 
 
3.2. Rendering Static Images 

 

As mentioned before, until this year’s March the only 

way to return more than one picture was using subplots 

in MATLAB. How unclear the resulting picture can get 

this way is shown in Fig. 8. 

 

Figure 8: Output of Nine Figures by Using Subplots 

 

 In addition, returning this picture to the MMT 

server required rather unintuitive MATLAB code, as 

can be seen in Fig. 9. 

% produces a *.jpeg image for graphical output. 
drawnow; 
wsprintjpeg(Pic, instruct.mlimgfilename); 
retstr = 'IMAGE'; 

Figure 9: Former Code for the Submission of a Picture 

to the MMT Server 

 

 Now it’s possible to create one layer for every 

picture the user wants to be returned with much easier 

code since all additional work is done with the new 

function adamRenderImage. Before calling this 

function, a MATLAB figure has to be created. Its 

visibility is usually set to ‘off’ as graphical output on 

the server which executes MATLAB in console mode 

and does not provide a graphical interface, is suppressed 

anyway. A source code example for this is given below. 

Pic = figure('visible','off'); 
plot(sin(0:0.001:2*pi)); 

 

 The figure further has to be transferred to the 

render function by calling 
 

r=adamInitialize(); 
r=adamRenderImage(r,instruct,Pic,'Sine'); 
retstr=adamComposeResultString(r); 

 

 The source code for adamRenderImage is shown in 

Fig.10. 
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function [r]=adamRenderImage(r,instruct,Pic,varargin) 
%Routine for image saving to temp folder as .png 

 

%handling with optional parameters 
if length(varargin)>0 
    s.title=varargin{1}; 
end; 
 

%Defining class entry for cell array 
s.type='IMAGE'; 
s.imagetype='png'; 
 

%Defining filename of .png file 
picId=length(r); 
filename=sprintf(instruct.mlimgmultipath,picId); 
 

%Setting figure position fitting to 576*432 pixels 
%72pixels/inch is the default resolution for 

nonscreen 
%figureoutput 
set(Pic,'PaperPositionMode','manual','PaperUnits',... 

  'inches','PaperPosition',[0 0 576/72 432/72]); 
 

%Saving process, using filename and  
%resolution '-r72' => 72pixels/inch 
print(Pic, '-dpng', '-r72',[filename,'.png']);  
 

%saving class to cell array 
r{end+1}=s; 
end 

Figure 10: Source Code for the New Rendering 

Function for Images 

 

 The input parameters are basically the same as in 

adamRenderText whereupon the text string is replaced 

by the MATLAB figure. Besides appending again the 

information about type and title (lines 6, 11 and 12), 

this function prints the MATLAB plot to a pre-allocated 

picture on the MMT server (line 26).  

 

3.3. Rendering Animated Images 

 
function 

[r]=adamRenderAnimatedCreate(r,instruct,Pic,varargin) 
%Routine for image saving to temp folder as .png 

 

%handling with optional parameters 
if length(varargin)>0 
    delay=varargin{1}; 
    if length(varargin)>1 
        s.title=varargin{2}; 
    end; 
else 
    delay=0; 
end; 
 

%Defining class entry for cell array 
s.type='IMAGE'; 
s.imagetype='gif';  
%Defining filename of .gif file 
picId=length(r); 
filename=sprintf(instruct.mlimgmultipath,picId); 
 

%Setting figure position fitting to 576*432 pixels 
%72pixels/inch is the default resolution for 

nonscreen 
%figureoutput 
set(Pic,'PaperPositionMode','manual','PaperUnits','in

ches','PaperPosition',[0 0 576/72 432/72],'Color',[1 

1 1]); 
 

%Saving process, using filename and  
%resolution '-r72' => 72pixels/inch   
PP = hardcopy(Pic,'-dOpenGL','-r72'); 
[P,cm]=rgb2ind(PP,256); 
imwrite(P,cm,filename,'gif','Loopcount',inf,'DelayTim

e',delay); 
 

%saving class to cell array 
r{end+1}=s; 
end 

Figure 11: Source Code for the New Rendering 

Function Creating the First Frame of an Animated gif 

 For animated gifs, plots have to be created for 

every frame of the picture. To create the first frame, the 

picture is initialized with adamRenderAnimatedCreate 

(see Fig.11). 

 

 The only significant difference to 

adamRenderImage is the option of a delay-time 

defining how fast the frames of the gif are intended to 

change. Setting the delay to zero causes the fastest 

change of frames. All frames besides the first one are 

rendered by calling the function 

adamRenderAnimatedAppend, which is shown in Fig. 

12. 

function 

[r]=adamRenderAnimatedAppend(r,instruct,Pic,varargin) 
%Routine for image appending to an existing animated-

gif  

  
%handling with optional parameters 
if length(varargin)>0 
    delay=varargin{1}; 
else 
    delay=0; 
end; 

  
%Detecting filename of .gif file to append to 
picId=length(r); 
filename=sprintf(instruct.mlimgmultipath,picId-1); 

  
%Setting figure position fitting to 576*432 pixels 
%72pixels/inch is the default resolution for 

nonscreen 
%figureoutput 

 
set(Pic,'PaperPositionMode','manual','PaperUnits',... 

  'inches','PaperPosition',... 

  [0 0 576/72 432/72],'Color',[1 1 1]); 

  
%Saving process, using filename and  
%resolution '-r72' => 72pixels/inch  

  
PP = hardcopy(Pic,'-dOpenGL','-r72'); 
[P,cm]=rgb2ind(PP,256); 
imwrite(P,cm,filename,'gif','WriteMode','append',... 

  'DelayTime',delay) 
end 

Figure 12: Source Code for the New Rendering 

Function Appending Frames to an Animated gif 

 

 An example source code for the creation of an 

animated gif is given below. 

Pic = figure('visible','off'); 

 

plot(sin((0:0.001:2*pi)*t)); 
 

r=adamInitialize(); 
r=adamRenderAnimatedCreate(r,instruct,Pic,0,'sine'); 
 

for t=1:time; 
   plot(sin((0:0.001:2*pi)*t/20));  
r=adamRenderAnimatedAppend(r,instruct,Pic,0); 
end; 
 

retstr=adamComposeResultString(r); 

 

3.4. Example with Multiple Output 
 

The following example shows how multiple output 

layers can be returned to the MMT server. To enable 

students downloading the source code from the MMT 

server to easily convert the file into an executable one 
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for their own computer, all parts only necessary for the 

data exchange with the MMT server are framed by  

 

%=========== BEGIN OF SPECIFIC CODE - CUT HERE ====== 

and 

%=========== END OF SPECIFIC CODE - CUT HERE ======== 

 

 The source code of an example creating layers for 

textual, animated and static images is shown in Fig. 13. 

1 %% GRAPHICAL OUTPUT %%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
2 % Graphical output is generated here. 
3 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

4  
5 %======= BEGIN OF SPECIFIC CODE - CUT HERE ====== 
6 % disables graphical output on the remote system. 
7 Pic1 = figure('visible','off'); 
8 %======= END OF SPECIFIC CODE - CUT HERE ======== 

9  
10 plot(sin((0:0.001:2*pi)*t)); 

11  
12 %======= BEGIN OF SPECIFIC CODE - CUT HERE ====== 
13 r=adamInitialize(); 
14 r=adamRenderAnimatedCreate(r,instruct,Pic1,0,... 

15 'Animation'); 
16 %======= END OF SPECIFIC CODE - CUT HERE ======== 

17  
18 for t=1:100; 
19 plot(sin((0:0.001:2*pi)*t/20)); 

20  
21 %======= BEGIN OF SPECIFIC CODE - CUT HERE ====== 
22 r=adamRenderAnimatedAppend(r,instruct,Pic1,0); 
23 %======= END OF SPECIFIC CODE - CUT HERE ======== 
24  

25 end; 

26  
27 %======= BEGIN OF SPECIFIC CODE - CUT HERE ====== 
28 % disables graphical output on the remote system. 
29 Pic2 = figure('visible','off'); 
30 %======= END OF SPECIFIC CODE - CUT HERE ======== 

31  
32 plot(cos(1:0.001:2*pi)); 

33  
34 %======= BEGIN OF SPECIFIC CODE - CUT HERE ====== 
35 r=adamRenderImage(r,instruct,Pic2,'Image'); 
36 r=adamRenderText(r,instruct,... 

37 'To be or not to be...','Text'); 
38 retstr=adamComposeResultString(r); 
39 %======= END OF SPECIFIC CODE - CUT HERE ======== 

40  
41 %% END OF EXAMPLE %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

42  
43 end 

Figure 13: Creation of Output Layers for Three Output 

Types in One Example 

 

 In lines 7-10 the first frame for an animated gif is 

created. Before returning this first output to the MMT 

server by adamRenderAnimatedCreate in line 14, 

adamInitialize has to be called (line 10). Lines 18-25 

show the code for creating and appending further 

frames to this animated image with delay 0. The 

creation of a static picture with the catching title 

‘image’ is shown in lines 29-35. In line 36, a short text 

is returned to the third frame. The cell array created by 

the call of all render functions is further transferred to 

adamComposeResultString (see line 38) which returns 

the string retrstr. This string finally contains all 

information needed from the MMT system to establish 

enough output layers with the correct title and contents 

while the pictures have already been transferred to the 

server during the execution of the render functions. 

 The outputs of this MATLAB function on the 

MMT server can be seen in Fig. 14. Of course, due to 

the disability of print media to show animation, the 

movement for the first output has to be imagined. 

 

Figure 14: Different Output Layers of One MMT 

Example 

 

 

4. USAGE OF THE MMT SERVER IN EXAMS 
 

The MMT system has also become a very helpful tool 

for exams in lectures about modelling and simulation. 

The questions for these exams are posed via TUWEL, a 

moodle based e-learning tool of the Vienna University 

of Technology. To answer these questions, students 

have to log in to the MMT server and vary input 

parameters to achieve a certain result. An example for 

such a question could be finding the maximum step size 

for a certain solver algorithm to stay within a given 

error tolerance. Another question demands the 

evaluation of the turning point of a PT2 controller for 

certain input parameters which have to be set on the 

MMT server. The TUWEL question for this example 

can be seen in Fig.15. 
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Figure 15: TUWEL Question for an Exam in 

Cooperation with the MMT System 

 

 By following the link in TUWEL, the students find 

the MMT example corresponding to this question, see 

Fig.16.  

 

Figure 16: MMT Example Corresponding to a TUWEL 

Exam Question 

 

 For precise reading of the values to be found, 

additionally to the parameters for the PT controllers a 

data point can be set. At the chosen point a red cross is 

plotted which eases spotting certain data. The students 

further fill in the values they found out to the answer 

field in the TUWEL question. Grading is done 

independently by TUWEL. 

 

5. CONCLUSION AND OUTLOOK 

 

While most of the examples currently existing on the 

MMT server have been implemented by programmers 

of the Institute of Analysis and Scientific Computing of 

the Vienna University of Technology, recently many 

examples which have been developed during projects, 

diploma and bachelor theses are tested, validated and 

further included to the MMT system. That way other 

students are able to profit from those projects which 

else would probably have been forgotten. 

 

 All in all, the MMT server has become a very 

important tool for teaching basic mathematics as well as 

modelling and simulation at the Vienna University of 

Technology. Although all examples currently available 

for teaching on the MMT server are implemented in 

MATLAB, MMT has recently been developed to 

include also examples implemented in AnyLogic using 

Java applets which offer way more interesting 

possibilities for the output. Additionally, to loosen the 

dependency on the commercial software MATLAB, one 

of the next developments concerning the MMT system 

will be the inclusion of examples accessing Octave. 
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ABSTRACT 

 

This paper discusses the method of cooperative 

simulation of discrete and continuous models with the 

Building Controls Virtual Test Bed, a software 

environment that allows coupling different simulation 

programs. In the course of a project aiming the energy 

optimization in cutting factories, models of machines of 

differing complexity and a building containing them 

have to be implemented to further simulate the thermal 

processes. Since all partial models require individual 

modelling approaches, solver time steps, solvers or even 

simulators, the method of co-simulation is considered. 

The partial models will be implemented with Modelica, 

Matlab, Simulink and Simsape and accessed with the 

co-simulation tool BCVTB. The simulation results 

show that this method of co-simulation can be sufficient 

for the needs of describing thermal systems with large 

time constants but has to be found insufficient for 

simulations requiring high accuracy and variable step 

solvers in the overall simulation. 

 

Keywords: co-simulation, energy optimization, 

thermodynamics, MATLAB, Dymola 

 

1. INTRODUCTION 

 

1.1. Motivation 

 

To optimize the energy consumption in production 

halls, it’s necessary to model the individual machines as 

well as the building itself in varying detail. To further 

install a feedback control keeping the room temperature 

at comfortable values for human beings which might 

enter the hall, the heat emitted by the machines and its 

distribution in the hall have to be simulated. The 

simulation of the temperature progression in these 

machine halls is part of the INFO (Interdisziplinäre 

Forschung zur Energieoptimierung 

in Fertigungsbetrieben) project which is supported by 

the Austrian Research Promotion Agency (FFG). 

 

 In this paper a simulation of models implemented 

with Modelica, MATLAB, Simulink and Simscape will 

be described. An overview of the intended 

communication between the simulators is given in 

Figure 1. 

 

 

 
 

Figure 1: Desired Communication between the 

Individual Simulators 

 

1.2. Co-Simulation 

 

The basic idea of co-simulation is the parallel 

simulation of models using different simulators via one 

overall simulator. This simulator executes a model 

accessing the individual simulators and lets them 

synchronize at given time-steps. This way it’s possible 

to match the individual modelling and simulation 

requirements of all partial models considering the fact 

that in our case the machine models result in differential 

algebraic equations describing electrical and mechanical 

circuits and the room model only deals with systems 

describing thermal processes, which react much slower 

and therefore don’t require comparably small time steps 

and can use less complex solver algorithms for the 

simulation. This also explains why an external 

simulator is used to combine Simulink and Modelica 
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models, which could actually be interacting themselves 

but would use only one solver for the simulation. The 

overall simulation via BCVTB leads to opening one 

simulator instance for every model, which means even 

two models using Dymola can be simulated in parallel 

with different solver algorithms and solver step sizes. 

 

2. SOFTWARE 

 

2.1. BCVTB 

 

The Building Controls Virtual Test Bed (BCVTB) is a 

co-simulation tool based on the graphical modelling 

interface Ptolemy. Though at first glance BCVTB and 

Ptolemy look exactly the same, BCVTB lacks many 

Ptolemy blocks (called actors in Ptolemy) and in return 

provides a lot of actors specifically for co-simulation. 

To supervise the overall simulation, so-called Directors 

are used. Depending on the given problem, one can 

choose between a Synchronous Data Flow Director 

which allows discrete-time synchronization at fixed 

time steps and a Continuous Time Director offering 

different variable step solver algorithms for the overall 

simulation.  

 Although this might at the first impression sound 

like an easy way to co-simulate models with a variable 

step size adapting to the demands of the given problem, 

it will be shown later in this paper that regarding 

especially these simulation directors, limits are met very 

soon. Other actors especially developed for co-

simulation with BCVTB are simulator actors. These 

actors access the individual simulators using BSD-

sockets, an application programming interface enabling 

inter-process communication which, like BCVTB itself, 

also has been developed at the University of California 

in Berkeley. In the simulator actors the name of the 

simulator to be accessed as well as the file to be 

executed has to be defined. All values needed by the 

respective simulator have to be transferred to the 

simulator actor as inputs and all values BCVTB gets 

from the simulator can be accessed at the output port of 

the actor. BCVTB basically allows co-simulation of 

Ptolemy, EnergyPlus, Dymola, MATLAB, Simulink, 

Radiance and BACnet. For further information, see 

[Wetter, 2012]. 

 

2.2. Dymola/Modelica 

 

Modelica constitutes a standard for object-oriented 

modelling of physical systems using acausal block 

diagrams. Every block represents an element from one 

of various physical domains, e.g. electrical, mechanical 

or thermal. The underlying code contains a set of 

equations describing the behaviour of the corresponding 

component. By coupling an arbitrary amount of these 

components, systems of almost any complexity can be 

built quite easily without considering causalities of the 

signals. The solvers from a Modelica simulator like 

Dymola gather all equations, simplify and rearrange the 

system of equations and finally solve it. 

 

2.3. MATLAB, Simulink, Simscape 

 

MATLAB is a programming environment offering its 

own language and various toolboxes meeting the 

requirements of different modelling approaches. One of 

these toolboxes is Simulink. Simulink models basically 

represent signal flow charts and can be built graphically 

as block diagrams of directed graphs. In block diagrams 

for Simscape models, acausal connections are used 

allowing physical modelling similar to Modelica. 

 

3. COMMUNICATION BETWEEN THE 

INDIVIDUAL SIMULATORS 

 

BCVTB offers several predefined functions to enable 

communication with the simulators mentioned above. In 

MATLAB the establishment of sockets, the exchange of 

data and the closure of the sockets is realized with 

predefined functions from BCVTB.  

 For the communication with Simulink BCVTB 

provides a preimplemented block which basically 

represents the functions for the communication with 

MATLAB. To ensure the communication at the time 

steps given by the overall model despite using an 

individual solver with variable step size, the block has 

to be put in an If-Action-Subsystem which is only 

activated at the given synchronization references.  The 

Simulink block for the communication with BCVTB is 

shown in Fig. 2: 

 

 

 
Figure 2: Simulink Block for the Communication with 

BCVTB 

 

For Dymola, which is used as simulator for Modelica, 

the Modelica Buildings Library which has also been 

developed by the inventors of BCVTB has to be 

downloaded. This Library contains among others a 

block similar to the one for the communication with 

Simulink. The parameters and the icon for the BCVTB 

block in Dymola can be seen in Fig. 3. 

 Apart from setting the number of values to be read 

from BCVTB and the number of values to be returned 
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to BCVTB, the initial return value and the time step for 

synchronization can be chosen in the block parameters. 

 
Figure 3: Block for the Communication with BCVTB in 

Dymola 

 

 This shows one of the first weak points of BCVTB: 

Dymola cannot communicate with BCVTB at variable 

points in time with the given resources since the 

synchronization time step in the BCVTB block for 

Dymola can only be chosen fixed. 

 

4. MODEL DESCRIPTION 

 

To focus again on the problem of simulating the thermal 

processes in a production hall, the individual models 

will be described. The machines in the production hall 

are modelled in Modelica, Simscape and as simple data 

model in MATLAB. The room itself is implemented as 

compartment model in Modelica. To keep the room 

temperature in a tolerable interval around a desired 

temperature, a discrete-state three-point controller with 

hysteresis is also included to the model. All these partial 

models are finally co-simulated by executing an overall 

BCVTB model. 

 

4.1. Overall Model implemented in BCVTB 

 

The BCVTB model for this problem uses a 

Synchronous Data Flow Director, which corresponds to 

a discrete fixed time solver forcing the individual 

simulators to exchange heat flow and temperature resp. 

every 60 seconds.  

 

 
Figure 4: Overall Model for Co-Simulation via BCVTB 

 As you can see in Fig. 4, the dissipated heat from 

the machines simulated with Dymola, MATLAB and 

Simscape is transferred to the room model simulated 

with Dymola. The temperature in one compartment, 

where a thermometer can be pictured, is transferred to 

the control in Simulink. Depending on this temperature, 

a negative, positive or zero heat flow is returned from 

Simulink and transferred to the Dymola room model. 

 

4.2. Room Model in Dymola/Modelica 

 

The room model implemented in Modelica is divided 

into twelve thermal compartments. These compartments 

have been modelled as cubes basically consisting of a 

certain heat capacity and thermal elements for heat 

exchange at the six surfaces. Each surface is represented 

by a heat port, a thermal conductor block and a thermal 

convection block. In this simplified model, the 

convectional heat transfer coefficient of air is kept 

constant as 2 W/(m^2*K), which corresponds to the 

average value for air at 20 degrees. Additionally, the 

temperature in the compartment is logged. The model 

graph as well as the parameters for a thermal 

compartment can be seen in Fig. 5: 

 

 
Figure 5: Parameters and Graph of a Thermal 

Compartment Model in Dymola 

 

 Each thermal compartment of the room is chosen to 

be 3*3*2m³. The whole room, which can be seen in Fig. 

6, therefore accounts for 9*12*4m³. 

 The heat emitted by the individual machines and 

the output of the control are given as outputs of the 

BCVTB block. These signals are transferred as heat 

flow to the compartments where the machines and the 

cooling system are meant to be found. The first return 

value from BCVTB corresponds to the heat flow given 

by the control in Simulink and is sent to two of the 

upper compartments in the model. The other three 

outputs from the BCVTB block correspond to the 

dissipative heat from the machines models in Dymola, 

Simscape and MATLAB, which are found in three of 

the lower compartments. Additionally, an open window 

is represented by a constant temperature of zero degrees 

at the surface of one of the upper compartments.  
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Figure 6: Room Model Implemented in 

Modelica/Dymola 

 

4.3. Machine Model in Dymola/Modelica 

 

The machine model implemented in Modelica is held 

rather simple. Basically it consists of a DC motor 

emitting heat at the resistor and friction element. 

 

 
Figure 7: Model of a DC Motor in Modelica/Dymola 

 

 Since version 3.2, Modelica provides optional heat 

ports for further use of the heat emitted by dissipative 

electrical or mechanical components in thermal circuits. 

This way the waste heat can easily be diverted and 

transferred to BCVTB. 

 

4.4. Data Model in MATLAB 

 

The data model in MATLAB accesses an Excel-file 

containing measured values of the heat emission of a 

typical machine tool. The file only provides data at 

every hour, so it is continued uniformly in between. 

 

4.5. Machine Model in Simscape 

 

The machine modelled in Simscape again represents 

DC motor. In contrast to the Dymola motor, this model 

doesn’t take into account any friction. Since Simscape 

doesn’t provide any heat ports for dissipative elements, 

the emitted heat is calculated manually from the voltage 

drop across the resistor, transferred to a thermal circuit 

and further to BCVTB (see Fig. 8). 

 

 

Figure 8: Graph of the DC Motor Model Implemented 

in Simscape 

 

4.6. Control in Simulink 

 

To keep the temperature in the machine hall bearable 

for human beings, a three-point control with hysteresis 

has been implemented in Simulink. Simulink receives 

the room temperature measured in one compartment 

(see Fig. 6) and compares it to the desired temperature 

of 20 degrees.  

 

 
Figure 9: Graph of the Control Model Implemented in 

Simulink 

 

 If the room is warmer than 21 degrees, the system 

starts to cool by sending a negative heat flow to two 
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compartments of the room. As soon as the measured 

room temperature descends again under 20 degrees, the 

system stops cooling. If the room is cooler than 19 

degrees, heating starts until the room is again warmer 

than 20 degrees. The model graph of this control can be 

seen in Fig. 9. 

 

5. SIMULATION RESULTS 

 

5.1. Temperature and Heat Flow 

 

Fig. 10 shows the heat emitted by the individual 

machines over one day. All of the machines are 

switched on in the morning and turned off at night. 

 

 
Figure 10: Heat Emission of the Machines Over One 

Day 

 

 The output of the MATLAB machine represents the 

heat emission of a machine measured every hour. For 

the Simscape motor, only changes in motor speed 

(represented by rising or falling supply voltage) cause 

electrical losses and emission of heat due to the fact that 

no friction is considered. On the contrary, the emission 

of the Dymola machine doesn’t cease as long as the 

machine runs. 

 

 
Figure 11: Room Temperature at the Thermometer for 

the Control and Output of the Control Over One Day 

 

 In the first plot of Fig. 11 the progression of the 

temperature in the compartment with the fictional 

thermometer for the control can be observed. The 

legend shows Kelvin, in degrees the temperature range 

would be 18 to 24 degrees. As long as the machines are 

turned off, the room cools down due to the open 

window so the control has to heat from time to time. As 

soon as the machines start to work and therefore to emit 

heat, cooling is necessary. To give an impression on the 

reaction of this temperature on the output of the control, 

the latter is shown in the second plot in Fig. 11. 

 

 Fig. 12 shows the temperature in the six lower 

compartments of which three contain a machine and 

therefore warm up fastest (blue, black and green). The 

legend again shows Kelvin. 

 

 
Figure 12: Temperature in the Lower Six Compartments 

Over One Day 

 

 The temperature of the upper six compartments can 

be observed in Fig. 13. Caused by the output of the 

Simulink control, two of them react slightly faster (red 

and black). 

 

 
Figure 13: Temperature in the Upper Six Compartments 

Over One Day 

 

 As can be seen in Fig. 14, simulating the same 

model over one week results in an approximately 

periodic progression of the room temperature due to the 

fact that all machines are turned off at night giving the 

room the possibility to cool down. 

 

 
Figure 14: Progression of the Compartment 

Temperatures Over One Week 

 

5.2. Solver Time Step Documentation 

 

One of the most important and interesting results of a 

co-simulation is the documentation of the individual 
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solver step sizes. In this simulation, DASSL has been 

chosen as the solver for the room model in Dymola and 

the machine model in Dymola. For the Simscape motor 

ode15s was most suitable since it deals with stiff 

systems. The control in Simulink handles discrete states 

only, hence a variable step discrete algorithm is used. 

A significant advantage of co-simulation becomes 

obvious at one glance at Fig. 15 which shows the time 

steps taken by the individual solvers during one 

synchronization interval.  

 

 
Figure 15: Different Solver Time Steps during One 

Synchronization Interval 

 

 Simulating the machine models requires much 

smaller solver time steps than simulating the room 

model. The steps of the ode15s solver for Simscape are 

plotted in blue, those for Dassl in the Dymola machine 

model in green, Simulink discrete in turquoise, Dassl 

for the Dymola Room in red and the overall simulation 

time step of constant 60 seconds in black. 

 If for example the machine model in Modelica and 

the room model were combined in one Modelica model, 

the simulation would demand many time steps 

necessary for the machine but superfluous for the needs 

of the room. Simulating even models which – 

considering Modelica and MATLAB – could to some 

extent be coupled without an external interface becomes 

way more efficient for the same reason.  

 

 
Figure 16: Time steps taken by the individual solvers at 

a synchronization reference 

  

 By looking the time steps in a small interval around 

one synchronization reference shown in Fig. 16, the 

redundant steps made by the Simscape solver to iterate 

the time for synchronization can be seen. In Dymola, 

the synchronization time is met without iteration since 

the time step for synchronization can be set in the 

BCVTB block. On the other hand, the direct setting of 

this time step prevents the possibility of synchronization 

at variable points in time as has already been mentioned 

in section 3. 

 

6. CONCLUSION AND OUTLOOK 

 

The aim of this paper has been to evaluate the 

possibilities and limits of co-simulating discrete as well 

as continuous systems with BCVTB.  

 One of the first important decisions to be made in 

this regard is the choice of an adequate time step for the 

overall simulation. Since thermal processes act rather 

slowly, the synchronization time step for this problem 

can be chosen comparably big in contrast to the solver 

time steps of the machine models. On the other hand 

due to the fact that all values received from BCVTB are 

kept constant between two synchronization references, 

the synchronization time step has to be considered small 

enough to keep the resulting error within adequate 

tolerances. This shows that for models focusing 

particularly on precise interaction, the method of co-

simulation with BCVTB has to be found insufficient. 

As mentioned above, this tool is going to be used for 

the simulation of the thermal processes in a production 

hall over one year. The simulation of these rather simple 

and few partial models for 7 days already takes about 

eight minutes on an average computer station. In the 

final model for the production hall, way more detailed 

and complex machine models are meant to be included. 

This will lead to very expensive computing times so one 

might have to consider that this tool is not suitable for 

co-simulations of such dimension. 

 All in all, BCVTB can be found as a quite helpful 

tool to quickly combine models implemented in 

modelling environments which are executed with 

different simulators using individual solvers but has to 

be considered deficient regarding accuracy and 

requirements of variable step sizes for the overall 

simulation of complex models. 
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ABSTRACT 

This paper is about an e-learning environment based on 

Maple, called Maple T.A. Maple T.A. for stands for 

Testing and Assessment with Maple. It is used at the 

Institute for Analysis and Scientific Computing at the 

Vienna University of Technology. Over the last four 

years some improvements have been achieved and the 

number of courses using this tool increased. Also the 

way of using the e-learning system has changed. At the 

beginning it was a support for students practicing their 

mathematical skills. Now it is also a system for testing 

and assessing. Depending on the course the students 

have to pass one to three tests each semester to pass the 

course.  

 On the other hand Maple T.A. supports the lecturer 

and organizer as well. All the users and their test results 

are stored in this system. Therefore using this 

environment was enhanced through three different 

courses. 

 

Keywords: Maple, e-learning, mathematics, simulation, 

testing, assessment 

 

1. INTRODUCTION 

At the Institute for Analysis and Scientific Computing 

the idea of using Maple T.A. was established due to the 

refresher course. In 2008 the vice-rector of the Vienna 

University of Technology requested a refresher course 

supported by an e-learning system. This course should 

represent the bridging of the gap of knowledge in basic 

mathematics which comes up between school and 

university. Most of the male students have to attend 

military or civilian service. Also some of the students-

to-be take time for travelling or au pair. Additionally, 

pupils from different types of schools graduate with 

different mathematical levels. For example pupils of 

tourism schools and pupils of a technical school differ 

in their mathematical knowledge because of the 

different focus of their schools. This refresher course 

should equalize the basic mathematical knowledge and 

ease the access to university. 

 To fulfil the requirements the institute was looking 

for adequate software. One of the advantages of e-

learning systems is the availability at any time. On the 

one hand this tool should help students to coordinate 

their learning and to give them a feedback about their 

skills so the students would be able to control their 

learning progress and success. On the other hand a 

benefit should be a simplified administration and 

organization of students and their grading. Therefore 

Maple T.A. was established. 

 

2. THE DEVELOPMENT (EXPANSION) 

Initially the refresher course was only offered in the 

beginning of September for students of electrical 

engineering because the Institute for Analysis and 

Scientific Computing is also involved in all the other 

mathematical courses for this field of study. Since then, 

every year another field of study was added to 

participate of the refresher course. Since two years 

Maple T.A. is also used for the regular mathematical 

courses. In 2011 the refresher course was offered 

additionally in the last week of September for the first 

time. That year the students of the following fields of 

studies attended the refresher course. 

 

 Electrical Engineering 

 Technical Physics 

 Surveying and Geoinformation 

 Mechanical Engineering 

 Mechanical Engineering - Economics 

 Civil Engineering 

 Urban and regional planning 

 Some students from other fields of study 

 

 Because of the simplification due to Maple T.A. 

and the positive feedback from the students the Institute 

for Analysis and Scientific Computing started using the 

system also in the basic mathematical courses. For the 

first time students had the opportunity to use the 
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examples on Maple T.A. to understand the subject and 

to improve their skills. 

 Up to now Maple T.A. is used in three different 

ways, the refresher course, two basic mathematical 

courses and one advanced mathematical course. 

 

3. ABOUT MAPLE T.A. 

 

3.1. In General 
 

Maple T.A. stands for Maple Testing and Assessment. 

The system is based on Maple, a computer algebra 

system. On the one hand Maple supports analytic and 

algebraic calculations. On the other hand it is a very 

common programming language at the Vienna 

University of Technology. Currently Maple T.A. 

version 6.0 is used. 

 Maple T.A. is designed to simplify the creation of 

examples and the arrangement of tests. For the 

examples there are many different possible question 

types like multiple choice, fill in the blanks, numeric, 

multipart or true/false questions. The choice of the 

proper question type depends on the topic of the 

question and on the aspired goal of the tutor. There are 

examples which target the logical thinking of the 

students and some which enhance their numeracy. 

 

 
Figure 1: On The Left Side The Question Three Is 

Shown And On The Right Side The Examples Of The 

Chosen Subchapter Are Listed. 

 

In general the Maple T.A. system is an interface which 

contains a Maple kernel. The surface offers many 

different functions. At first one creates a certain class 

which is dedicated to the course. This class contains a 

question repository where all the coded examples are 

stored and sorted, shown in figure 1. With these 

questions assignments are created.  

 

 
Figure 2: An Overview Of All The Assignments Of 

Mathematics 2. The First Three Lines Are The Tests. 

 

 In figure 2 the assignments, which can help 

organising the different topics of the lecture, are shown. 

The students have free access to these assignments if 

the tutors unlock them. There are different types of 

assignments. The different topics are anonymous 

exercises. If one wants to create a test a proctored 

assignment is necessary. That means that a proctor, in 

most cases the tutor, has to unlock and close the test 

again. So the students are not able to make the test at 

home. 

  

3.2. Maple T.A. Coding 

In the Maple T.A. system there are some special 

commands similar to the Maple ones. But it is also 

possible and sometimes necessary to use the common 

and original Maple commands depending on the 

complexity of the example. 

For example an if-command in Maple T.A. looks 

like the first line of Table 1. The if-query embedded in 

Maple T.A. including an initialization, which is 

necessary with an $-sign, stands below. It is obvious 

that it is very easy to use the regular Maple commands. 

The differences are the particular initialization and the 

active call of Maple. In contrast to the Maple code the 

same demand within the MTA functions is quite short, 

as can be seen in the last row of Table 1. 

  

Table 1: The Different Ways For Programming The 

Same Function In Maple T.A. 

Commands 

Maple code if a<b then a else b end if 

Embedded 

in MTA 

$c = maple(“if a<b then a else b end 

if”) 

MTA code $c=if(gt(a,b), b, a) 

 

 It is also possible to embed a procedure, which 

means more than one command one after another, 

separated with a colon, see for example equation 1. 

 

$v1 = maple("a:=Random[VecInts](2,2) :   (1) 

a(1):=1 : a(2):=0 : $v1v2.a"). 

 

One important advantage of Maple T.A. is that 

through the creation of one exercise a small pool of 

different examples results. The principle of the example 

is every time the same but the numbers or functions are 

randomized so they change at every request. So the 

tutors only have to create a few examples to offer a 

great questionnaire. Additionally the students are not 

able to cheat at the test that easy because the students 

sitting next to each other need different results for the 

same example. The copy of the calculation itself would 

not help so the student has to think about it although 

he/she can look at the sheet of paper from the 

neighbour. So Maple T.A. causes a win-win situation 

for students, lecturers and tutors. 
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3.3. Creation Routine 

As already mentioned, it is possible to create 

randomized numbers within Maple T.A. To offer a big 

variety of examples it is also profitable to create random 

functions and text as well. Therefore the question 

designers have developed a new library including some 

different commands for the creation of examples. There 

are commands which support the creation of 

randomized numbers and functions.  

 For example the command Random[FromSet] 

randomly picks one of the following expressions which 

are listed in the set like in the following code-line (2). 

 

Random[FromSet]({cos(x)^($a), sin(x)^($a)})   (2) 

 

 For the course Mathematics 2 it was also important 

to create vectors and matrices in an easy way. In 

addition to the randomization of the entries of vectors 

and matrices it is possible to choose the character of the 

entries as well, for example the amount of zeros or the 

eigenvalues. 

 

Random[MatInts](5, rows = 3, rank = 3) (3) 

 

 The command above (3) creates a matrix 

dimensioned 3x3 with integer entries between -5 and 5 

except 0. Additionally the matrix will be regular 

because of the specification rank=3, which means the 

rank of the matrix is the dimension. 

This improved library shortens the preparation of 

examples enormously. 

 

3.4. Grading Routine 

Another improvement is the new grading routine. The 

creating routine supports the designers and tutors more 

but the development of the grading benefits the students 

mainly. 

 This routine enables fair grading for every student. 

If the question requires a vector with three entries as 

input one would get no points if only one entry is 

wrong. The improved grading routine controls every 

entry so it is possible to get parts of the points. The 

according command is Grade[Vec]. In the same way 

Grade[Mat] works and grades matrices. 

 The questions concerning the topic of partial 

fraction expansion causes some complications because 

they are more difficult to grade. The students enter a 

long term consisting of many different fractions. The 

calculation of the factors of these fractions is not so 

difficult but offers many possibilities for miscalculation. 

Therefore the improved grading routine checks every 

single fraction-factor. So the calculation of the students 

is honoured. This feature makes the e-learning system 

Maple T.A. more comfortable for the students and so 

the feedback improves. 

 

4. THE COURSES 

As already mentioned, Maple T.A. is used in three 

different areas. First of all the e-learning system is used 

in the refresher course in which the mathematical level 

of pupils is improved. Secondly there are two basic 

mathematical courses for the students of Electrical 

Engineering where this MTA system is used for one 

year all together. And at last the advanced mathematical 

course is supported by this system as well. This course 

is also obligatory for the students of Electrical 

Engineering. It is obvious, that these students benefit 

from the system most because they get to know the 

system in the refresher course. Therefore the usage of 

MTA in the following lectures does not causes 

problems or questions anymore. 

 

4.1. Refresher Course 

The refresher course was initialized as a “bridging the 

gap”- course for students of the first semester. The 

course consists of 8 different topics. They are held in 

different lectures to offer the students the possibility to 

visit only the topics, they cannot remember so well. 

This year there will be ten topics to cover the 

mathematical requirements of all fields of study. 

 The course is separated in 2 parts, the lecture and 

the exercise. The whole course lasts one to two weeks. 

There are two different timeslots. On the one hand there 

is the course in the last week of September. An 

advantage of the September course is that the ordinary 

courses of the study have not started then. The students 

can focus on the improvment of their mathematical 

skills. On the other hand there is one course in the first 

and second weeks of October. This course is separated 

in the different fields of study to customize the 

timetable. 

 For every module there is a lecture first which takes 

more than one hour. Afterwards the students have 15 

minutes to divide into smaller groups and change the 

location. There, in the seminar rooms, a tutor is waiting 

to continue with the exercise part of the module. The 

practicing takes one and half an hour. The tutor presents 

many different examples fitting to the lecture. The 

students also have the possibility to make their first 

experience at the blackboard in front of the tutor. 

 

Maple T.A. is used in more than one way. On the one 

hand MTA offers the students the possibility to practice 

the examples of the different topics whenever they want 

to. It is also possible to have a look at the examples 

during the whole semester because the account stays 

activated. One the other hand there are three voluntary 

tests. First there is a knowledge test. This test is 

anonymous so the students have the chance to figure out 

if they need the refresher course. In the first exercise the 

students have to make a test to show them and the tutors 

their current level and knowledge. The last test is in the 

end of the course. If the students want to receive a mark 

for that course they have to pass the final exam. 

Additionally these tests show how much the students 

profit of this offer. 

 To get an idea of the level of the Maple T.A. 

examples the following figure shows a typical example 

of the refresher course. 
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Figure 3: A Typical Example Of The Refresher Course: 

The Task Of This Question Is The Classification Of The 

Curve. 

 

 In Figure 3 an example is shown which is mostly 

used in all of the three tests. The identification of 

mathematical graphs is very important for students of 

technical fields of studies. There are several variables to 

figure out. The students have to decide wether the curve 

is a cosine or a sine. The variables a, b and d stand for 

the frequency, amplitude and the shift of the sine or 

cosine. Most of the examples of the refresher course 

have the same degree of difficulty.  

 

4.2. Basic Mathematical Courses 

Another course, where Maple T.A. is used, is obligatory 

in the first two semesters of Electrical Engineering. 

Around 300 students attend these two courses, 

Mathematics 1 and Mathematics 2. Mathematics 1 

focuses on Analysis and Mathematics 2 on Linear 

Algebra. Because of the amount of students the usage of 

an e-learning system suggests itself, especially an 

assessment system. It eases the coordination and 

administration of the students and the verification of 

their learning progress and skills.  

 The course itself consists of a lecture and an 

exercise course. The lecture is held several times a week 

but is voluntary. The exercise course has more parts. On 

the one hand they have to prepare eight examples every 

week. The students should be able to present them at the 

blackboard and answer questions of the tutor to show 

their comprehension. If they cannot answer the question 

they have to correct their achievement with another, 

hopefully better presentation. On the other hand there 

are three tests each semester realized in Maple T.A. 

which are spread over the semester. The students only 

have to pass two of them. They also get another change 

with an additional test to achieve two positive results. 

The points of the test are not important. The minimum 

to pass the course are fifty percent of the points of each 

test. For the lecture itself the students have to pass an 

extra exam. Last year this exam was also supported by 

the MTA system. In that case there was a written test 

realized with the Maple T.A. system. abourhe e-learning 

test was basically to check the calculation skills of the 

students. At the oral exam the students had to prove 

their theoretical knowledge. Normally the lecture exam 

consists only of a written exam only containing 

theoretical question as well as ordinary calculation 

examples.  

 

 
Figure 4: An Example Of The Course Mathematics 1 

Which Deals With The Behaviour Of Power Series. 

 

 To support the exercises well, the questionnaire in 

Maple T.A. is enlarged with new examples according to 

the current topic in the lecture every two weeks. So the 

students have the facility to practice the fitting examples 

every time they like to. Additionally the questions on 

Maple T.A. can help understanding the actual subject. 

In addition to the questionnaire on Maple T.A. the 

learning matter for one test usually includes the 

examples of the last four exercises. Every test consists 

of four examples.  

 Figure 4 shows a question of the mathematical 

course of the first semester. In the first task they have to 

determine the radius of the convergence of a given 

power series. In the second part they have to analyse the 

behaviour of the series at the edge of the convergence 

area.  

 

 
Figure 5: Mathematics 2 Focus On Linear Algebra And 

Its Usage. The Student Has To Determine The Fixed 

Point. 

 

 In figure 5 an example about  the Linear Algebra is 

given. Given is a function in two variable. The students 
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have to calculate the fixed point at first. They have to 

fill in the point as a vector. The second question asks 

for the Hessian in this certain point. The students should 

insert a matrix like this,                    . The last 

task is a multiple choice question in which the student 

has to decide if the fixed point is a saddle point, a 

minimum or a maximum. The vector and the matrix are 

graded in the way described in chapter three. Most of 

the examples in the two basic mathematical courses 

have more than one task so the possibility to earn points 

without calculating all the right solutions increases.  

 

4.3. Advanced Mathematical Courses 

In the last subsection the advanced mathematical course 

is described. Last year it was the first time that this 

course was supported with the Maple T.A. system. Last 

year the examples focused on theoretical knowledge. 

This year the focus should also be the calculation skills 

of the students. The questionnaire will be enlarged to 

offer a greater variety of examples to help the students 

to cope with the challenges given in the lecture. 

 This course is a combination of a lecture and an 

exercise. Most of the time the course is an ordinary 

lecture and once a week the lecturer calculates some 

examples in front of the students and explains them. 

The support of the Maple T.A. is basically voluntary 

practice at home. The examples which are presented in 

the lecture can be reconstructed via the questions of 

Maple T.A. Additionally there are two tests during the 

course, which are important for the final grade. 

Additionally there is an oral exam in the end of the 

course. The final mark consists of the tests and the oral 

exam.  

 

 
Figure 6: An Example For The Advanced Mathematical 

Course Out Of The Field Of Statistic. 

 

 The question in figure 6 shows a task of the 

statistical part of the lecture. The students receive a 

random sample and then have to calculate the mean, the 

variance and three different quantiles of this sample. 

Additionally the students have to choose one of the box 

plots. The right box plot is the one which reflects the 

random sample. 

 

 
Figure 7: This Is Another Example Of The Advanced 

Mathematical Course, One Of The Probability Theory. 

 

 Figure 7 presents an example out of the probability 

theory. The task is the calculation of the expected value 

of a continuous random variable. This is a very 

important and common value of the probability theory.  

 The last example of the advanced mathematical 

course is one of the chapter vector analysis, shown in 

figure 8. The students receive a certain function and 

have to determine the value of the path integral.  

 

 
Figure 8: This Is Another Example For The Advanced 

Mathematical Course, One Out Of Probability Theory. 

 

5. SUMMARY AND OUTLOOK 

On the left side of the figure 9 the results of the test at 

the beginning of the refresher course are shown. As 

already mentioned the students take the test in the first 

exercise of the refresher course in September before the 

regular semester starts. The results of the first test of the 

course Mathematics 1 for electrical engineers are found 

on the right side. It is remarkable that all the marks 

enhanced enormously. The refresher course recreates 

the mathematical basics required for further 
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mathematical lectures and, as one can see in figure 1, 

really increases their mathematical skills. Additionally 

most of the students of electrical engineering attend the 

refresher course, so they are used to the Maple T.A. 

system at the beginning of the mathematical course. 

 

 
Figure 9: Compares The First Test At The Beginning Of 

The Refresher Course And The First Test Of 

Mathematics 1. 

 

 The refresher course helps the students to get back 

their lost mathematical knowledge. In every single 

technical study mathematic is the basic for all further 

lectures. Therefore it is very important that the students 

are aware of all the calculation skills without thinking a 

lot about it so they can focus on the real challenges of 

the given problems. With the help of Maple T.A. the 

students can control their increased skills and can 

practise also after the end of the courses with immediate 

feedback from Maple T.A. about the correctness of their 

calculations. 

 Figure 10 confirms the gain of mathematical 

knowledge and shows that the students don’t have any 

big problems handling the e-learning system. 

 

 
Figure 10: The Two Tests Of The Advanced 

Mathematical Courses, Left Side – 1
st
 Test And Right 

Side – 2
nd

 Test. 

 

 To put it all in a nutshell the Institute for Analysis 

and Scientific Computing initiated Maple T.A. to 

comfort administrators, tutors and students as well. On 

the one hand it is a time-saving invention for the tutors 

and lecturers. It eases the creation of the questionnaire 

which helps students to follow the course by exercising 

with the examples. The administration and organisation 

of tests as well as the lecture exam is easier with the 

support of this e-learning system.  

On the other hand the students have the possibility 

of practicing with immediate control at any time. The 

obligatory tests should help the students to improve 

their numeracy. In the exercise course the students can 

ask the tutors about incomprehensibilities of the lecture, 

the examples of Maple T.A. and the examples of the 

exercises as well. Therefore every student gets any help 

possible if he uses it. After some primary troubles with 

the grading of the Maple T.A. system the most 

important achievement of the improvement concerning 

the grading routine is a great acceptance by the students. 

In the next semester the goal will be the invention 

of a course for modelling and simulation. Also 

enlarging and improving the questionnaire of Maple 

T.A. are important tasks for the next semester. 
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ABSTRACT 
As providing e-learning opportunities for students is 
getting more and more important, the so called MMT 
system provides an user-friendly online modelling and 
simulation laboratory. Here a course consisting of a set 
of experiments is shown to give an example how e-
learning can be used in a modern way. A series of tank 
experiments is used, each of them with different 
difficulties and increasing complexity, to teach 
modelling and simulation in fluid dynamics. 
 
Keywords: fluid dynamics, e-learning, MMT, hydraulic, 
MATLAB, tank 
 
1. INTRODUCTION 
Teaching modelling and simulation especially to 
students who are not permanently confronted with the 
topic is always a challenge. On the one hand, reasonable 
models are often too difficult to present them in detail, 
either for mathematical reasons, lack of programming 
skills or timing problems. On the other hand presenting 
a simulation for simplified problems, which cannot be 
used directly in reality, causes students to suggest, that 
modelling is a rather theoretical part of science and 
underestimate the value of good simulations and the 
complexity and dangers involved.  
 Thus as a part of the Bologna study a collaborating 
group of researchers from the University of Ljubljana 
and the Vienna University of Technology assembled a 
constructive, well organized e-learning course 
consisting of a set of high quality simulation models. 
The course was assembled taking into account the 
following main ideas: 

1. The complexity of the examples is increasing 
during the course. 

2. The examples are strongly related and 
constructive.  

3. Each example deals with different important 
questions about modelling and simulation. 

4. The course can be taught to different fields of 
study. 

5. The examples are available to each student 
taking part in the course on an internet 
platform. 

6. Students can experiment with the models at 
home. 

7. All students interested in this topic can take 
part in the course independent from their 
already existing programming skills.  

 
Especially point 6 and 7 are usually inconsistent or at 
least hard to manage, so therefore the Vienna University 
of Technology uses the so called MMT system for 
teaching, testing and e-learning purposes.  
 
2. MMT SYSTEM 
The MMT system - “Mathematics, Modelling and 
Tools” -  is a MATLAB based online simulation 
platform which provides a user-friendly environment on 
the one hand for lecturers, who need to present 
simulation examples in their course, on the other hand 
for students, who want to experiment with well 
implemented models at home. 
 The platform was created in a collaboration 
between the Drahtwarenhandlung (DWH) and the 
Vienna University of Technology for many different 
purposes: 

• As an e-learning opportunity for students 
• As a virtual modelling and simulation 

laboratory 
• To extend MATLAB, SIMULINK and even 

JAVA and ANYLOGIC programming skills 
by downloading and modifying source codes 

• As an environment for presentations and 
lectures 

• As a supporting platform for tests and exams 
• As a place where well implemented simulation 

examples by advanced students e.g. for their 
bachelor or diploma thesis finally get to a good 
use. 

 
 So far about 300 different modelling and simulation 
examples have been loaded up to the server and the 
number is steadily increasing. Therefor it is getting 
more and more difficult for lecturers to find the most 
appropriate assembly of examples for their course. Thus 
the upload of a single model or an idealess mix of 
simulation examples to the server is not enough. A well 
structured educational aim, e.g. as the one we defined in 
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the last section, is required to help lecturers taking the 
correct choice without getting intimidated by the whole 
variety of the MMT server. 
The following set of models shall give an example of 
how a course can be arranged according to the above 
mentioned ideas and how the MMT system can be used 
to assist the lecturer. 
 
3. THE THREE TANK MODEL 
The process shown in Figure 1, is located at the Faculty 
of Electrical Engineering, University of Ljubljana, and 
consists of three cylindrical plexiglas tanks connected 
with pipes which can smoothly be closed or opened by 
valves.  
 

 
Figure 1: Photograph Of The Process 

 
When water is pumped into the first or the third of the 
three tanks, assuming that at least those two valves 
necessary for the flux between the tanks are open, the 
system complies to the laws of communicating vessels 
and is thus highly non-linear. Regarding that a model of 
the whole process is very complex and might be too 
difficult to explain it is useful to separate the problem.  

 
Figure 2: Partition Of The Model 

As indicated in Figure 2 the system can be partitioned, 
hence providing a better understanding of the different 
subsystems of the tank. The different models discussed 
later on in the paper are marked in different colours. 
 
 
 
 

3.1. One Tank Model 
The easiest model to deal with is 
defined if the valve, connecting 
tank one and two, is closed. 
Though this is a simple first 
order system it is still non-linear 
and thus surely a challenge to 
students inexperienced in 
modelling. A dynamic model can 
be found if the relation between 
the flux into the tank to the 
derivation of volume and the 
relation between filling level to the speed of the 
streaming out liquid are combined: 

dt

tdh
S

dt

tdV
tt outin

)()(
)()( 1==Φ−Φ  

)(
1

)(2 1 t
A

vtghC outout Φ==  

In these formulas S donates the cross section area of the 
cylindrical tank g defines the gravitational acceleration 
and A donates the cross section area of the valve. The 
second formula is called Torricelli’s Law for water 
streaming out of a vessel and is a consequence of the 
famous Bernoulli equation for fluid dynamics. The 
constant C (close to one) depends on the liquid and on 
the form of the opening. The resulting non-linear first 
order differential equation is: 

S

thCt

dt

tdh Vin )()()( 11 1
−Φ

= , gACCV 2
1

=  

The following topics are interesting to deal with in a 
lecture: 

• Physical derivation (Torricelli’s Law) 
• Valve opening ↔ flux of water (empty tank ↔ 

spilling over) 
• Linearised model 
• Comparison with MATLAB’s own linmod() 

function 
• Transfer function modelling 
• Experimenting equilibrium states with the 

MMT system 
• Experimenting with different kinds of input 

functions (unsteady, steady, smooth) to the 
pump 

• Comparison to real measured data from the 
process in Ljubljana (Experiment parameters 
of the simulation at the MMT system) 

• Comparison between measured parameters and 
theoretical calculated parameters (friction, 
turbulences, incompressible liquid) 

• Controlling e.g. by PID (and other) controller 
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3.2. Two Tank Model 
Adding the second tank 
leads to a second order 
system which raises 
additional issues. First of 
all linearisation leads to a 
two dimensional Taylor 
series expansion which is 
a really good repetition to 
students lacking of basic 
math skills. Also it 
becomes a little bit more 
difficult for students to determine steady states, on the 
one hand due to an unsteady signum function and on the 
other hand due to the definition of the working point 
regarding the degrees of freedom. From the physical 
point of view the determination of the differential 
equations needs a little bit extension because the flux 
between the two vessels has to be calculated. The 
problem can be solved using Bernoulli’s equation. This 
leads to the following system of  coupled differential 
equations: 
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Because liquid can pass the valve in both directions the 
signum function is important here. The following points 
are taken into account. 
 

• Physical derivation of flux between 
communicating vessels (Bernoulli’s principle, 
Torricelli’s law) 

• Calculation of linearised models in form of 
state-space and transfer function models 

• Experimenting with valve openings at the 
MMT system 

• Tuning of the controller 
• Difference between SISO and MIMO 

problems 
 

3.3. Three Tank Models – SISO 

  

Adding the third tank leads to a third order system but is 
still a SISO problem. The differential equations are 
quite similar to the two tank system: 
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(The signum functions are not shown here) 
 Due to the fact that the third equation does not 

depend on 1h the extension of the two tank model to 

this third order model is extremely easy. This model can 
be a perfect example that regarding the modelling point 
of view a higher order does not always increase the 
complexity of the problem as the SIMULINK model of 
the non-linear model needs only to be extended by an 
additional loop. But the controller needs to be modified 
and linearisation is getting slightly more difficult. The 
following points are dealt with. 

• Calculate linearised models 
• Modification of the controller  
• Why is the system SISO 

 
3.4. Three Tank Model – MIMO 

  

In the fourth model the second pump is activated and 
causes a second input parameter. As a result the system 
suddenly becomes MIMO and requires completely 
different controlling. It is important to use and discuss 
the second degree of freedom which grants that not one 
but two of the three filling levels can be controlled at 
once and that there are different options to do so. On the 
one hand two independent SISO controllers can be 
used, on the other hand there are several options for 
really difficult multivariate controllers too. The 
corresponding differential equation system is: 
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Model 4 is the most frequently used and simulated 
experiment also in Ljubljana. Therefore exists a great 
number of real measurement data from the actual plant. 
So the comparisons of the simulation to the 
measurements can be performed at the MMT system 
which can be a real deal for students which are solely 
used to deal with theoretical models. Discussing and 
extending Model 4 and the possibilities for controllers 
is the final target of the course. 

• Comparisons between linearised and non-
linear model 

• Comparison of different controllers at the 
MMT system 

• Create a linearised model 
• Comparison to real measured data at the MMT 

system 
• Experimenting with controller parameters 

 
3.5. Model Summary 
Each of the four discussed models has its own special 
properties and raises additional questions. A short 
summary is given in the following table. 

Model Order Type Controller 
One Tank 1 SISO SISO 
Two Tank 2 SISO SISO 
Three Tank 3 SISO SISO 

Three Tank + 
2nd pump 

3 MIMO MIMO/ 
SISO 

Table 1: Summary Of The Models 
 
4. RESULTS 
4.1. Main Pages 
The following screenshot (Figure 3) shows the main 
page of the course at the MMT system. 

 

Figure 3: Main Page Of The Course 

 
The area at the left side of the picture respectively of the 
“Adam-Riese Math Playground”, as the MMT server is 
called, shows the links to the four model sections with 
each containing several targeted examples dealing with 
the already discussed points. It can be seen here, that the 
MMT system is built up strictly hierarchically using a 
structure similar to LaTex:  

1. Book 

2. Chapter 

3. Section 

4. Subsection 

In this case the whole course constitutes a chapter and 
the four sub-models are created as sections with each 
containing several subsection examples.  

 The centre area of the page contains a first raw 
explanation for the main topic and the goal of the course 
and the well known sketch of the three tanks. Due to a 
LaTex environment provided by the MMT server also 
formulas can be included into this part of the page (see 
Figure 5). As the graphical environment of the page is 
detailed and colourful, it can also be used instead of 
slides for an introduction to the course. 

 The right hand area of the page represents a 
download section. Files like slides, PDF-files, pictures 
etc. can additionally be loaded up to the server and 
offered for download at this area. The links at the main 
page of this course offer three photographs of the 
original plant in Ljubljana and a paper containing 
detailed theoretical information about the system and 
how to derivate a simulation model. 

 Using the links in the left hand area lead to the 
main pages of each sub-model containing more detailed 
information about each experiment like a sketch of the 
physical derivation and a short introduction to the 
different subsection examples. 

4.2. Linearisation Examples 
Understanding the usage and creation of linearised 
models poses an important aim of the course. Often 
linearisation and especially the role of working point 
and equilibrium state are misinterpreted and used in a 
wrong way (a correct interpretation can be found in 
Figure 4).  
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Figure 4: Interpretation Of A Linearised Model 
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In case of the three tank system, in which all of the 
differential equations have square-root characteristics 
and linearisation is not possible or, at least, very bad 
close to the origin, this is even more important. Figure 5 
shows an example of how the process deriving a 
linearised model could be trained at the example of the 
one tank system. 

 

 The example deals with the calculation of the 
correct parameters for the linear state space model at a 

certain working point 0h :  

BuAxx
S

hC

dt

dh in +=⇒
−Φ= &  

So first of all the equilibrium state has to be calculated 
and afterwards, Taylor series expansion leads to A and 
B . The calculated parameters can be compared to 
MATLAB’s own linmod() function. 

 The function [A,B,C,D]=linmod(Mdl, Wp, Displ) 
calculates the linearised State Space model  

DuCxy

BuAxx

+=
+=&

 

out of the, usually non-linear, model  Mdl at working 
point Wp with input displacement Displ.  

 As the experiment requires to calculate the correct 
parameters the user has to put them into the textboxes 
and press the “ok” button. Doing this, MATLAB is 
started and the content of the boxes is used as input 
parameters for a MATLAB function. This function 
starts SIMULINK, deals with the results and performs 
the final plots. In this case (Figure 5) the choice for the 
three input parameters was, taking the output curves 
compared to the linmod() function into account, not 
perfectly correct. 

 As the improvement of MATLAB and SIMULINK 
programming skills is also a target of the MMT server 
usage, the links to all source files can be found at the 
right hand side. As all MATLAB codes also the 
SIMULINK models can be downloaded in text form 
(which can easily be converted to the classic .mdl-
surface again by just saving the file as “filename”.mdl). 

 

Figure 5: Linearised One Tank model 
 

 At the right hand side directly above the figure of 
the two graphs, a small “<1>” and “<2>” button 
indicates that there is a second figure available. 
Switching to the second figure, the graph for the input 
function (flux into the tank), in this case, a sum of 
rectangular functions, can be seen. So the MMT server 
supports multiple output figures represented by a 
slideshow. 

4.3. Non-linear examples 
In an example of section “Model 4” several input 
functions can be tested and the results of the non-linear 
model is compared to the results of the linearisation. 
(Indicated in Figure 6) 

 As there is a choice between a sine-cosine wave 
function, a sum of rectangular functions (shown in the 
plot in Figure 6), a sum of sigmoid functions and a 
pulse of triangular functions, the user can compare the 
results of steady and unsteady input functions. Because 
the working points in tank 1 and tank 3 can manually be 
chosen by the user, comparisons between the non-linear 
model and the linearisation can also be performed. The 
plot in Figure 6 shows the results of the non-linear and 
the linearised model if a sum of rectangular input 
functions, respectively an unsteady changing but 
otherwise constant influx into both tanks (one and 
three), is used. 
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Figure 6: Comparison Between Non-Linear And Linear 
Three Tank Model Simulation At Tank 1 

 
4.4. Animated examples 
As an additional bonus to the graphical plots, the MMT 
server also supports animated output figures created in 
MATLAB. In case of the tank system, the scientific 
value of these examples might not be very high, but 
they can be used to encourage students and improve the 
quality of lectures. An example is shown in Figure 7. 

 

Figure 7: Animated Comparison Between Linear And 
Non-Linear One-Tank Model 

 
In the animation the water-levels change proportional to 
the calculated simulation results. A series of plots is 
used to create a so called animated-“.gif” by a function 
supported directly in MATLAB. 
 
SUMMARY AND FURTHER DEVELOPMENT 
The assembled set of models shall give an example of 
how flexible the MMT server is used in modelling and 
simulation lectures as well as in tests or exams.  
 But yet many developments extending the course 
are planned too. On the one hand a whole variety of 
multivariate controllers opens up a very difficult topic 

for advanced students e.g. examples dealing with 
parameterisation of different MIMO controllers and 
comparisons between them. On the other hand, the 
University of Ljubljana does studies dealing with 
remote control of real experiments. Thus the MMT 
could be used to collect measured data from Ljubljana 
which could directly be used for model comparisons at 
the server. 
 However it has to be kept in mind that none of the 
mentioned points necessarily require MATLAB or 
SIMULINK programming skills, hence encouraging 
students to deal with MATLAB and SIMULINK as the 
MMT system provides great flexibility. This work has 
been realized in the context of the ‘Applied Modelling 
Simluation And Decision Making‘ project and funded 
by means of the City of Vienna by the ZIT GmbH - The 
Technology Agency of the City of Vienna, a subsidiary 
of the Vienna Business Agency. 
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ABSTRACT 

When it comes to modeling diseases with 

inhomogeneous populations a modular setup can be 

useful, because specific parts of the model can be easily 

exchanged or altered. We propose a modular setup 

consisting of a population model and a separate disease 

model, which interact on a specifically defined 

interface. After that an economic cost model can be 

built and integrated into the modular setup. Aim of this 

work is to build a population model, in this case with 
Austrian data, and to define the interface with the 

disease model, in this case an obesity model. Obesity 

has become a major problem in Austria. According to 

(Rieder 2006), over 30% of the Austrian population is 

overweight and over 9% is obese, resulting in over 

227.7 million euro health care costs in 2004.  

 

Keywords: Modular Modeling, Obesity, System 

Dynamics, Population Model  

 

1. INTRODUCTION 

Obesity, defined as the presence of excess adipose 
tissue, is a health concern of paramount importance in 

Austria and also worldwide. Next to the long list of co-

morbidities associated with obesity, like pulmonary 

disease, coronary heart disease, diabetes mellitus type 2, 

orthopedic problems, hypertension, etc. obesity is a 

great cost factor for health care systems because of 

weight reduction medications, hospitalizations, 

laboratory costs, inability to work, loss of productivity, 

early death, pain and reduced quality of life (Dieterle 

2006). 

A System Dynamics model for the prevalence of 
obesity in Austria is needed to show the trend of the 

prevalence of obesity in the next few years and decades, 

to identify the most important influences on the disease 

and to test possible political strategies preventing and 

treating obesity. The usage of System Dynamics is due 

to a better overview for non-experts and easier 

administration for the modeler.  

Because of the fact that the model will show the 

prevalence of obesity in the population over at least the 

next 50 years, a population model, predicting the 

change of the Austrian population dependent on births, 

deaths and migration is necessary. How this affects the 

population is seen in figure 1. In Austria especially 

migration is very important, because without it the 

population would be reduced significantly due to low 

birth rates. 

 

In this paper we demonstrate why those parts of 

the model, especially the population model and the 

disease model, should be independent and therefore a 

modular setup, as seen in figure 2, is important and how 

it is done, first by explaining the structure of the disease 

model and in more detail the structure of the population 

model and by defining the points of intersection of 

those two models. Advantages and disadvantages of this 
modular setup will be discussed too. 

 

 

 

 

 

 

Figure 2: A Modular Setup Of the Simulation Model. 

An Independent Population Model Is The Basis, 

Connected Through Defined Points Of Intersection 

With The Disease Model. Furthermore An Economic 
Model Can Be Built Individually Based On The Disease 

Model.   

2. THE METHOD: SYSTEM DYNAMICS 

The modeling method used for all parts of the whole 

model is called System Dynamics and was developed in 

1956 by Jay W. Forrester (Forrester 1961).  It is a top 

down modeling method, where aggregated states are 

Figure 1: The Growth Of The Population Is Dependent 

On Births And Immigration. The Contraction Of The 

Population is Dependent On Deaths And Emigration. 
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looked at and not individuals. For example all male 

persons aged 15-45 could form a single state, but also 

all male overweight persons aged 15-45. System 

Dynamics is a commonly used approach to understand 

the behavior of complex systems. It is different to other 

approaches because it allows the usage of feedback 
loops, which, due to the fact that this is a very 

descriptive modeling method - easily to be overviewed 

by non-experts - can be better understood and 

researched. Sometimes a specific state of the system has 

an effect (feedback) on itself over (a long) time, which 

is not recognized easily (Sterman 2000).  

 Especially the disease model for the prevalence of 

obesity requires feedback loops, to represent the main 

influence factors on obesity and how they are 

influenced in return. An example of a possible 

reinforcing feedback loop, represented in a causal loop 

diagram, can be seen in figure 3.  
 

 

 

 

 

 

 

 

 

 

 
 

 

 

It shows that the fraction of the obese population, 

who are parents, has a positive feedback on itself over 

time:  The more obese parents there are, the more obese 

children they will get, by passing their eating habits on 

to their children. Therefore the fraction of the obese 

adult population will increase and also the fraction of 
the obese parents. Linkages are shown by the blue 

arrows. A plus-sign represents a proportional effect 

from quantity at the arrows end to the quantity of the 

arrows top, as described before. 

These causal loop diagrams are a useful tool for 

developing a model.  A System Dynamics model 

consists of three main elements, described as following 

and also seen in figure 4:  

 

 Stocks describe the state of the system in each 

time step. They are represented as rectangles. 

 Parameters are constants. 

 Auxiliaries are mostly used for mathematical 

formulas combining stocks and parameters. 

Special auxiliaries are flows, which describe 

the changes of stocks. Flows are only allowed 

between two stocks or from a source 

(represents systems of levels outside the 

boundary of the model) to a stock or from a 

stock into a sink (where flows terminate 

outside of the system) 

  

Furthermore most System Dynamics Simulators 

provide a great number of tools, like delay functions, 

table functions etc. to allow an easier administration of 
the modelling process.  

 

 

 

 

 

 

 

 

 

Mathematically System Dynamics models are 

systems of differential equations with a given 

simulation time t and initial conditions for the 

simulation start at t0. Each stock represents a single 

equation. The mathematical formulas for the simple 

stock and flow structure for time t from figure 4 are 

shown in equation 1 and 2:  
 

𝑆𝑡𝑜𝑐𝑘 𝑡 =    𝐹𝑙𝑜𝑤 𝑡  𝑑𝑡    +    𝑆𝑡𝑜𝑐𝑘 𝑡0              (1) 

𝐹𝑙𝑜𝑤 𝑡 = 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 ∙  𝑆𝑡𝑜𝑐𝑘(𝑡 − 1)                      (2) 
 

 The integral for the stock from equation 1 can be 

transformed into a differential equation, describing the 

net change of the stock as seen in equation 3.   

𝑆𝑡𝑜𝑐𝑘  (t) = + Flow (t)                                                     (3) 
 
When building a system dynamics model, the modeler 

does not need to know exactly how differential 

equations work or how they are solved, because the 

modeling device is graphical and the model can simply 

be built by dragging and dropping stocks, flows, 

parameters and auxiliaries onto the main user interface. 

 

3. THE OBESITY DISEASE MODEL 

First the main structure of the disease model needs to be 

discussed shortly. Before starting to build the actual 
model we specify the research questions as following:  

 

 What are the main factors that influence body 

weight? As a result: How is the obese (resp. 

normal-weight and overweight) fraction going 

to develop in the population?  

 What can be changed (after identifying the 

main influences) and more important what is 

the effect of those changes in the obese (resp. 

Figure 4: A Simple System Dynamics Stock And Flow 

Structure With One Parameter And a Source. The Stock 

Could Represent The Population And The Inflow Births. 

The Parameter Could Be The Birthrate Depended On 

The Actual Size Of The Population. 

Figure 3: A Causal Loop Diagram Of A Simple 

Feedback Loop Of the Disease Model.  
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normal-weight and overweight) population 

compared to the costs?  

 

Overweight and obesity are defined as abnormal or 

excessive fat accumulation that may impair health 

(WHO 2000). Obesity is measured by the so call Body 
Mass Index (BMI), which is calculated by dividing 

body mass m (in kg) through the square of body height l 

(in meters) as shown in equation 4 and categorized as 

seen in table 1. 

 

𝐵𝑀𝐼 =
𝑚

𝑙²
                                                                             (4) 

  

Table 1: BMI classification: The BMI is divided into 4 
main categories of weight classification for adults 

(WHO 2000).  

Classification BMI 

underweight <18.50 

normal weight 18.50 – 24.99 

overweight 25.00 – 29.99 

obese ≥ 30.00 

 

Furthermore the changes in body weight, and 

therefore in the BMI are also dependent on the age and 

sex of the person. For example the basal metabolic rate 

is different for different ages and also for different 

gender. Knowing this, we can start to identify the stocks 

of the System Dynamics disease model: The population 

is divided by the severity-degree of the disease, age and 

sex. The idea of this partitioning seen in figure 5 is 

adapted from Homer et al. (Homer 2006), with the 

difference that we do not need 100 one-year age-
classes, but 12 aggregated five- to ten-year age-classes 

(except age 0, which is a one-year age-class because of 

the high infant mortality), because we want to get a look 

on the trend in general and the main influences on 

obesity. 

 

 
Figure 5: Partitioning Of The Population In The Disease 
Model (Homer 2006). Persons Of The Same Age, Sex 

And Severity Degree Of The Disease Build A Separate 

Stock. 

 

The  reasons of crossing over into another BMI-

category –  which in our model can also be within one 

age-class, because for example in a 10-year age-class a 

person can significantly reduce or gain weight – are due 

to physical activity (caloric expenditure) and eating 

habits (caloric intake), but they will not be discussed in 
this paper. 

Data is available for the years 1999 and 2006/07 

for the partitioning of the population by gender, some 

age-classes and the four severity degrees of obesity seen 

in figure 5. 

 

4. THE POPULATION MODEL 

As mentioned before the main parts that influence the 

change of the population are births, deaths and 

migration. Figure 6 shows the population model as a 

causal loop diagram. The black loops in the center of 

such a circle with blue arrows show the polarity of the 
corresponding feedback loop. A positive feedback 

portrays a self-reinforcing process, for example: the 

more people live, the more births will occur and 

therefore the more people will live in the future.  The 

opposite is a negative feedback loop, or also called a 

balancing loop, that stabilizes the system. For example: 

the more people live, the more deaths will occur and the 

fewer people will live in the future. 

 
Figure 6: Causal Loop Diagram Of The Population 

Model Showing The Causal Links And Dependencies 

Of Variables. 

  

4.1. Available Data  

For the partitioning of the population as seen in table 2 
data from Statistics Austria (Statistics Austria Database 

2012) is available.  

 The simulation starts in 1999, because for the 

disease model data is only available since 1999, so the 

initial partitioning of the population is for this specific 

year. Due to the fact that migration is not dependent on 

the population, real data for the years 1999 until 2010 

for immigration and emigration (with same partitioning 

as the population) is also taken from Statistics Austria 

Database (Statistics Austria Database 2012). The 

simulation will run 50 years. Therefore the migration 
data for the next 50 years has to be provided too and a 

prognosis for immigration and emigration is available in 

the database, but only for different sexes. To get the 

partitioning for the age-classes, the distribution of the 

previous known years is taken, averaged, and assigned 

to the upcoming years. 
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Table 2: Partitioning Of The Population By Age And 

Sex  

Age-classes Sex 

Age 0 male 

Age 1- 4 female 

Age 5 – 9  

Age 10 – 14  

Age 15 – 19  

Age 20 – 24  

Age 25 – 34  

Age 35 – 44  

Age 45 – 54  

Age 55 - 64  

Age 65 – 74  

Age 75+  

 

The death rate is given for the known years, but for 

the years from 2010 until 2060 the predicted trend of 

the life expectancy, which increases by the years and 
was also taken from Statistics Austria Database 

(Statistics Austria Database 2012), was used together 

with a Weibull distribution to calculate the death rates 

for the upcoming years. 

Due to the fact that fertility rates did not change 

significantly over time they were assumed to be 

constant for the next years as those from 1999. Statistics 

Austria (Statistics Austria 2011) provides the number of 

live births per 1000 women per year for the four 

relevant age-classes in which women can bear a child, 

namely 15 – 19, 20 – 24, 25 – 34 and 35 – 44. These 

probabilities p(i), i=1,2,3,4, meaning the number of live 
born singletons divided by 1000 for each of the i age-

classes, have to be transformed into rates r(i) as seen in 

equation 5. 

 

𝑟 𝑖 = ln 1 + 𝑝 𝑖                                                            (5) 

 
The aging-rates are calculated to 1/groupsize for 

each age-class and sex, where groupsize is the length of 

the interval of the age-class. 

Furthermore all rates have to have the same, 

according to the simulation time step, right dimension, 

in this case months. 

 

4.2. Implementation of the model 

The population model is implemented in Anylogic® 

University 6.5.0 and can be seen in figure 7. 

For a better overview and the fact that similar 
equations and a lot more arrows are saved to be built   

AnyLogic provides arrays. As seen in figure 5, there 

would be 12 (for aggregated age-classes) x 2 (for sex) = 

24 stocks for the population, but as seen in figure 7, 

there is only one stock, called Population. An array is a 

container with linear storage of fixed size, called 

dimension. In this case it is a 2x12 array and holds the 

24 entries of the partitioned population. Since the 

population in general is not the important part of the 

model, it is “hidden” in one stock and helps non-experts 

to understand the model better. 

 

 

 

Figure 7: Population Model In Anylogic® University 

6.5.0. 
 

Furthermore there are 4 flows, which change the 

stock (in each dimension of the array). A function 

provides the input for immigration and emigration and 

they are not dependent on the population. Two 

auxiliaries TotalFertileWomen and BirthsPerGroup are 

used – also for better overview and understanding, 

because formally they could be integrated in the 

equations for TotalBirths – in each dimension of the 

array. TotalFertileWoman copies the entries from 

Population that are representative for the fertile women 

in the previously mentioned four relevant age-classes. 
BirthsPerGroup stores in each time step t the number of 

total births (male and female together) per age-group of 

fertile women as calculated in equation 6. 

 

𝐵𝑖𝑟𝑡𝑠𝑃𝑒𝑟𝐺𝑟𝑜𝑢𝑝 𝐹𝑒𝑟𝑡𝑖𝑙𝑒𝑊𝑜𝑚𝑒𝑛 (𝑡)
= 𝑇𝑜𝑡𝑎𝑙𝐹𝑒𝑟𝑡𝑖𝑙𝑒𝑊𝑜𝑚𝑒𝑛 𝐹𝑒𝑟𝑡𝑖𝑙𝑒𝑊𝑜𝑚𝑒𝑛  (𝑡)             (6)  
∙  𝑓𝑒𝑟𝑡𝑖𝑙𝑖𝑡𝑦𝑟𝑎𝑡𝑒[𝐹𝑒𝑟𝑡𝑖𝑙𝑒𝑊𝑜𝑚𝑒𝑛] (t) 

 

FertileWomen in the brackets represent the 

dimension of a sub array from the array for population, 
which in this case is a 4x1 array for females in the four 

relevant age-classes of fertile women.  

The auxiliary Ageing stores the number of people 

(in each index of the dimension of the array) that cross 

over into the next age-class within the next time step, 

which is calculated as seen in equation 7. 

 

𝐴𝑔𝑒𝑖𝑛𝑔 𝐴𝑔𝑒, 𝐺𝑒𝑛𝑑𝑒𝑟 (𝑡)
= 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝐴𝑔𝑒, 𝐺𝑒𝑛𝑑𝑒𝑟 (𝑡)                                      (7)  
∙  𝐴𝑔𝑖𝑛𝑔𝑅𝑎𝑡𝑒 𝐴𝑔𝑒, 𝐺𝑒𝑛𝑑𝑒𝑟 (𝑡)  
 

Age represents the dimensions of the 12 age-

classes and Gender represents the dimensions of the 

two sexes.  

The mathematical formulas behind the stock 

Population are stated in equation 8, 9 and 10.  Because 

of the fact that new born enter the population at age 0, 

there is a separate equation (9) for the first age-class, 
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including births. And because of the fact that once a 

person has arrived in the last age-class, he/she stays 

there or dies, there is s separate equation (10) for the 

last age-class. 

 
𝑑𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛[𝐴𝑔𝑒𝐴𝑙𝑙𝐵𝑢𝑡0_11, 𝐺𝑒𝑛𝑑𝑒𝑟]

𝑑𝑡
                    (8)  

= 𝐼𝑚𝑚𝑖𝑔𝑎𝑟𝑡𝑖𝑜𝑛 𝐴𝑔𝑒𝐴𝑙𝑙𝐵𝑢𝑡0_11,𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
− 𝐸𝑚𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝐴𝑔𝑒𝐴𝑙𝑙𝐵𝑢𝑡0_11,𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
− 𝐷𝑒𝑎𝑡𝑠 𝐴𝑔𝑒𝐴𝑙𝑙𝐵𝑢𝑡0_11,𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
+ 𝐴𝑔𝑖𝑛𝑔 𝐴𝑔𝑒𝐴𝑙𝑙𝐵𝑢𝑡0_11 − 1, 𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
− 𝐴𝑔𝑖𝑛𝑔 𝐴𝑔𝑒𝐴𝑙𝑙𝐵𝑢𝑡0_11,𝐺𝑒𝑛𝑑𝑒𝑟 (𝑡) 

 
𝑑𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛[𝐴𝑔𝑒0, 𝐺𝑒𝑛𝑑𝑒𝑟]

𝑑𝑡
                                         (9)

= 𝐼𝑚𝑚𝑖𝑔𝑎𝑟𝑡𝑖𝑜𝑛 𝐴𝑔𝑒0,𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
− 𝐸𝑚𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝐴𝑔𝑒0,𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
− 𝐷𝑒𝑎𝑡𝑠 𝐴𝑔𝑒0,𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
+ 𝐵𝑖𝑟𝑡𝑠 𝐴𝑔𝑒0,𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
− 𝐴𝑔𝑖𝑛𝑔[𝐴𝑔𝑒0,𝐺𝑒𝑛𝑑𝑒𝑟](𝑡) 

 

𝑑𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛[𝐴𝑔𝑒11, 𝐺𝑒𝑛𝑑𝑒𝑟]

𝑑𝑡
                                  (10)

= 𝐼𝑚𝑚𝑖𝑔𝑎𝑟𝑡𝑖𝑜𝑛 𝐴𝑔𝑒11,𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
− 𝐸𝑚𝑚𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝐴𝑔𝑒11,𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
− 𝐷𝑒𝑎𝑡𝑠 𝐴𝑔𝑒11, 𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
+ 𝐵𝑖𝑟𝑡𝑠 𝐴𝑔𝑒11,𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
− 𝐴𝑔𝑖𝑛𝑔[𝐴𝑔𝑒11, 𝐺𝑒𝑛𝑑𝑒𝑟](𝑡) 

 

The equation for the two flows (one for female 

newborns entering the population and one for male 

newborns entering the population) of the TotalBirths 

flow from figure 7 is simply the sum of all births from 

the BirthsPerGroup auxiliary. It is assumed that of all 

newborns 49% are female and 51% are male. 

At last the formula for the flow Deaths from figure 
7 is calculated as seen in equation 11. 

 

𝐷𝑒𝑎𝑡𝑠 𝐴𝑔𝑒, 𝐺𝑒𝑛𝑑𝑒𝑟  𝑡 
=  𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝐴𝑔𝑒, 𝐺𝑒𝑛𝑑𝑒𝑟 (𝑡)                                (11)
∙   𝑀𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦_𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛[𝐴𝑔𝑒, 𝐺𝑒𝑛𝑑𝑒𝑟](𝑡) 

 

Mortality_Function is a function that represents the 

time dependent, Weibull-fittet mortality rates as 

mentioned before and is not seen in figure 7. 

 

5. DEFINING POINTS OF INTERSECTION 

WITH THE DISEASE MODEL 

The changes in the stock of the population model (in 

each age- and sex-class) are calculated continuously. 

The disease model has the same partitioning concerning 

age- and sex-classes (also with arrays for sex and age), 

but is furthermore divided by severity-degrees of the 

disease (in this case each BMI-category has a separate 

stock graphically). Therefore an additional auxiliary 

PopulationChange, which is also an array variable with 

dimensions Gender and Age as in the population model, 

receives the changes in the population from the 
population model continuously as seen in figure 8. The 

changes are calculated by the net migration 

(immigration minus emigration) and the changes within 

the stock Population (Ageing). In the disease model 

there are flows, as seen in figure 5, from one severity 

degree to another one, and also from one age-class to 

the next. The PopulationChange affects the flows from 
one age-class to the next of the disease model, but has 

to be split up for the different severity degrees for each 

(Age, Gender)-array-entry. As a result for each severity 

degree (and (Age, Gender)-array-entry) an additional 

flow is implemented that calculates the corresponding 

change by taking into account the current size of the 

stock and the current size of the part of the population 

from the population model. 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Auxiliary PopulationChange is implemented, 

which has the same structure (dimensions) as 

Population. It stores in each time step the changes of 

the stocks “hidden” in Population and transfers them to 

the disease model, by splitting them up into BMI-

categories. 

The equation for the flow ChangeOverweight, 

which calculates the changes within the overweight 
population (again: the stock overweight is an array with 

dimension Age and Gender and therefore the calculation 

is made separately for each entry of this 2x12) is seen in 

equation 12. 

 

𝐶𝑎𝑛𝑔𝑒𝑂𝑣𝑒𝑟𝑤𝑒𝑖𝑔𝑡 𝐴𝑔𝑒, 𝐺𝑒𝑛𝑑𝑒𝑟  𝑡  
=  𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝐶𝑎𝑛𝑔𝑒 𝐴𝑔𝑒, 𝐺𝑒𝑛𝑑𝑒𝑟  𝑡                    (12)

∙
𝑂𝑣𝑒𝑟𝑤𝑒𝑖𝑔𝑡 𝐴𝑔𝑒, 𝐺𝑒𝑛𝑑𝑒𝑟 (𝑡)

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝐴𝑔𝑒, 𝐺𝑒𝑛𝑑𝑒𝑟 (𝑡)
 

 

The changes for the other BMI-Categories are 

analogue. 
This technique leads to some assumptions, which 

are discussed in the following. 
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5.1. Assumptions for the disease model 

There are some assumptions concerning the points of 

intersection:  

 

 Obesity (resp. the other BMI-categories) 

among persons who enter the system of the 
population model through immigration (resp. 

exit the system through emigration) is 

considered equally distributed as in the main 

population. 

 Obesity (resp. the other BMI-categories) 

among deaths is considered to be distributed as 

it is in the main population. Obesity-related 

deaths are not considered here separately. 

 

5.2. Advantages and disadvantages of a modular 

setup 
Keeping in mind that the model should include a 

separate cost model for calculating the costs assigned to 

obesity (e.g. costs for hospitalizations, medications, or 

even surgery as for example gastric banding), we need 

to research the conditions (concerning the BMI) on 

which such medications are prescribed or surgeries are 

done. The evidence based guidelines of the Austrian 

society for obesity-surgery (Miller 2005) suggest 

performing surgery only with a BMI > 40 or with BMI 

> 35 and additional obesity-related co-morbidities, like 

hypertension or diabetes mellitus type 2. Therefore the 

classification of “obese” can be split into 3 more 
categories as seen in table 3. 

 

Table 3: BMI Classification Of The Obese Category: 

The Obese Can Be Separated Into 4 More Categories 

For Adults (WHO 2000).  

obese BMI 

obese class I 30.00 – 34.99 

obese class II 35.00 – 39.99 

obese class III ≥ 40.00  

 

The advantages of a modular set up are, that if one 

wants to change the disease model afterwards, because 

of new or altered research questions, only the disease 

model (but with the same assumptions from chapter 

5.1.) needs to be altered. In this case, the obese fraction 

needs to be split up in three stocks and initialized again 

and no new mortality rates, fertility rates or migration 

data have to be calculated again. 

Furthermore the population model can be used in 

another disease model where this partitioning of the 
population is used. If the partitioning of the age-classes 

is not needed in so much detail, the classes only have to 

be aggregated. 

For some diseases people develop co-morbidities, 

which result in higher costs for health care systems. The 

modular setup allows an easy change or integration of 

additional stocks for people with co-morbidities without 

changing the population model. 

Furthermore an easier change of the population, by 

changing the rates and initial conditions, can be done, if 

one wants to calculate the prevalence, costs etc. for 

another population. 

Tests with the separate parts of the model can be 

done to look for failures more easily. 
A disadvantage of this setup is that disease-related 

fertility rates and mortality rates cannot be tested or 

modeled. 

 

6. CONCLUSION 

A modular structure can be more understandable, 

especially for non-mathematicians, when they look at 

two separate models, one concerning the population and 

the other one concerning the disease. Secondly the 

modular parts are easily exchangeable, for example if 

the disease model shall simulate a different kind of 

disease, with different severity degrees, but the same 
population. This increases the reusability of models. 
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ABSTRACT 

The Institute for Analysis and Scientific Computing at 

Vienna University of Technology (Vienna UT) has 

created models to simulate lecture room reservations, in 

order to test strategies for increasing the efficiency of 

utilisation, increasing booking fairness and perceived 

capacity without need to add more lecture rooms. Thus, 

the produced system had to satisfy some tough 

constraints: (1.) It had to be flexible and 

multifunctional, meaning that a dynamic code structure 

was needed so that program logic could depend on the 

imported data, but simulation algorithms would stay 

data-independent. (2.) The presentation logic had to be 

customized to fit the usability needs of the client, who 

would perform the simulation experiments himself. To 

report on both programming techniques and 

architectural decisions that enabled us to achieve these 

constraints is thus the main goal of this paper. 

 

Keywords: customization, simulation, software 

architecture 

 

1. INTRODUCTION AND OVERVIEW 

For the past years, researchers over various institutions 

of Vienna UT have been working together on a project 

that that optimises utilisation of lecture rooms, by 

performing simulations on booking requests instead of 

having them reserved in a ‘first-come-first-served’ 

fashion. Together with dwh Simulation Services, this 

has led to the production of the novel simulation suite, 

on whose development this paper focuses. 

During the initial steps of developing a new 

simulation, much effort has to be devoted to the 

correctness of algorithms. Two models had to be 

produced (see “Simulation Core”, Section 2): 

 a scheduling model, which performs static 

scheduling based on a set of heuristic rules 

(Section 2.1) 

 a pedestrian dynamics model, which performs 

physical simulation of students moving within 

the built environment, according to their 

lecture timetable (Section 2.2).  

Producing a working simulation core is necessary, but 

not sufficient for a piece of software to become a 

product (see Section 3, “Building MoreSpace”):  

 Data import and export have to be tailored to 

the customer's needs, e.g. reading from and 

writing to databases that already exist. As a 

matter of fact, this interfacing aspect becomes 

a software in its own right, which needs to be 

written and supported specifically for the client 

in question (3.1, “Input/Output 

configuration”). 

 Orchestration of the simulation core’s 

algorithms, given the often-changing demands 

and requirements of the client, can be seen as 

yet another required task. On the one hand, this 

means producing code that will call upon the 

pre-existing algorithms in an order that 

produces seemingly special-tailored 

simulations. On the other hand, such models 

need to have a user interface that meets the 

requirements of the (not necessarily technically 

skilled) simulation user. What is thus required 

is a rather non-technical step in which an 

analyst customises the software so that the 

inputs needed, simulations performed, and 

outputs generated clearly reflect what the 

customer has in mind (3.2, “Simulation 

customization”).  

 Once simulation results have been gained, 

analysis over what scenario gives the best 

performance has to begin (3.3, “Analysis”). 

There is, however, no absolute best - only 

alternative solutions that have to be weighted 

by the simulation user, according to 

practicability in implementation. We provide a 

set of visualisation views, intended for in-

depth analysis and justification. The latter 

aspect is most important when a single result 

has to be selected and exported for use in a 

production system on which thousands of users 

rely (in our case: the reservation system of 

Vienna UT). 
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As a side-note for this paper, we wish to state that 

related work is given directly within the narrative. 

Additional material is to be found at the end of the 

paper (see Section 4), before the conclusion (Section 5). 

 

2. SIMULATION CORE  

The core of our simulation consists of two models that 

assign lectures to lecture rooms and let students 

simulate their would-be passages through the built 

environment, given the assigned lecture locations and 

per-term timetables. Both models are implemented in 

Java, and packed as Java libraries that ship with the 

application. Changes in the simulation core are thus 

only possible by using application updates, and only if 

they affect all clients (not individual customers). For the 

sake of completeness, we now describe the two models 

used in some detail: 

 

2.1. Scheduling model 

The scheduling model has the task of filling predefined 

slots, each one measuring half an hour and being within 

given lecture room of finite capacity, with lectures. In a 

pre-step, so-called booking requests have to be 

generated by Vienna UT’s reservation system, each one 

stating when, how long a room of what capacity is 

needed in which building (location), given what special 

equipment. The scheduler then arranges the lectures so 

as to satisfy one of its implemented constraints, which 

we give here in simplified form: 

 Greedy scheduling. Capacity, equipment and 

location of the booking request have to be 

satisfied exactly when finding a slot.  

 Tolerant scheduling. The capacity of the 

booked room may be more (but not less) than 

the requested capacity, furthermore, the booker 

can be tolerant concerning the location. 

An additional parameter controls whether the scheduler 

can shift lectures by half an hour plus and minus, in 

order to see whether the result becomes any better. The 

same goes for splitting, i.e. using multiple rooms for the 

same event, in case the booking request requires a 

capacity beyond available rooms. 

In all cases, the result of the booking process is a 

number of successfully booked requests plus any 

leftover requests that require some (manual) work. 

 

2.2. Pedestrian dynamics model 

This model calculates the time that students need to 

change lecture rooms (see Figure 1). In detail, what is 

computed are the trails of each virtual student, given 

his/her timetable as input. This transition between 

different lecture rooms is governed by three layers of 

increasing complexity: The movement is calculated 

with reference to a physical model by (Blue and Adler 

2001). Above that, route choice and movement along a 

circulative network is computed by using graph 

algorithms, quite similar to (Tabak 2009; Tabak, de 

Vries and Dijkstra 2010; Wurzer 2011). At the highest 

level, individual behaviour is governed by the timetable 

of lectures to visit. If there is more than one lecture that 

takes place in an instant, the student’s probability of 

changing rooms is taken into account. This aspect could 

also be called a fourth layer, that of individual choice or 

preference. Extended work on this route choice, 

specifically for urban environments, has been done by 

(Dijkstra, Jessurun, Timmermans and de Vries 2011).  

More details on the used pedestrian model can also be 

found in (Bruckner, Tauböck, Popper, Emrich, 

Rozsenich and Alkilani 2012; Bruckner 2009). 

 

 
Figure 1: Pedestrian dynamics model 

 

3. BUILDING MORESPACE 

The product which we have designed, called 

MoreSpace, is a platform that glues different simulation 

algorithms together by making use of a common 

scripting platform (Rhino for Java). Conceptually, one 

might think of a common data structure (coined quite 

paradoxically as ‘the data independent model’) existing 

as a database and a sequence of simulation algorithms 

acting on it. The following sections describe, in detail, 

the setup and workflow connecting the different 

components of our system, whose reusable and 

extensible architecture is the main contribution we 

would like to share. An overview of this workflow is 

also given in Figure 2:  

1. External data stores hold the customer-specific 

data, which is converted to our data 

independent model upon import (see Section 

3.1). 

2. Simulation algorithms acting on our data 

structure are producing results within the same 

database (see Section 3.2). 

3. These are visualised, in order to select one 

specific result that fits the end user by 

whatever criteria he/she sees fit (see Section 

3.3).  

4. Additional simulation types, such as dynamic 

simulation using pedestrian dynamics models, 

can also be incorporated into a post step, if 

they would take too long to compute to be 

practical for every simulation run.  

5. The export process then records the chosen 

result as selected by the user, which it then 
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writes to a data store defined by the client. This 

might be the same as during import, or a 

different one (again see Section 3.1). 

 

 
Figure 2: Workflow and outline of MoreSpace App 

 

3.1. Input/Output configuration 

Even though our application can have a different user 

interface and simulation setup for each customer, we 

rely on a data structure that is static and common to all 

installations. Once filled, the different simulation 

models perform their work on this structure, and save 

their results back into it. We employ the popular SQlite 

database together with an Object/Relational mapping 

tool (Apache Cayenne) for this purpose, giving each 

part of the application easy access to our entities 

(booking request, space, booked slot, etc.). 

The complexity of the import/export process lies in 

the details of the (external) data stores, whose merging 

and querying has proved to be a consulting problem of 

its own. For us, the same application must be able to be 

used at any university, e.g. the Technical University of 

Vienna but also in other companies - each having an 

own data storage type available (e.g. Excel, database, 

XML). Before being able to simulate, we thus need to 

import booking requests from whatever source available 

into our common data structure. The same procedure 

will be required reverse upon export of the simulation 

results, either into the same data store or into a different 

one.  

Usually, transformations of data structures are 

handled by special Extraction/Transformation/Loading 

(ETL) software packages. We have chosen a different 

approach, by defining the customer-specific import and 

export script in Rhino that does the necessary steps, 

tightly integrated into the application (File>Import and 

File>Export option). We also have a user interface 

intended at filtering and selecting data from this 

external data store so that it fits the scope of the 

simulation project. 

 

3.2. Simulation customisation 

A booking product such as ours must deliver a project-

specific output, and thus requires also a project specific 

setup which we call customisation. Such a specially 

tailored approach is not new – it is used e.g. in 

accounting software (SAP ERP), Hospital Information 

Systems and further products that are not by definition 

finished ‘off the shelf’. Simulation models have been 

and continue to be an example of such software, being 

highly specific to the customer and scenario in mind. 

We extend this notion by introducing a platform in 

which simulation can be used, i.e. glue between pre-

existing models and the customer-specific setup, which 

is yet unprecedented to the best of our knowledge. In 

detail, we are using three essential concepts throughout 

our application: 

 Scenario: a named sequence of invocations of 

a variety of simulation and algorithms which 

has a specially defined user interface where 

one can define inputs that are not hardcoded 

but rather given as parameters. Colloquially, 

each scenario stands for a given problem 

complex which is due to be analysed. 

 Experiment: a specific choice of parameters for 

a given scenario. This scenario can contain 

several experiments, but at least one (the 

default experiment having default parameters).  

 Result: the effect of an invocation of an 

experiment. Every result is reproducible by 

using the defined parameters and settings of 

the experiment again. In this case, the already 

existing data is overwritten. If two experiment 

runs with the same parameters are to be 

compared nevertheless (e.g. for validation), 

one must duplicate the experiment. 

Each scenario is represented by a Rhino script, which 

invokes all the necessary simulation algorithms 

iteratively. Multiple simulation runs and aggregation are 

handled here, as well. As a general rule, scripts to not 

act directly on the database: They rather call upon 

algorithms, which load data, compute, and write back 

into the database, using the experiment ID as conceptual 

key for the result.  

 

 
Figure 3: MoreSpace Graphical User Interface. (A) 

Experiment toolbar for creating and running 

experiments, (B) filter and (C) parameterisation user 

interface loaded for each scenario (D) experiment run 

output console (E) result panel (F) scenario selector. 

 

Each scenario also has a graphical user interface that is 

dynamic and has been defined to suit the client’s needs 

(also refer to Figure 3). We employ the Abeille Forms 

designer  for that purpose, which outputs XML that can 
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be read back to construct Java Swing panels using the 

jGoodies forms library. 

Semantically, a scenario user interface is always 

divided into two parts: the filtering part (Figure 3B) for 

selecting the data on which the simulation acts, and the 

parameter part, where one can set input data (Figure 

3C). Using the experiment toolbar (Figure 3A), one can 

then create experiments and run them, producing results 

under the results panel (Figure 3E) and summary 

console (Figure 3D). This process can be repeated for 

every scenario that is defined (each being represented 

by a tab, as in Figure 3F). 

 

3.3. Analysis 

Without proper interpretation, the results produced 

during by the simulation remain useless. Therefore, our 

application has a visualization dashboard (see Figure 4) 

in which the produced results can be reviewed and 

compared by the client or analysts acting on his behalf.  

The actual visualisation types used are currently 

bar charts, line charts, Gantt charts (see Figure 5) and 

histograms, in both single-experiment and multi-

experiment layouts. Each visualisation window retains 

its position and state even if the program is closed. This 

enables analysts to show why a certain result was 

chosen without having to perform data analysis in front 

of the client. 

 

 
Figure 4: Visualisation dashboard for interpretation of 

results (circled). 

 

 

  

3.4. Summary and big picture 

Having presented the core as well as different 

components of the application, we may now begin to 

summarise and compact what has been said. One of the 

interesting aspects of the program, which applies well 

beyond the borders of our software, is the ability to 

initialise itself with a completely new user interface and 

simulation logic specially customised to the client. This 

means that the system is changing its nature without 

affecting a single line of java code of the core (which 

would require recompilation). Technically, this is done 

by bundling a set of scripts and user interface 

definitions together with the program, which we read 

that the programs start.  

 
Figure 5: Example resultset visualized as Gantt chart. 

 

In detail, we proceed as follows: 

 For every scenario, the must exist a scenario 

script (‘scenario.js’) as well as filter 

(‘filter.jfrm’) and scenario user interface 

definition (‘gui.jfrm’) in a folder having the 

scenario name. 

 Furthermore, we define to special folders 

containing the same files by the name of 

‘Importer’ and ‘Exporter’, which contain the 

logic and user interface necessary for 

interfacing to the client's data infrastructure. 

On start-up, the application knows only how to browse 

through a set of folders, instantiating scenarii (tabs) and 

importer/exporter (File>Import and Export) as it goes 

along. When it has finished doing so, the user is 

presented with a specially tailored application that is not 

only customised in its function, but also in language and 

terminology used. Updates to the functional core are 

kept at a minimum - what is changed lies mostly in the 

orchestration part (i.e. scripts), to be elaborated together 

with the client. The product is thus the executable 

artefact that incorporates the core library, while 

everything else belongs to the domain of a project. 

 

3.4.1. Additional implementation notes 

Some additional notes given here, although not 

important for the general picture, might be beneficial 

when developing a similar application: 

 The data structures used for storing 

experiments and results sacrifice functionality 

for ease of implementation: One experiment 

may only have zero or one results. If an 

experiment has no result (i.e. it is new), its 

parameters may be updated. In all other cases, 

the experiment is said to be fixed - no 

alterations can be made, since that would 

corrupt the result data. One may, however, 
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duplicating an experiment (using a Save As.. 

option), in which case the parameter settings 

are copied to a new experiment which can be 

altered. 

 The scenarios have a caveat as well: During 

import, we allocate a special scenario 

‘Scenario 0’ containing a predefined ‘Result 

0’, which is the result of a manual assignment 

of lectures to rooms. This Result 0 of Scenario 

0 may not be overwritten; it may only be used 

for comparison with the actually simulated 

results.  

 Another caveat concerns to input data; should 

these change, all experiment runs are obsolete. 

Therefore, a re-import is only possible in order 

to add data, not for update. Should this be 

desired, the current database has to be archived 

and reset (i.e. cleared). This also happens once 

data has been exported, in order to be ready for 

another simulation period. 

 

4. BACKGROUND AND RELATED WORK 

Our system operates according to the Model-View-

Controller (MVC) concept (refer to Figure 6): Model 

objects are the parts of the application that implement 

the logic for the application’s data domain. Views are 

the components that display the application’s User 

Interface (UI). The UI is created using the model data as 

input. Controllers are the components that handle user 

interaction and update the model (Shelly 2005).  

 

 
Figure 6: MVC 

 

We take the notion of MVC one step further: Our model 

is a database with a static structure. The model itself has 

a delegate which we have called Importer, which maps 

from customer specific data sources to this format. The 

view and the controller are both put inside the scenario 

scripts, which are essentially client specific. The 

meaning of this reflects our project experience in 

dealing with customisation: a large part of the logic is 

special tailored and cannot be reused. Instead, we see it 

all customised called as being yet another delegate to 

the model, intended for rapid development and (if need 

arises) redevelopment.  

Another topic of which we are well aware is that 

our base technology scripting has large issues with 

debugging. The used Rhino is an exception here, since 

there is the excellent Rhino debugger (Oliver and Boyd 

2012) that can be utilised. Rhino itself is a Java 

implementation of JavaScript bundled with the Java 

Platform, therefore being widely available without 

additional installation. 

Coming to the related work, we are not aware of any 

approach is similar to our ‘glue code scripting’ / rapid 

user interface development technique. It is certainly true 

that, for example, Anylogic (Borshchev and Filippov 

2003) offers a similar experience when coding using the 

simulation’s core library. However, Anylogic is using 

Java - a compiled language. Thus, customisation can 

only happen to very limited extent, off-site, where all 

the development tools are installed. Furthermore, the 

user interface tools given are very limited, non-

scriptable.  

As a second contrast point, the application area of 

Anylogic’s core is currently concentrating on ABM, 

SD, DES. This is certainly an advantage: Functionality 

exists and can be readily used. At the same time, such 

closed and pre-existing Application Programmer’s 

Interfaces (APIs) also have a drawback - extending 

them further might be very complicated, since the 

source is not available. We are thus taking pure Java as 

basis, aiming at optimal control of the employed 

algorithms and source availability rather than functional 

superiority. The latter may be achieved by incorporating 

code from a variety of open-source packages such as 

NetLogo (Wilensky 1999), or put differently: “An open 

architecture allows developers to design systems that 

are made up of many small functional modules 

interconnected by a common software interface” 

(Roschelle, DeLaura and Kaput 1996).  

From a development perspective, combining Java 

and JavaScript also enables new forms of working 

together among distinct roles: A developer, can 

implement the core functions of software while a 

customizer or analyst oversees the design of the 

application by scripting (Separation of Concerns).      

 

5. CONCLUSION 

We have presented a simulation called MoreSpace, that 

is designed to be dynamic in its appearance and in 

relation to how simulation algorithms are employed. 

Upon bootstrapping itself, the application looks for 

specially-named script files together with user interface 

definitions, which it then goes on to interpret and 

display. Data is dynamically loaded from proprietary 

sources into its own comon data structure serving all 

simulation models, which are orchestrated within the 

script files. Such a high degree of customisation has 

previously only been found in Enterprise Resource 

Planning (ERP) and healthcare IT, which is why we see 

our efforts as being important not only for our 

application, but also in the light of the ongoing 

modularisation that modelling packages embrace 

nowadays. 
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ABSTRACT 

 

At the Vienna University of Technology, Institute for 

Analysis and Scientific Computing, the Research Group 

for Mathematical Modelling uses the MMT-Server for 

teaching mathematical modelling.  

MMT stands for Mathematics, Modelling and Tools. It 

is based on and a PHP interface, which is responsible 

for input and output of parameters and results. Most of 

the currently existing examples on the MMT systems 

are simulated with MATLAB. 

As MATLAB is used for interactive experiments on this 

server, it’s nearby to integrate Simulink as a second 

simulator in order to have the possibility to compare 

different modelling approaches. Simulink differs from 

MATLAB due to its graphical description of models by 

signal flow graphs.    

Simulink works with linear and non-linear time-

continuous and time-discrete systems. Therefore, 

specifications of Laplace- and z-transformations from 

linear system theory as well as solvers for ordinary 

differential equations of non-linear systems are 

available. 

 

Keywords: Simulink, MATLAB, E-learning, 

Simulation, Mathematical Modelling.  

 

1. BUILD-UP OF THE MMT-SERVER 

 

The existing user interface of the current MMT-Server 

is illustrated in Figure 1. It is working with examples 

implemented in MATLAB. 

 

On the left side, there is the Experiment Layer, which 

organises the structure of the experiments. A higher 

level denotes a subject out of mathematical modelling 

and a lower level represents experiments in different 

scenarios.  

In the centre of the user interface, which is the main 

window, a precise briefing of the actual experiment is 

given.  

The Experiment Description window below shows 

which parameter should be changed and gives an 

impression of the expected results. 

The right side consists of Files and Source Code and is 

the important one regarding the experiment’s 

implementation in MATLAB, because the links to the 

m-files are available there. Users can download these 

files to learn more about how to program in MATLAB 

and they can also tune and change the code to 

experiment with other scenarios. 

 

 
Figure 1: User interface of MMT-Server 

 

The input and output region offers the possibility to 

enter model and/or simulation parameter. These 

parameters are available as a string in the MATLAB 

code, stored in the instruct.varN variable. N 

denotes the number of the variable which is assigned 

from the PHP-based input field in the input region. The 

instruct variable is transformed into a MATLAB 

variable  
 

K = str2double(instruct.var1). 
 

After this conversion, the MATLAB specific code 

follows. 

At the end of the MATLAB code, a section for 

graphical output is offered. Ordinary plots are handled 

by the system and are displayed in the output region. 
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The following example illustrates the visual nature of an 

example or experiment on the MMT-server. 

Let’s observe a mathematical pendulum, described by 

the ordinary differential equation  
 

 
 

 denotes the length of the pendulum,  the damping 

coefficient and  is considered as  and 

the beginning velocity  can be chosen. The 

corresponding look of the example on the MMT-server 

is shown in Figure 2. 

 

 
Figure 2: Front-end of MMT-server example of the 

mathematical pendulum 

 

This structure is important for the integration of 

Simulink, because Simulink examples on the MMT-

server work in the same way focused on the front-end. 

 

2. SIMULINK AT THE MMT-SERVER 

 

To allow comparisons between two or more different 

simulators, it is necessary to implement more than only 

MATLAB on the MMT-server. The fact that Simulink 

is MATLAB-based allows including Simulink on the 

MMT-server with minimal effort. 

 

2.1. Mathematical description of Simulink Models 

 

A signal flow graph is defined by an oriented graph 

, where  is the set of nodes,  is the set 

of edges and  is a mapping 
 

 
 

which relates each edge with a real positive number, the 

so-called weight of this edge. Furthermore  defines a 

mapping  
 

 
 

which maps each node to a signal of the signal space 

. The mapping  operates along the edge 

 according to 
 

 
 

The triple  is called a (generalised) 

signal flow graph. 

In case of more than one connected edge to one node , 

that means for  with the edges 
 

 
 

the mapping  operates according to 
 

 
 

In this definition,  is used. This is the vector 

space of quadratic integrable functions. 

Because of the fact, that a Simulink model will be 

implemented on a computer, a closer look to the signals 

out of  is appropriate.  

 

Let’s assume  and denote  
 

 
 

a decomposition of the interval  with  and 

.  fulfils the condition  for all 

,  is called equidistant. Through 
 

 
 

a mapping  is defined, the sampling 

function. By this sampling , a set of values  
 

 
 

is defined. In computers only this set of sampled values 

are available. 

 

This definition allows a mathematical characterisation 

of Simulink models as signal flow graphs. Simulink 

offers a graphical interface to build these signal flow 

graphs in the model editor. 

 

2.2. Some basic signal flow graphs 

 

To emphasise the mathematical characterisation of 

Simulink models, some basic examples are presented in 

this subsection. 

The multiplication of one signal is represented by the 

signal flow graph in Figure 3. There, the traditional and 

an alternative description are depicted. 

 

 
Figure 3: Signal flow representation of a multiplication 

in classical and alternative form 

 

In Figure 3, the alternative form of the signal flow 

representation reminds of the block structure of 

Simulink. The corresponding mapping is given by 
 

 
 

For the addition of two signals in a signal flow graph, in 

case of more than one edge, the mapping  can be 

adapted.  
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The weighting is set to be the identity and in case of 

two signals, the corresponding mapping is given by 
 

 
 

An even more complex operation is the integration of a 

signal. In this setting, the construction of the weighting 

 is visible. It is necessary, that the weighting is a 

general mapping between the signals without structural 

limitations. This makes it possible to describe a 

multiplication as well as an integration. The integration 

is defined by 
 

 
 

After introducing the integration operator into the signal 

flow concept, a higher operation – the convolution – can 

be analysed. This operation is very important for linear 

time invariant systems. Thereby, the description in the 

time domain is done with the convolution. The 

convolution is defined on the set of integrable functions 

on , denoted by 
 

 
 

For , the convolution is defined by 
 

 
 

At this point, a problem with the definition of a signal 

flow graph occurs. Let’s assume a signal   is related to 

the signal  via convolution by a function  

through 

 
 

This relation is not representable as the mapping  in 

the definition of a signal flow graph. To handle this 

problem, a well known transformation for linear time 

invariant systems is used, the Laplace-transform. It is 

defined for functions , which are from 

exponential order, meaning that the function  fulfils 

the condition 
 

 
 

with constants . By the use of  
 

 
 

a mapping from the set of functions from exponential 

order to the set of complex functions is defined and 

called the Laplace-transform. By the use of this 

Laplace-transform, the description of the convolution in 

a signal flow graph is realisable. The Laplace-transform 

offers the Theorem of convolution (see [5]), which 

transforms the convolution to a multiplication in the s-

plane. If capital letters denote the corresponding 

Laplace-transform, the relation in the s-plane is 

described by 
 

 
 

With this extension of the specification of a signal flow 

graph, the convolution can also be interpreted in this 

context. 

Amongst others, these are basic operations which can 

be used to construct complex systems in Simulink. 

 

2.3. Implementation of Simulink Models 

 

This graphical representation built in the model editor 

corresponds to a MATLAB file which stores all used 

blocks and components and all connections between 

them. Even constants and possible variables, controlled 

out of MATLAB, as well as parameters, are stored in 

this MATLAB-file. 

It is possible to run this file in MATLAB without a 

graphical representation in the Simulink model 

explorer. The model editor is a more comfortable tool to 

construct the models in Simulink, but simulation base is 

the MATLAB executable code in the mdl-file. 

 

Simulink Models are executed via MATLAB on the 

MMT-Server. The model-file is build up like the 

schematic sketch in Figure 4. 

 

 
Figure 4: Cut-out of a (schematic) description of the 

MATLAB code of a Simulink model 

 

In the MATLAB description of a Simulink model, all 

names, parameter values, connections, (default) 

adjustment of all blocks, etc. are stored. This file is 

executed by a MATLAB file which includes all values 

and parameters that are required for the simulation at 

the MMT-server. 

The front-end of the MMT-server is equal to the one for 

MATLAB examples, only the simulator in the 

background is different. For visualisation, the graphical 

Simulink model is also available in the file-section, see 

Figure 1. If users download this file in a normal web 

browser, only the MATLAB code, as specified in 

Figure 2, can be observed. The signal flow graph 

representation of the Simulink model can be observed 

via local MATLAB/Simulink version. If the file with 

MATLAB code inside is opened by Simulink, the signal 

flow graph of the Simulink model is depicted. 
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Figure 5: A simple Simulink model 

 

To get an impression, the very simple Simulink model 

depicted in Figure 5 needs 730 lines MATLAB code to 

be created. This shows that the model explorer in 

Simulink is necessary for building more complex 

systems in Simulink. 

 

3. SIMULINK EXPERIMENTS 

 

Simulink offers a wide range of linear and non-linear 

time-continuous and time-discrete blocks. Important 

linear time-continuous block diagrams are the addition 

and multiplication block, integrator, transfer-function 

and state space block. These blocks are also available 

for linear and time discrete system, so-called sampling 

systems. 

Simulink experiments have a wide range of tools with 

these precast systems. The class of linear systems 

enables varied methods to describe linear time invariant 

systems given by the system theory. On the one hand, 

these systems are characterised via linear ordinary 

differential equation of n-th order with constant 

coefficients. These can be transformed into n ordinary 

differential equations of first order. The differential 

equation system, combined with an equation, describing 

the output of a system, formulates the equations of the 

state space description of a linear time invariant system. 

An alternative form is a transfer function. Using the 

Laplace-transform, the state space description is 

translated in the complex s-plane, where the differential 

equations appear as algebraic equations. These 

equations allow formulating an input-output-relation for 

the linear systems. So a complex system, before 

specified by a differential equation, is represented in the 

complex s- plane via rational function.  

This is one of the important features of Simulink: 

different model approaches are not only available for 

linear systems. 

For the numerical simulation, Simulink provides 

numerical solvers for ordinary differential equations. In 

this way, linear as well as non-linear systems can be 

handled. 

 

The following subsections show different examples 

implemented in Simulink on the MMT-server.  

 

3.1. Binary Data Transmission 

 

The following example shows, that Simulink provides 

many specialised blocks for a large variety of problems. 

In this particular case, a binary data transmission is 

observed. Binary data  is mapped to (abstract) 

discrete symbols . 

After this mapping to discrete symbols, the transmission 

channel adds Gaussian noise. After the transmission, the 

binary data is reconstructed by a decision maker. The 

whole system is represented in Figure 6. 

 

 
Figure 6: Simulink model of the binary data 

transmission 

 

3.2. Matter transport of a substance in the human 

kidney 

 

This example shows the application of a compartment 

model and its implementation in Simulink. The 

transport of a substance in the human kidney can be 

modelled via compartments, shown in Figure 7. 

 

Figure 7: Model of the transport of a substance in the 

human kidney 

 

The transport process is described by a system of 

differential equations and a the corresponding injection 

. The differential equation system is given by 
 

 
 

and the injection is modeled by 
 

 
 

where  denotes the full amount of the substance. 

 

In the experiment, the influences of the parameters 

 and  can be observed as well as the volume 

 of the central compartment, the amount of substance 

 and the injection time .  

 

Mainly, the model is described by a linear differential 

equation system with constant coefficients, which is 

managed differently in MATLAB than in Simulink. For 

these linear systems, MATLAB offers a number of 

functions and methods. The model implemented in 

Simulink is shown in Figure 8. 
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Figure 8: Simulink implementation of the transport 

model of a substance in the human kidney 

 

This example is a good one to show the differences 

between the code-oriented implementation in MATLAB 

and the block-oriented implementation in Simulink. 

 

3.3. Basic Pendulum Models 

 

In section 1, about the built-up of the MMT-server, an 

example about the mathematical pendulum is used to 

explain an experiment at the server. This example is 

suitable to explain the usage of MATLAB and Simulink 

at the MMT-server. 

 

 
Figure 9: Pendulum experiment to compare linear and 

non-linear differential equation 

 

 

 

The mathematical pendulum is described by a non-

linear differential equation, so the second step is to 

linearise this equation and compare its solution to the 

non-linearised one. The linearised pendulum equation is 

received, when the sine function is replaced by the first 

order Taylor-expansion. The result is 
 

 
 

The experiment at the MMT-server compares the 

solution of different parameters and different initial 

values. The result is, that for major starting angles the 

linear and non-linear solution diverges. 

 

In Figure 9, the example of linear versus non-linear 

pendulum for a chosen set of values is shown. 

 

 

Following to this basic example, some experiments with 

a double pendulum, a constrained pendulum and a 

sliding pendulum are available.  

The last example of this introduction to the topic of 

modelling and simulation is the pendulum model 

implemented in Simulink.  

In this model, Simulink and some MATLAB functions 

are compared. The pendulum is a rod pendulum and the 

example is implemented via Simulink model, shown in 

Figure 10. 

 

 
Figure 10: Simulink implementation of a rod pendulum 

 

In this example, a good illustration of the combination 

of MATLAB functions with Simulink systems is 

possible. Simulink expands and complements the 

possibilities to build models at the MMT-server. 

 

3.4. Pendulum with Friction 

 

On the basis of the previous pendulum examples, even a 

more challenging example in the context of pendulums 

is available on the MMT-server. The pendulum moves 

in the horizontal plane and has friction respected. To 

visualise this specification, Figure 11 shows the 

pendulum. 
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Figure 11: Horizontal pendulum with friction 

 

The goal is to control the position of the mass by a PI-

controller, while the process is given by the horizontal 

pendulum with friction.  

 

This example is exclusively designed in Simulink, both 

the controller and the process. The controller is a well 

known structure, simply representable in Simulink. For 

the process model in Simulink, the pendulum process 

and the friction are built in two parts. The pendulum 

part is implemented and as an add-on, the friction 

process is done in an own model. The friction process 

depends on the velocity  and the force , and the 

Simulink model is shown in Figure 12. 

 

 
Figure 12: Friction process of the advanced pendulum 

model 

 

In this case, the model is very large and many 

subsystems are involved. In that sense, the MMT-server 

can be used to show how to construct more complex 

systems in an economic way. Also examples can be 

offered to analyse the behaviour of several subsystems 

on their own on the one hand, and working together and 

influence each other on the other hand. 

 

4. SUMMARY AND OUTLOOK 

 

A long period of development work, which started in 

2009, completed a multifaceted experiment server in 

2012. The server started containing basic examples 

implemented in MATLAB to present typical simple 

tasks of mathematical modelling and simulation. 

The initial MMT environment developed to become a 

multifunctional MATLAB simulation system.  

Simulink models are represented as signal flow graphs. 

These are composed of small prepared blocks, which 

are offered by Simulink. 

In the education of mathematical modelling and 

simulation, the server is used to teach different model 

approaches and to illustrate different simulation tools 

through MATLAB and Simulink. 

 

Future plans include expanding the MMT-server with 

Simscape examples, as well as other available toolboxes 

of MATLAB/Simulink.  

The MMT-server expands and evolutes with every 

designed example, because each new example creates 

new ideas to visualise or implement the results in a 

novel way. 
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1. ABSTRACT 
In system simulation state event descriptions and state 
event handling are used to model and to simulation 
‘discontinuous’ changes of the system under investiga-
tion. State events may cause simple ‘jumps’ of parame-
ters, or complex changes of models, as in case of loss or 
increase of degrees of freedom. The classical method of 
state event handling consists of an interpolative and /or 
iterative method to locate the event with ongoing time – 
based on the zero of the state event function. This con-
tribution discusses first event classification and time-
based event location algorithms, and second, it discuss-
es an alternative method for state event location by 
change of the independent variable. This method, first 
suggested by Henon in 1982, makes use of the princi-
ples of Poincare mappings. This alternative method is 
analyzed and sketched with models from the ARGESIM 
Benchmarks on Modelling Approaches and Simulation 
Techniques. 

 
Keywords: system simulation, state event handling, 
structural dynamic systems, state event finding, bench-
marks 

 
2. STATE EVENT DESCRIPTION IN SYSTEM 

SIMULATION 
Simulation systems for system simulation generate usu-
ally an implicit state space description of type 
Ԧሶݔ  ሺݐሻ ൌ ሶ݂ሺݐ, ,ሻݐԦሺݔ ,ሻݐԦሺݖ ,ሻݐሬԦሺݑ ,Ԧሻ ሻݐԦሺݔ ൌ ,ሻݐԦሺݔ        ሺ1ሻ Ԧ݃ሺݔ ,ሻݐԦሺݖ ,ሻݐሬԦሺݑ Ԧሻ ൌ 0ሬԦ                            ሺ2ሻ 

For subsequent numerical analysis, an appropriate 
DAE solver with certain accuracy is to be used. 

 
In models from application it is often necessary to 

model discontinuities in the model description, because 
a certain system phenomenon can only be described 
‘approximatively’ by a discontinuous change in the 
model. These discontinuous changes are called events; 
if the time instant of the change is known in advance, 
the event is called a time event.  

If the event depends on a certain values or thresh-
olds for state variables or functions of state variables, 
the time instant of occurrence is not known in advance, 
and the event is called a state event.  

For rough numerical analysis these discontinuous 
changes may be mimicked by if – then – else constructs 
in the right hand side of the system equations. The DAE 
solver takes these changes into account at the next 
solver step after the event. For accurate numerical simu-
lation and in case of more complex discontinuous 
changes it is necessary to synchronise the event with the 
DAE solver. For time events, this synchronisation is 
easy. For state events, a relatively complex algorithm – 
state event handling – must be performed. 
 
A state event is defined  
• by an event function ݄ሺݔԦሺݐሻ, ,ሻݐԦሺݖ ,ሻݐሬԦሺݑ  Ԧሻ                        ሺ3ሻ

whose zero determines the time instant ̂ݐ  
of the occurrence of the event, 

• and by an event action ܧሺݔԦሺ̂ݐሻ, ,ሻݐԦሺ̂ݖ ,ሻݐሬԦሺ̂ݑ  Ԧሻ                    ሺ4ሻ

which performs the discontinuous change.  

An event function ݄ሺڮ ሻ can cause the associated event 
action ܧሺڮ ሻ several times.  ݄ሺݔԦሺݐሻ, ,ሻݐሬԦሺݑ !  Ԧሻ േൌ   0 ௧መಲ֜ ,ሻݐԦሺ̂ݔሺܧ  ,ሻݐሬԦሺ̂ݑ  Ԧሻ    ሺ5ሻ

The event description (5) is to be read as follows: 
the event ‘ܣ’ occurs, if the event function (3) associated 
with the event ‘ܣ’, ݄ሺݔԦሺݐሻ, ,ሻݐԦሺݖ ,ሻݐሬԦሺݑ  Ԧሻ has a zero
crossing, whose zero ̂ݐ is to be determined; dependent 
on the crossing direction, the associated event action  ܧሺݔԦሺ̂ݐሻ, ,ሻݐሬԦሺ̂ݑ  Ԧሻ has to be performed: only in case
of crossing from positive in negative direction, only in 
case of crossing from negative in positive direction, or 
in both cases, indicated by the crossing operator: ቀ! െൌ ቁ , ቀ! ൌ ቁ , ቀ! േൌ ቁ 
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The associated event action  ܧሺݔԦሺ̂ݐሻ, ,ሻݐሬԦሺ̂ݑ  Ԧሻ
must handle the discontinuous change in the model de-
scription, which ranges from simple to very complex. It 
makes sense to classify events with respect to their 
complexity of action of change: 

• state event – output change – SE-O 
• state event – parameter change – SE-P 
• state event – input change – SE-I 
• state change – state value change – SE-S 
• state event – derivative vector change - SE-D 
• state event – model change - SE-M 
 

3. CLASSICAL STATE EVENT HANDLING 
The primary tasks of event handling are the synchroni-
sation of the state event with the ODE/DAE solver, and 
the ‘execution’ of the event – i.e. the discontinuous 
change of parameters, inputs, and states, and the choice 
of new derivatives or new models. The classical state 
event algorithm requires the following steps: 

• Detection of the event  
• Localisation of event and solver stopping 
• Event Action 
• Restart of ODE solver 
 

Event Detection. Observing the algebraic sign of the 
event function during the time advance of the 
ODE/DAE solver in each integration interval ሾݐ,  ାଵሿݐ
allows detection of the event: sign ݄൫ݔԦሺݐሻ൯  ്  sign ݄൫ݔԦሺݐାଵሻ൯. 

On inequality, the event occurred at a time instant ̂ݐ, ݐ̂ א ሾݐ, -ାଵሿ. On occurrence, depending on the deݐ
fined crossing direction, the state event must be han-
dled, or not: in case of crossings into negative direction 
(‘-’ in (14)) if sign ݄൫ݔԦሺݐሻ൯ ൌ 1, in case of crossings 
into positive direction (‘+’ in (5)) if sign ݄൫ݔԦሺݐሻ൯ ൌെ1, and in case of crossings in both directions (‘±’ in 
(5)) in any case. 

 
Figure 1: Algorithms for Iterative State Event Location 
(zero of function ݄൫ݔԦሺݐሻ൯ - black line): Bisection – 
blue; Secant Method – green; Tangent Method or New-
ton Algorithm resp.  – red. 

Classical Event Location. After detection, the event 
time ̂ݐ, ݐ̂ א ሾݐ, -ାଵሿ must be determined with suffiݐ
cient accuracy, followed by a ‘closing’ solver step from ݐ to ̂ݐ. Two related algorithms are used,  

      Interpolative algorithms   t̂ ൌ ΨIሺt୩, t୩ାଵሻ       

      Iterative algorithms    t̂୫ ൌ ΨIሺt̂୫; t୩, t୩ାଵሻ      

A very classical method is bisection (iterative); 
common method is the secant formula (interpolative or 
iterative), and advanced method is the tangent formula 
(interpolative) or the Newton algorithm resp. (itera-
tive.). The iterative event location algorithms stop if the 
length of the event window is less equal a given mini-
mal length: ∆̂ݐ ൌ ିଵݐ̂| െ |ݐ̂  ௩௧ߝ ՜ ݐ̂ ൌ        ݐ̂

Figure 1 shows the first steps of the forementioned 
methods which are given in detail in the following. 

 
Bisection method. The iterative bisection method is the 
slowest method, but the most ‘stable’: 
• The interval ሾݐ, ,ݐൣ ାଵሿ  is divided into two halvesݐ ,,ଵ൧ݐ ,,ଵݐൣ , ାଵ൧ݐ ,ଵݐ ൌ 12 ሺݐାଵ െ ݐሻ,  

checking of the algebraic sign determines, in which 
interval the event happens,  
e.g. ̂ݐ א ,ݐൣ  ,ଵ൧ݐ

• Again interval ൣݐ, ,ݐൣ  ,ଵ൧ is divided into two halfsݐ ,,ଶ൧ݐ ,,ଶݐൣ , ,ଵ൧ݐ ,ଶݐ ൌ 12 ൫ݐ,ଵ െ ݐ൯ 
and the algebraic sign determines the next ‘event 
interval’, and so on with further n-2 times dividing 
of the event interval, until event time ̂ݐ is suffi-
ciently approximated due to (23) and finally set to ̂ݐ ൌ  .,ݐ

• As last step, integration of (2) and (3) on the ‘re-
maining’ interval ൣݐ, ,ݐ ൌ  ൧ updates the statesݐ̂
until event time. 

Another iterative method is the secant formula, which 
determines the zeros of the secant line connecting the 
event function at the boundaries of the event interval: 
• With interval ሾݐ,  ାଵሿ  and values of the eventݐ

function at the interval borders given by ݄ ൌ ݄൫ݔሺݐሻ, ,ሻ൯ݐሺݑ ݄ାଵ ൌ ݄ሺݔሺݐାଵ,   ାଵሻݐሺݑ
the first approximation for the event time ̂ݐ is the 
zero of the secant which connects ሺݐ, ݄ሻ and ሺݐାଵ, ݄ାଵሻ: ݐௌ,ଵ ൌ ݐ െ ାଵݐ െ ݄ାଵݐ െ ݄ ݄ 

• The time instant ݐௌ,ଵ divides the first event interval, 
and the algebraic sign function determines, where 
the event happens, e.g. ̂ݐ א ,ݐൣ   ;ௌ,ଵ൧ݐ
with event function values ݄, ݄ௌ,ଵ at the interval 
borders of ൣݐ,  is ݐ̂ ௌ,ଵ൧, the next approximation forݐ
the zero of the connecting secant line: 
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blue − bisection algorithm
green − secant algorithm
red − Newton (tangent) algorithm
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ௌ,ଶݐ ൌ ݐ െ ௌ,ଵݐ െ ݄ௌ,ଵݐ െ ݄ ݄ 

• This procedure is further iterated m-2 times, until 
event time ̂ݐ is sufficiently approximated due to 
(23) and finally set to ̂ݐ ൌ  .ௌ,ݐ

• As last step, integration of (2) and (3) on the ‘re-
maining’ interval ൣݐ, ௌ,ݐ ൌ  ൧ updates the statesݐ̂
until event time. 

A very fast iterative method is the Newton algorithm, or 
simply the tangent method: 
• With interval ሾݐ,  ାଵሿ  and value and derivativeݐ

value of the event function at the left border given 
by ݄ ൌ ݄൫ݔሺݐሻ, ,ሻ൯ݐሺݑ ሶ݄  ൌ ௗௗ௧ ݄൫ݔሺݐሻ,  ,ሻ൯ݐሺݑ
the first approximation for event time ̂ݐ is the zero 
of the tangent in ሺݐ, ݄ሻ: ݐே,ଵ ൌ ݐ െ 1݄ሶ  ݄ 

• This procedure is further iterated  r-2 times, until 
event the time ̂ݐ is sufficiently approximated due to 
(23) and finally set to ̂ݐ ൌ  .ே,ݐ

• As last step, integration of (2) and (3) on the ‘re-
maining’ interval ൣݐ, ே,ݐ ൌ  ൧ updates the statesݐ̂
until event time. 
 
In principle, this tangent method (Newton algo-

rithm) approximates the event function by a Taylor se-
ries expansion of 1st order. Accuracy can be increased 
by using a Taylor series approximation of 2nd order, re-
quiring the second derivative of the event function, 
which is available in special cases (event function is 
threshold of distance, whereby distance and velocity are 
states). Figure 2 compares the discussed Taylor ap-
proximations for the event function; the tangent method 
is an interesting link to the Henon method (section 4). 

 
 
Figure 2: Comparison of interpolative algorithms for 
state event location (zero of function ݄൫ݔԦሺݐሻ൯ - black 

line): secant method – green; tangent method – red, 
quadratic interpolation - magenta. 
 
Some aspects with respect to event location must be 
taken into account: 
• Iterative methods can give more accurate results. 

But in case of different event functions with nearby 
roots, the iterative methods may cause a deadlock, 
may let events vanish, etc. 

• Iterative methods generally cause backstepping in 
time, which causes problems with not synchronised 
time events occurring in the iteration interval, and 
with stepsize control of the ODE solver. 

• A general, partly essential and partly philosophical 
problem comes up with methods which make use 
of the ‘virtual’ value ݄ାଵ ൌ ݄ሺݔԦሺݐାଵሻሻ of the 
event function at the time step after the event, 
which is definitely wrong from viewpoint of phys-
ics (in case of bouncing ball example the algo-
rithms accepts, that the ball is flying in the ground 
!). This physical error may give totally wrong re-
sults for ݄ାଵ ൌ ݄ሺݔԦሺݐାଵሻሻ, or it may be only a 
strange fact. 

• ODE solvers’ stepsize control and event location 
algorithm are partly ‘competitive’ strategies. If the 
DAE/ODE solver takes a too long stepsize, an 
event may vanish, in case the step bridges two zero 
crossings. In principle, the event time instant ̂ݐ is to 
be seen as so-called barrier time for the solver, 
which limits the stepsize. 

• The DAE/ODE solver themselves are approxi-
mations of a specific order – if for instance an ex-
plicit Euler solver has calculated ݔԦሺݐାଵሻ and the 
event function (3) is a linear function of the states, 
then the tangent method and secant method for de-
termining the event time coincide with the ODE 
solver step, so that the event time determined by 
the cited algorithms is exact, and– further iteration 
makes no sense. In general, the desired accuracy 
for determining the event time must be coordinated 
with the solver’s order and solver’s accuracy. 

• Generally, the event function is not really known as 
formula; as the function depends on the states, 
which are only known at grid points, also the event 
function is only known at gridpoints (before and af-
ter the event), so that the secant interpolation is the 
first choice for event location because of genuine 
accurateness; iteration or more complex methods 
refine the accuracy of the ODE solvers in behind. 

Many advanced DAE/ODE solvers offer the steps de-
tection and localisation with solver stopping as generic 
feature – so called root finding feature. Additionally to 
system equations (1) and (2) also the event function (3) 
or (5) resp. with indication of crossing direction can be 
provided, resulting in a stopping of the ODE/DAE 
solver at localized event time.  
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Sometimes tuning parameters for the event loca-
tion can be chosen, but only in rare cases the location 
method can be chosen. Simulation systems make either 
use of a DAE/ODE solver with root finding, or they in-
corporate the event algorithm into a general event 
mechanism which controls the ODE solver stopping.  

 
Event Action. Due to the state event classification 
sketched before, the event actions in (4) consist of dis-
continuous change of parameter values, of input values, 
of output values, or of state values, or the actions, 
switch to new derivative functions (new derivative vec-
tor) or to a new model description (with changing di-
mension). A general view is to interpret a state event as 
the end of validity of a certain model, and the necessity 
to restart with a new model, which gets initial values 
from the previous model. This approach – the hybrid 
decomposition approach -decomposes the system into 
conditionally consecutive dynamic models, which are 
interrupted and controlled by discrete events. 

The approach, strongly related to structural-
dynamic systems is recommended for handling model 
change events SE-M and partly derivative vector events 
SE-D. The approach might be an overdo for handling 
state events of type SE-P, SE-I, SE-S and partly for 
events of type SE-D, because these events can be han-
dled within one model by specific features like event-
synchronised conditions or schedulable discrete seg-
ment.  

While – If-Then-Else Constructs. The action of 
state events of type SE-P, SE-I and partly of type SE-D 
can be handled in if-then-else constructs or while con-
structs, which are ‘synchronised’ with the ODE/DAE 
solver, i.e. which cause implicitly a state event. Most 
simulation systems offer features for this ‘integrated’ 
approach which requires artificial constructs for struc-
tural dynamic changes and state jumps (frozen states, 
integrator hold, etc. 
 
4. STATE EVENT DETECTION BY CHANGE 

OF INDEPENDENT VARIABLE 
An unusual, but eventually efficient alternative method 
for state event location can be based on a method for 
calculation of Poincare maps, suggested by M. Henon. 
Henon interprets the state space (1) as (autonomous) 
dynamical system  ݀ݔଵ݀ݐ ൌ ଵ݂ሺݔଵ, ,ଶݔ … , ݐଶ݀ݔ݀ ሻݔ ൌ ଶ݂ሺݔଵ, ,ଶݔ … , …               ሻݔ … … ݐ݀ݔ݀                             … ൌ ݂ሺݔଵ, ,ଶݔ … ,  ሻ                        ሺ6ሻݔ

which describes curves in the n-dimensional space. A 
Poincare map is roughly speaking the set of intersec-
tions of the curves with (n-1)-dimensional subspace  ܪሺݔଵ, ,ଶݔ … , ሻݔ ൌ 0                              ሺ7ሻ 
representing an autonomous event function of type (3): 

݄ሺݔԦሺݐሻ, ,ሻݐሬԦሺݑ Ԧሻ ൌ ,ଵݔ ሺܪ ,ଶݔ … , ሻݔ ൌ 0 

For simple subspaces of type ݄ሺݔԦሺݐሻ, Ԧሻ ൌ ሻݔሺܪ ൌ ݔ ൌ ܽ                    ሺ8ሻ 
in system (6) now the independent variable  ݐ can be 
changed with the dependent variable ݔ (e.g. ݇ ൌ ݊) 
giving a modified system with independent variable ݔ 
and dependent variables ݔଵ, ,ଶݔ … ,  :ݐ,ିଵݔ
ݔଵ݀ݔ݀  ൌ ଵ݂ሺݔଵ, ,ଶݔ … , ,ଵݔሻ݂ሺݔ ,ଶݔ … , ݔଶ݀ݔ݀  ሻݔ ൌ ଶ݂ሺݔଵ, ,ଶݔ … , ,ଵݔሻ݂ሺݔ ,ଶݔ … , …                ሻݔ … … ݔିଵ݀ݔ݀  … ൌ ݂ିଵሺݔଵ, ,ଶݔ … , ,ଵݔሻ݂ሺݔ ,ଶݔ … , ሻݔ ݔ݀ݐ݀                              ൌ 1݂ሺݔଵ, ,ଶݔ … ,  ሻ                    ሺ9ሻݔ

 
System (9) is usually much more complex, and di-

vision by ݂ሺݔଵ, ,ଶݔ … , -ሻ might cause severe probݔ
lems, as well as implicit function theorem must hold, 
but the systems allows numerical solution of the system 
with accurate intersection of the subspace ܪሺݔሻ ൌݔ ൌ ܽ.  

 
Henon suggest now a clever modification: 
• Solution of the original system (6) by an ODE 

solver until ݐ just before the intersection with ܪሺݔሻ ൌ ݔ ൌ ܽ stopping with ݔሺݐሻ ് 0. 
• Solution of the modified system (9) by the same 

ODE solver, from ݔሺݐሻ ൌ   with one step ofݔ
length േݔ, meeting the intersection almost ex-
actly. 

The subspace ܪሺݔሻ ൌ ݔ ൌ ܽ can be interpreted now 
as set of zeros of the event function ݄ሺݔଵ, ,ଶݔ … ,  ሻ  soݔ
that the above algorithm can be used as alternative 
method for state event location without any interpola-
tion and iteration.  

For complex subspaces ܪሺݔଵ, ,ଶݔ … , ሻݔ ൌ 0 He-
non suggests reformulation of the subspace by a differ-
ential equation  ݔାଵሺݐሻ ൌ ,ଵݔሺܪ ,ଶݔ … , ݐାଵ݀ݔ݀  ሻݔ ൌ ݐ݀݀ ,ଵݔሺܪ ,ଶݔ … , ሻݔ ൌ   ݔ݀ܪ݀ · ݂ሺݔଵ, ,ଶݔ … , ሻଵݔ  

Henon’s method allows now formulating a modi-
fied event location algorithm which meets the zero of 
the event function ݄ሺݔଵ, ,ଶݔ … ,  ሻ  ‘exactly’ within theݔ
accuracy of the ODE solver used. 
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Event Detection. Observing the algebraic sign of the 
event function during the time advance of the 
ODE/DAE solver in each integration interval ሾݐ,  ାଵሿݐ
allows detection of the event: sign ݄൫ݔԦሺݐሻ൯  ്  sign ݄൫ݔԦሺݐାଵሻ൯. 

On inequality, the event occurred at a time instant ̂ݐ, ݐ̂ א ሾݐ, -ାଵሿ. On occurrence, depending on the deݐ
fined crossing direction, the state event must be han-
dled.  

 
Event Location by Variable Change. After detection 
and stopping time integration at ݐ with ݔԦሺݐሻ, the event 
time ̂ݐ, ݐ̂ א ሾݐ,  ାଵሿ is determined by solving theݐ
modified extended state space (9) if ݂ାଵሺݔଵ, ,ଶݔ … ,  ሻݔ
does not get zero on ሺݐ െ ,ߝ ݐ̂  ାଵݔଵ݀ݔ݀ :ሻߝ ൌ ଵ݂ሺݔଵ, ,ଶݔ … , ,ଵݔሻ݂ାଵሺݔ ,ଶݔ … , ାଵݔଶ݀ݔ݀  ሻݔ ൌ ଶ݂ሺݔଵ, ,ଶݔ … , ,ଵݔሻ݂ାଵሺݔ ,ଶݔ … , …               ሻݔ … … ାଵݔ݀ݔ݀  … ൌ ݂ሺݔଵ, ,ଶݔ … , ,ଵݔሻ݂ାଵሺݔ ,ଶݔ … ,  ሻݔ

ାଵݔ݀ݐ݀                              ൌ 1݂ାଵሺݔଵ, ,ଶݔ … , ሻ                       ݂ାଵݔ ൌ   ݔ݀ܪ݀ · ݂ሺݔଵ, ,ଶݔ … , ሻଵݔ            ሺ10ሻ 

 
using the ODE solver on the interval ሾݔାଵሺݐሻ, 0ሿ with ݔାଵሺݐሻ ൌ  ሻ൯ݐԦሺݔ൫ܪ

and stepsize േݔାଵሺݐሻ or fractions of േݔାଵሺݐሻ 

resulting in all state values and time instant of the zero 
of the event function:  ̂ݐ ൌ ାଵݔሺݐ ൌ 0ሻ  ݔԦሺ̂ݐሻ ൌ ାଵݔԦሺݔ ൌ 0ሻ 

In case of simple event functions of type (8) the modi-
fied state space simplifies to ݀ݔଵ݀ݔ ൌ ଵ݂ሺݔଵ, ,ଶݔ … , ,ଵݔሻ݂ሺݔ ,ଶݔ … , ݔଶ݀ݔ݀  ሻݔ ൌ ଶ݂ሺݔଵ, ,ଶݔ … , ,ଵݔሻ݂ሺݔ ,ଶݔ … , …                ሻݔ … … ݔିଵ݀ݔ݀  … ൌ ݂ିଵሺݔଵ, ,ଶݔ … , ,ଵݔሻ݂ሺݔ ,ଶݔ … , ሻݔ  

 

ݔ݀ݐ݀                             ൌ 1݂ሺݔଵ, ,ଶݔ … ,  ሻ                   ሺ12ሻݔ

to be solved on the interval ሾݔሺݐሻ, 0ሿ with stepsize േݔሺݐሻ or fractions of േݔାଵሺݐሻ resulting in all state 
values and time instant of the zero of the event function:  ̂ݐ ൌ ݔሺݐ ൌ 0ሻ,     

ሻݐԦሺ̂ݔ    ൌ ݔԦሺݔ ൌ 0ሻ 

 
Figure 3: State Event Location with Tangent Method in 
Time Domain (at left), and State Event Location by 
Euler ODE Solver in State Domain 

 

The suggested method requires that locally the im-
plicit function theorem holds at least on ሺݐ െ ,ߝ ݐ̂   ,ሻߝ
without singularities. Figure 3 shows that indeed 
uniqueness of inversion can be violated, e.g. as long the 
function is not monotone. The following evaluation dis-
cusses some advantages and disadvantages of this 
method, and suggests modifications. 

• Henon suggest a combination of systems (6) and 
(9) with a general independent variable and with 
scaling factors (transformation factors) so that in-
deed he quotients in equation (12) are used. It 
might be appropriate to perform symbolical simpli-
fications on these quotients. 

• The original method makes one final solver step 
with the new independent variable – for improving 
accuracy, or in case of zeros which build up a series 
of limit points, it might be better to use more than 
one solver step with fractions of the remaining step, 
or to continue with the solver in the new independ-
ent variable. 

Figure 3 shows an interesting link between classical 
state event location algorithms and Henon’s state event 
location. The tangent interpolation method in the time 
domain (at left) makes use of the same tangent line as 
the Euler ODE solver in the state domain (at right): ݔ ൌ ሶ݄ ݐ  ݄ െ ݐ ሶ݄  ݐ ൌ 1݄ሶ  ݔ  ݐ െ 1݄ሶ  ݄ 

While in first time domain formula the zero must be 
calculated, in the second state domain formula simply a 
zero must be inserted: ݐ ൌ ݐ െ ଵሶ ೖ ݄. 
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5. EVALUATION WITH ARGESIM  
BENCHMARKS 

The journal SNE – Simulation Notes Europe is publish-
ing benchmarks for modelling approaches and imple-
mentations of approaches in simulation systems. In 
these benchmarks, state event handling plays an impor-
tant role.  

At present Henon’s method is tested with the mod-
els from ARGESIM Benchmark C6 Constrained Pen-
dulum and ARGESIM Benchmark C20 Hybrid and 
Structural Dynamic Systems.  

 
Benchmark C6 Constrained Pendulum relates to the 
physical pendulum described by angle ߮ሺݐሻ, given by 
state space  ݀߮ଵ݀ݐ ൌ ߮ଶ  ݀߮ଶ݀ݐ ൌ െ ݈݃ ଵ߮݊݅ݏ െ ݀݉ ߮ଶ                    ሺ13ሻ 
 

Task is to model the discontinuous change of pen-
dulum length and angular velocity, if the pendulum hits 
a pin which is locates at angle ߮. The event function 
becomes ݄ሺ߮ଵ, ߮ଶሻ ൌ ߮ଵ െ ߮ 

This event function is of the simple type (8), and 
for using the method of independent variable change for 
state event location, the modified system with inde-
pendent variable ߮ଵ is ݀߮ଶ݀߮ଵ ൌ െ ݈݃ ଵ߮ଶ߮݊݅ݏ െ ݀݉

ଵ߮݀ݐ݀   ൌ 1߮ଶ                                      ሺ14ሻ 

Henon’s method works well, if ߮ଶ does not get 
zero when hitting or leaving the pin. Unfortunately the 
angular velocity ሶ߮ ൌ ߮ଶ gets zero, if the pendulum is 
on point of return – which may happen at pin position ߮ – here a modified event function could help (to be 
investigated further). 

Benchmark C20 Hybrid and Structural Dynamic Sys-
tems test more or less complex state event changes in 
models from mechanical and electrical engineering: 
bouncing ball, rotating pendulum, and switching circuit. 

The bouncing ball model with dynamic contact 
phase and states ball position , ball velocity, and ball 
deformation  is modelled during flight by ݔሶ ൌ ,ݒ ሶݒ ൌ െ݃ ݓሶ ൌ െ ݇݀ ·  ሺ15ሻ                               ݓ

Flight ends, if the ball gets in contact with the 
ground, given by the event function ݄ሺݔ, ,ݒ ሻݓ ൌ ݔ   ሺ16ሻ                              ݓ

Although event function (16) is simple, it must be 
made a differential equation ݄݀݀ݐ ሺݔ, ,ݒ ሻݓ ൌ ሶݔ  ሶݓ ൌ ݒ െ ݇݀ ·  ݓ

The modified system with independent variable ݄ 
for use of the Henon method is then given by ݄݀݀ݔ ൌ  ݀ · ݀ݒ · ݒ െ ݇ · ݄݀ݒ݀  ݓ ൌ  െ ݀ · ݃݀ · ݒ െ ݇ · ݄݀ݓ݀  ݓ ൌ  െ ݇ · ݀ݓ · ݒ െ ݇ ·  ݓ

 
Henon’s method only would fail, if flight velocity and 
deformation change both get zero – which cannot hap-
pen or add to zero – which could happen in a very rare 
case.  
 

Another test model from Benchmark C20, the ro-
tating pendulum, is at present under investigation. Use 
of Henon’s method can range from simple to complex, 
depending on the chosen coordinate system. 
 

 
SUMMARY - OUTLOOK 
Henon’s method offers itself as charming alternative for 
state event handling. Perhaps the main advantage is the 
fact, that the ODE solver is not interrupted by a numeri-
cal root finding algorithm – whereby both algorithms 
influence each other. On the other hand, the problem of 
singularities in the modified state space must not be ne-
glected. 

 
First numerical tests with the cited benchmarks are 

satisfying and promising because of the ‘simpler’ algo-
rithms. At present the method is tested within master 
theses using the ARGESIM Benchmarks and an ex-
tended rotor – stator model.  

After discussion with experts from mechatronic it is 
intended to investigate the method within new research 
project in more detail. There, also possible links to 
F. Cellier’s and E. Kofman’s QSS method are to be 
considered: QSS - Quantized State Systems – integra-
tion works with a discretisation of state instead of time, 
so that state events are determined by a state increment 
known in advance. 
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ABSTRACT 
The main focus of this work lies in developing a 
simulation system that can represent several different 
points of view in the world defined by a university 
campus. The primary focus is on the utilization of 
spaces as well as the capacity utilization and the ability 
to test different measures to improve both. But these 
measures should have no negative impact on the quality 
of the university teaching from the students’ point of 
view.  

 
Keywords: utilization analysis, space management 

 
1. INTRODUCTION 
This work focuses on developing a simulation system 
that can be used to study and evaluate different points of 
views in the world of a university campus. The 
strategies for the assignment of spaces to lectures as 
well as the capacity utilization of rooms and the ability 
to test different measures to improve both are included 
in the main usability. But at the same time these 
measures should have no negative impact on the quality 
of the university teaching from the students’ point of 
view.  

 
Opposite to several other approaches used to solve 

the problem of limited space resources at a university 
that quite often focus on the timetabling problem (S. 
Abdennadher, M. Marte 2000),( Beyrouthy C., Burke 
E.K., McCollum B., McMullan P., Landa-Silva D., 
Parkes A. 2006) this approach focuses mainly on the 
facility management point of view (D. Wiegand 2005). 
The problem of generating a timetable for lectures and 
courses is not the center of interest for this simulation 
tool. It uses the existing timetable as a basis to evaluate 
the current situation according to room utilization and 
room capacity utilization. It also identifies potential 
solutions that may result in a room assignment that frees 
space that seemed to be occupied. Possible 
modifications that can be generated automatically to the 
given schedule are time shifts within intervals that can 
be set by the user and the splitting of a lecture into two 

parallel events. Further changes to the timetable can 
only be done with user interactivity. One major 
condition to be considered that proved to be a major 
constraint was to not decrease the quality of teaching. 
That means that the impact of possible modifications to 
the time schedule on the students has to be reflected in 
the simulation result.  

 
Instead of trying to generate a timetable to increase 

the utility of rooms the emphasis of this work lays in the 
analysis of the space management and the assignment of 
rooms to lectures is modeled in great detail.  Using 
discrete event simulation in the field of facility 
management is still a relatively new concept (D. 
Wiegand, P. Mebes, V. Pichler, 2006). The simulation 
of the room assignment over time including aspects of 
the facility management was modeled using a discrete 
event simulation approach, enabling the user to  
experiment with changes to the space management 
rules, including the major aspects of facility 
management.   The integration of other critical aspects 
required further additions to the model: For the 
assessment of the quality of the space management and 
the resulting room assignment students are integrated in 
the system. These students have a timetable according 
to their field of study and personal attributes. They 
behave individually, as they decide which lectures to 
attend according to their own as well as the lectures 
characteristics. These students are designed to act as 
they would in real life, attending lectures, courses and 
exams and testing the feasibility of the calculated room 
assignment. It also accounts for the factor of walking 
times between lectures where a room change is 
necessary into consideration. All this strongly suggested 
using an agent based approach. The simulation tool 
used for implementing the discrete events model is 
generally suited to also implement an agent based 
approach (S.  Tauböck, F.  Breitenecker 2005). But the 
combination of both approaches as well as the high 
number of students simulated quickly enforced a split 
into two different models that interact via a simulation 
database.  
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2. BOOKING PROCESS 
The first step was to develop a database driven, event 
based simulation model to simulate the university 
campus and all events taking place.  
 

A campus is considered to consist of several 
buildings that may be quite wide spread. Buildings 
contain rooms that are used for lectures and courses that 
may be attended by students. This already describes the 
main components that need to be modeled: Buildings 
are basically defined by their position and the distance 
between them. They contain rooms that represent the 
spaces that can be booked for events. These rooms have 
a number of attributes that make them usable for certain 
kinds of events as well as a position within the building. 
The attributes cover the capacity that depends on the 
seating as well as the equipment the room provides. 

 
To identify measures that have positive impact on 

the utilization of spaces the process of assigning spaces 
to events has to be implemented meticulously but 
configurable to allow the testing and experimenting 
with alternative strategies. To represent the booking 
process a booking manager with variable behavior is 
modeled. The parameters for this behavior include a 
selection of different rules that need to be applied for 
the selection of a room for a certain course, allowances 
that can be made according to room size or equipment 
and changes in the behavior that should arise with time 
or during a particular situation. These parameters define 
a basically rather rigid set of rules that may ease in the 
case of a shortage of available space.  

The MoreSpace simulation model uses three 
different data sets as a basis or a simulation run: the list 
of all events that need a room to be assigned, all 
information regarding the lecture halls and their status 
and the information about the number of students 
attending a course. 

The MoreSpace simulation uses this data for 
calculating a suggestion for the assignment of rooms to 
these events according to the selected booking 
management rules. The booking rules define which type 
of event will be considered of higher priority and 
therefore will be handled by the booking manager first. 
It also determines the basic demands a certain event 
type may have on the setup of the room. The 
assignment of rooms to events takes place during the 
whole simulation time – for a University the major part 
of the room assignment will take place before the 
semester starts. The simulation tool offers the 
possibility to use the strategy of pooling opposed to the 
usual first come first serve policy. That in itself proves 
to have quite an impact as it allows coordinating the 
room assignment in a much more efficient way: At the 
time of actually assigning the rooms the complete 
situation the overall demand on space is already known. 

 
The simulation of the booking process leads to 

successful and not successful booking attempts, as not 

always a solution can be found where all demands can 
be fulfilled. Other results are i.e. the utilization of rooms 
as well as the capacity utilization.  

 
3. STUDENT BEHAVIOR 

For the assessment of a tested strategy not only the 
utilization of spaces but also the impact on the quality 
of teaching from the students’ point of view has to be 
considered. This is done by actually simulating the 
students as well. The student behavior can be reduced to 
two abilities that are of interest for this model: to attend 
lectures and to move through the campus.  

The number of students attending a certain course 
is an important but generally unknown number. It 
directly influences the selection of the room as it 
defines the demand of capacity. But until the course 
actually starts the number remains unknown. It can be 
estimated based on the experience of the prior years but 
this is an ability that only lies with the lecturer. The 
simulation model needs data and formulas to calculate 
the expected number of students.  

 
Reviewing the data that could be provided 

including the number of students enrolled and the 
number of exams taken for each course did show a 
certain trend but also indicated another facet to this 
problem that had to be taken into account:  not all 
lectures are attended by exactly the same students, even 
within one field of study and semester. In reality a pool 
of students exists who are enrolled for this certain study 
and semester and if a lecture takes place some of them 
will attend it, but not necessarily all of them.  

The group that attends one lecture usually is not 
exactly the same as the group that attends the next one. 
Fluctuations can be due to personal reasons of the single 
students or the overlap of two lectures or some 
unknown reason. Generally students from other fields 
of study max join the group attending due to their 
interest in this subject.   

To deal with these fluctuations an agent based 
approach was developed. Students are considered as 
single individuals with their own behavior that is 
influenced by their chosen field of study and their 
progress. Students also have their individual factor of 
diligence and a certain willingness to move between 
rooms. These factors define the basic make up of the 
single students: they affect the decision to remain in the 
current lecture or to leave early to be in time for the 
next lecture in the case of overlapping events. It also 
might result in not attending a lecture if the way 
between to spaces is too long. The factors also specify 
the number of courses a certain student will attend 
during the semester.  

 
Concerning courses several facts are known:  
 
• They can be distinguished in mandatory and 

non mandatory courses 
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• Courses in bachelor studies have a higher 
attendance rate that courses during later 
semesters 

• The number of students attending usually goes 
down during the semester 

 
Based on the attributes of lectures and courses and 

the behavioral factors of the students the selections of 
events they may attend are set. Whether a student 
actually attends a lecture during the semester is 
determined shortly before it takes place based on the 
current ‘mood’ of the student - this mood is composed 
of the individual factors, the attributes of the event in 
question, the current situation of the system and certain 
randomness.  

 
Moving between lectures proved to be a not-

negligible factor for the contemplation of the campus as 
a whole. On the one hand the time it takes a student to 
move between two spaces can be considerable as the 
campus can be quite wide spread and this influences the 
decision making of students.  On the other hand it 
showed that during times of high utilization of spaces 
the time for these movements increased considerably as 
the corridors in the buildings are full of people as 
shown in Figure 1.  

 

 
Figure 1: Walking time from room HS1 to room HS2 

 
4. IMPLEMENTATION 
Due to the fact that very different requirements must be 
met by the different parts of the simulation system 
different modeling approaches are used. The booking 
process is realized using an event based modeling 
approach, where each course or lecture is assigned a 
certain space. The first prototype was implemented in 
Enterprise Dynamics (Bruckner M., Tauböck S., 
Wiegand D., Emrich S., Zerlauth S. 2010), to further 
enhance performance and flexibility the model was 
further enhanced in details concerning the facility 
management and then re-implemented in JAVA.  
 

The student simulation uses an agent based 
approach – in the prototype this was partly integrated in 
the Enterprise Dynamics simulation model, resulting in 
a model where agents were integrated into an event 
based system. Only the movement of students between 
rooms was calculated in a JAVA model that was 
connected to the Enterprise Dynamics model moving 
students between these two models at every entry or 
leaving of a room (Bruckner et al 2010).   In the next 
step these two models were separated. The process of 
assigning spaces could be regarded as completely 
independent from the student simulation. Therefore the 
simulation models are kept separate; the result of the 
booking simulation becomes one of the inputs for the 
student simulation. 

 
The student simulation itself can be run in two 

different modes: the calculation of travelling times 
between rooms can be done during the simulation run, 
enforcing a very exact calculation and therefore 
resulting in a very high computational effort. It can also 
run based on prior results regarding the travelling times, 
allowing much faster calculation in cases where no 
changes to the travelling times are expected. 

 
5. CONTROLLING THE COMPONENTS 
The simulation system is divided into the simulation of 
the booking process, the student simulation and the 
simulation of travelling times. All simulation models 
are controlled by a database that contains the underlying 
data structure. To enhance reusability of the model the 
main design is kept as generic as possible.  
 

The goal was to create a system that can be applied 
to other universities and similar facilities without much 
further development. Buildings and rooms have 
attributes that can be adjusted to fit any particular 
campus or room structure. Courses and lectures can be 
used arbitrarily to represent any event that takes a 
certain length of time and needs a certain kind of room. 
Students and their attributes may represent any person 
attending an event. The parameterization to create such 
a system is done via a graphical user interface that is 
used to define scenarios and experiments. Scenarios 
contain the basic getup of the simulated system 
including the definition of the building and room 
structure, events that will take place and the rules for 
the assignment of events to spaces. Experiments can be 
used to change parameters and run experiments within 
the predefined scenario. 

 
The database acts as the connecting element 

between the individual models. It contains the input 
data for the booking simulation as well as its results. 
These data is provided to the student simulation. The 
graphical user interface, the scenario manager, allows 
editing of parameters and controlling the simulation 
run. It also offers a wide range of analysis tool that have 
been developed to assess the results of simulation 
experiments. 
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6. RESULTS OF THE MORESPACE 
SIMULATION 

 

6.1. Utilization of Lecture Rooms 
This data shows the number of hours each lecture room 
was booked by the booking procedure. This shows the 
theoretical utilization, the time the room is booked, but 
not the time the room is truly used. As past experiences 
have shown sometimes rooms may be booked for a 
lecture that does not take place. 

Figure 2 shows the utilization of rooms in 
comparison to the available space separated into room 
categories.  

 
 

 
 Figure 2: Room Utilization 

 
6.2. Capacity Utilization of Lecture Rooms 
This data shows how many students did attend a lecture 
in the simulation. The number expected is given; the 
according number of students is assigned. If the number 
of attending is lower than that it hints at a problem at 
the accessibility of the course.  

 
 

6.3. Not Booked Events 
The booking procedure tries to find a lecture room for 
each lecture planned. If it is not able to assign a room 
the according lecture is listed in this data. For the 
comparison of several simulation runs one has to make 
a distinct decision on which aspect to focus the 
attention.  

 
Depending on this the key data has to be selected. 

The following example shown in Figure 3 illustrates 
how easily data can be misinterpreted in the comparison 
of two scenarios: 

Scenario 1: 1 lecture from 11.00 to 15.30 for 56 
students could not be booked in any lecture room. 

 
Scenario 2: 2 lectures from 10.00 to 11.30 for 23 

students and from 15.00 to 16.00 for 41 students could 
not be booked in any lecture room. 
 

 
Figure 3: Key Data for Not Successful Booking 
 
 
This demonstrates the importance of defining the 

correct key data; Depending on which value is 
considered the assessment of the simulation results can 
be interpreted completely different.  

 
Considering the number of not booked lectures 

Scenario 1 seems to deliver the better result. The 
number of not booked hours quickly shows another 
picture: where in scenario 2 both lectures together result 
in 2.5 hours that could not find a room, Scenario 1’s 1 
lecture requires 4.4 hours of time.  

 
The picture again changes if one looks at the 

number of students that cannot attend a lecture without 
a room: Scenario 1 is the better one in this regard. But 
taking the hours of lecture each student misses into 
account Scenario 1 suddenly looses highly against 
Scenario 2 again. 

 
6.4. Accessibility of Lectures 
The accessibility of lectures can be interpreted in two 
different meanings: 

 
• Temporal accessibility: this indicates if a 

lecture overlaps with another lecture.  
• The spatial accessibility indicates if a lecture 

can be reached in time: this considers lectures 
that take place after each other, even with a 
time gap between them but the location of the 
rooms is such, that it is not possible to reach 
the second lecture on time.  

 
While the first kind can be easily determined by 

evaluating the given data, the second is much more 
difficult to estimate: the real time it takes from one 
lecture hall to another depends on far more than the 
spatial distance: The density of people moving through 
the corridors, the waiting time at elevators, the distance 
to staircases influences the walking time. This makes 
the evaluation of the spatial accessibility to one of the 

1 4,5 
56 

252 

2 2,5 
64 75,5 

Scenario 1 Scenario 2 
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simulation results as it is able to deliver far more 
accurate results than estimation by distance. 

 
 

7. CUSTOMIZING 
To make the potential field of application as wide as 
possible the effort of reusing the MoreSpace model to a 
new application for a certain institution needs to be kept 
to a minimum. This is achieved by breaking down the 
functionality into separate components that work 
independently and are linked via a database that 
configures the single parts and controls their working 
together. Some of these components are generic enough 
to be integrated in any application without further 
adaption.  

Others need to be customized: they offer a wide 
variety of functionality, that can be selected to be 
included or excluded as needed. The booking process 
model is divided into the room layout that is created 
dynamically at the beginning of the simulation run 
using generic predefined model objects and the space 
manager that uses the predefined process for room 
assignment. The simulation of customers is done in a 
separate model using an agent based approach; the basic 
input is the result of the booking process simulation and 
the room layout data.  

 
 The structure of the building and room layout and 
their attributes are given by the data that is stored in the 
database in a generic data structure that allows mapping 
every possible topology to the model elements. Both, 
model objects and database structure are defined in such 
a way that there will be no further development 
necessary to reuse them for different institutions. Only 
the according data needs to be adapted. This part of the 
model is included by default in the new application at 
the customizing process. 

 
The behavior of the space manager is used to 

simulate alternative booking processes. Findings from 
surveys at different institutions concerning their 
booking process have resulted in a set of different rules 
and regulations that are used at different institutions. 
These rules have been implemented to be selected 
during the customizing process to be added to an 
application.  

The behavior of the customers can be easily 
adapted by using certain parameters. The model of the 
room layout is generated based on the room layout data.  

  The customizing process builds the new 
application containing the room layout and the process 
definition according to the selected features. This is 
done using an interface without the need to go into the 
programming level. All selected components are 
connected and controlled by the simulation database. 

 
The challenging part of customizing is adapting the 

MoreSpace importer to the new data. One can assume 
that that every institution has their own data 
management system and therefore the structure of the 

data concerning rooms, buildings, organizational units 
and also the room assignment plans differ greatly from 
each other. The basic core of MoreSpace is the 
simulation database, that contains the data requires for 
analysis, the basic model data, the input data for the 
simulation experiments, the result data and the data to 
be exchanged between the different simulation 
components.  

The database acts as a controlling device that 
defines the individual simulation models based on the 
data it contains and exchanges information between two 
separate simulation models and the analyzing tool. This 
database is designed to stay the same for any 
application. The importer is used to map any data sets to 
the internal data structure that corresponds to the setup 
of the simulation model. 

 
 

8. MORESPACE DESIGN 
To get a basic understanding of the way the MoreSpace 
concept works two different terms must be defined: the 
MoreSpace Scenario and the MoreSpace Experiment. 
The MoreSpace Scenario is used to specify the concrete 
application. It contains all information about the 
buildings and their room layout as well as the list of 
events and the actual space assignment plan. The 
scenario includes all input data that is needed to 
initialize the associated simulation database.  
 

A scenario has at least one user defined 
experiment. The experiment is used to work with the 
application by modifying configurable parameters for 
the booking process that influences the assignment of 
rooms as well as the parameters concerning the 
behavior of customers.  

The user creates an experiment, selects the input 
data, defines ranges and co-domains and runs the 
experiment. The results are stored in the database. The 
setting of the experiment is done by a dynamic 
graphical user interface that allows a dynamic setting of 
user – defined parameters. Every result stored in the 
database and created by an experiment is reproducible 
by showing the defined parameters and settings. The 
results of the experiments in one scenario are also 
comparable because the input data is provided by the 
scenario. 

 
9. FIRST EXPERIMENTS WITH MORESPACE 
MoreSpace was first developed based on experiences 
and information collected at the Vienna University of 
Technology (VUT) and expanded in the next step to be 
able to fit the requirements of any university, school or 
similar institution. The basic idea behind MoreSpace is 
enrooted in the situation of many institutions with 
inner-city location: while the number of people 
requiring space increases space itself can only increase 
up to a certain maximum.  

At the VUT this maximum has been reached: 
during the renovation in the last few years the number 
of rooms has been increased according to the available 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 541



space. There are no further reserves to be used in the 
inner-city location. A simple mathematical calculation 
seems to prove that the amount of available square 
meters in relation to the number of students seems to be 
more than enough. Still it proves to be difficult to find a 
room for a lecture at short notice.  

 
MoreSpace covers the analysis of the real system 

based on the current space management, a simulation of 
alternative space management and a simulation to verify 
the quality of the alternative results in regard to the 
customers. The analysis requires data about the current 
occupancy of rooms as well as detailed data about the 
room and building topology. It also takes the 
organization of the institution into account, especially as 
it concerns the affiliation of rooms to organizational 
units and therefore may present a restriction according 
to room availability.  

The simulation of alternative space management 
offers the possibility to experiment with the process of 
booking and assigning rooms.  It shows the effect of 
changes in the booking process by repeating the room 
assignment following the experimental process. The 
result is an alternative space assignment plan that can be 
compared to the original or other alternative plans. 

To compare the quality of these space assignment 
plans the simulation of customers attending the events 
that take place in these rooms delivers additional results 
in regard to the demands of the customers.  

 
Additionally the data analysis based on the high 

amount of data collected in the controlling database did 
not only show potential of improvements but very 
clearly where these potential lay. It allowed a detailed 
analysis of the current process as well as alternative 
approaches. 
The amount of high quality data also offers the 
possibility to support decisions concerning the space 
resources on a daily basis, an added benefit to the daily 
decision making process in regard to room assignement. 
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ABSTRACT 
Unmanned Aerial Vehicles (UAVs) are used in a 
variety of operations in civilian and military domains 
including search and rescue, surveillance, monitoring, 
cadastral surveys, and package transportation. Although 
technological achievements in UAVs made them more 
intelligent than they were in the past, there is still 
human factor affecting their operations. Particularly in 
path planning, operators can improve effectiveness and 
efficiency of the mission by controlling static and 
dynamic criteria before the flight and during the flight. 
However, existence of multiple criteria has made the 
path planning a difficult task that operators can hardly 
achieve an optimal path for an UAV. In this paper, we 
propose a simulation model which can help UAV 
operators and planners achieve optimal paths. Our 
model considers environmental factors, performance 
limitations, basic aviation rules and UAV user 
requirements.  

 
Keywords: Unmanned Aerial Vehicles (UAV), path 
planning, A Star Algorithm 

 
1. INTRODUCTION 
Intelligent machines have made human life easier than 
they made in the past. For example, Unmanned Aerial 
Vehicles (UAVs) are being used for high risk and high 
cost air-based tasks such as military surveillance, search 
and rescue, and geographical surveys. However 
currently, most UAVs are remote-controlled and require 
a human operator.  Therefore, a considerable amount of 
studies conducted in the UAV domain focus on 
increasing the level of UAV intelligence and providing 
more capabilities. Enabling UAVs with autonomous 
path planning is a key research area in developing 
intelligent UAVs. Autonomous path planning is defined 
as the onboard capability of finding navigable sequence 
of waypoints from an initial location to a target location 
which minimizes the pre-defined path costs while 
satisfying several requirements. In addition to 
increasing the autonomy level of UAVs, autonomous 
path planning provides continuous satisfaction of flight 
requirements and objectives in a dynamic operational 
environment.  It also increases the reliability of UAVs 

in case of system and communication failure in remote 
control (Wu et al 2009).  
  There is extensive literature on UAV autonomous 
path planning that address several constraints such as 
flight dynamics, obstacles and environmental factors. 
However, most of the studies do not address UAV 
domain-specific operational issues such as employment 
considerations and aviation rules. Furthermore, most 
studies are unable to propose solutions to generate 
suitable and realistic paths that satisfy UAV mission 
requirements.  
 We aim to develop a multi-criteria path planning 
simulation model for Medium Altitude Long Endurance 
(MALE) UAVs. The model generates paths for online 
and offline UAV employment. Our model extends the 
existing models (Wu 2006, Pettersson 2006, Qi 2010, 
Nikolos 2003) by placing a special emphasis on 
aviation rules and employment considerations. The 
distinction of our study compared to the others is that 
our research includes criteria that are either new or only 
covered in a few studies. Our simulation model aids in 
offline and online planning of optimal paths in terms of 
time, distance and fuel consumption, while taking the 
described flight criteria, environmental factors, 
performance limitations, basic aviation rules and UAV 
user requirements into account. In our study, we also 
investigated the behavior of various A* based path 
search algorithms by comparing them in different 
operational environments.  

 
2. BACKGROUND INFORMATION 
UAV path planning problem is a vehicle motion-
planning problem under some constraints. It has 
significant differences from traditional mobile vehicles 
and manipulator robots (Goerzen 2009). UAV path 
planning problem is defined as a multi-objective, 
decision making problem that must take into account 
flight rules, mission efficiency, operational constraints, 
environmental conditions and flight limitations. 
 Modeling for path planning requires a way of 
representation of the world and its contents. “World 
space” is defined as the physical space, which contains 
the vehicle, start location, target location, and obstacles. 
It is divided into two regions as free-space and obstacle-
space (Latombe 1991, LaValle 2006). Free-space 
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defines the area through which the vehicle can move 
without collision. Obstacle-space is a set of points that 
lead to a collision between the vehicle and the obstacle 
(Hwang and Ahuja 1992). A “configuration” is a vector 
of parameters defining the shape of the vehicle in the 
world space. A configuration that is coupled with its 
rate of change is called a “state”.  
 These are two types of constraints in the world 
space: environmental and motion. While environmental 
constraints consist of obstacles or meteorological 
factors such as wind or icing; motion constraints defines 
the maneuver limitations of the vehicle such as climb 
rate or turning capability. In our study, we use the terms 
“flight criteria” and “flight objective” instead of 
“constraints”. While flight objectives are the elements 
of cost function, flight criteria are the variables that 
must be implemented for flight safety and mission 
efficiency during flight.  

Path planning in robotics has two major 
approaches. Although the first approach, combinatorial 
planning, gives optimal solutions, it is impractical since 
its computational complexity is high. The second 
approach, sampling based planning, is preferred since it 
is a sampling based planning and known to be superior 
for its efficiency, practicality, and simplicity in high 
dimensional environments.  

Collision Detection (CD) and roadmap generation 
are the two other terminologies in sampling based path 
planning. CD algorithms are used to detect obstacles on 
the path. Roadmap generation is the constructing of a 
search tree or graph with connecting samples in free 
space. 

Finally, it is noteworthy to mention the UAV path 
planning flight criteria that are considered in the 
literature. These are geographical structures, buildings, 
danger zones, above ground level rules, cruise level 
rules, mobile objects, cloud, mobile targets, mobile 
threats, wind, approach angle, and flight dynamics. 
Additionally, the flight objectives are generally based 
on distance, time, fuel consumption, risk, path 
smoothness, and hidability.  

 
3. CONCEPTUAL MODEL 

 
3.1. World Space and Roadmap Generation 
Operational environment is represented with a regular 
grid sampling method. Every sample is represented by a 
cube in the world space that contains data related to the 
operational environment. Grid size of the sample cubes 
defines the level of detail in grids. The number of cubes 
increases process time and search time significantly.  
 The size of the sample cubes is determined based 
on UAV flight performance capabilities and maneuver 
limitations. Turn radius and ascend/descend angle are 
the main parameters to identify horizontal and vertical 
length of sample cubes respectively. . In our model, the 
size of the grid is set depending on the tactical range of 
the UAV, maximum fly altitude and computational 
limitations.  

 
Figure 1: Grid based world space 

 
Each node in the grid has the following fields; 

• Latitude/Longitude 
• Above Ground Altitude 
• Above Mean Sea Level Altitude 
• Time Moment 
• Wind speed and direction 
• Start or Target Indicator Flag 
• Obstacle Space Indication Flag 
• Cloud Indicator Flag 

  These fields are initialized with default parameters 
and then updated based on the information collected 
from the environment. Furthermore, nodes have 
additional fields to store the parent node and child 
nodes. These fields are filled in during adjacency 
creation process. 

When the world space is represented as a 2D or a 
3D grid then an algorithm can be applied to find a path 
in the grid. After moving forward one step on the path, 
if any change occurs in the operational environment, the 
path is re-calculated based on the updated grid until the 
vehicle reaches the goal state. Although this iterative 
approach runs faster, it produces inconsistent and costly 
paths in dynamic environments, because this approach 
is unable to predict the future status of the search space. 
However, advances in the sensor technology made the 
UAV’s predict ahead in time and therefore it is possible 
to plan the least cost paths in time varying 
environments. This can be represented with a “4 
dimensional grid (4D)” where the forth dimension is the 
time.  

4D grid consists of future status of mobile objects 
and dynamic criteria parameters in the world space. It 
can be expressed as a combination of 3D grids that 
represent an instant status of the world space in a time 
moment. Each time interval (∆t) between moments is 
equal to a specific duration. This duration is identified 
from UAV performance specifications and it is 
measured as the time elapsed during the travel from one 
hop to another hop, in other words from a parent node 
to a child node. 

In 4D grid generation, as shown briefly in Figure 
2, the first step is to detect movements of moving 
targets and to sense environmental factors. Based on 
this data, future locations are estimated and projected to 
3D grid. These are then combined with 4D grid and 
least-cost pats are calculated. The UAV proceeds to the 
next grid. This whole process is repeated until the UAV 
reaches to the destination.  
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Figure 2: 4D Grid generation 

 
In the roadmap generation phase of the model, 

multi-resolution grids are used. This is done based on a 
successor operator. After the partitioning process, the 
model checks the flag parameters of every node in the 
regions. If any node in a region is an obstacle node, the 
model identifies this region as a high-resolution region. 
Otherwise, the region is classified as a low-resolution 
region. In other words, the regions without obstacles are 
marked as low resolution regions. 

The distance between node pairs in the high-
resolution regions is defined with a successor vector. 
Nodes in the range of successor distance are adjacency 
candidate nodes. Successor-based adjacencies provide 
multiple angular turns for UAVs. Thus, path optimality 
and path smoothness are achieved in the model. 
Although multiple angular turns ensure optimality and 
smoothness, in some cases it may increase 
computational complexity and graph size. Therefore, 
there is a trade-off between successor length and 
computational time. Note that adjacency generation 
time increases by the successor length, however long 
successors provide finding least cost paths and more 
smooth paths compared to a shorter ones. Figure 3 
shows how a path changes when max. successor length 
changes.   

 

 
Max Successor Length=3 Max Successor Length=12 

Figure 3: Paths with different successor lengths 
 
Adjacency creation procedure works as follows; 

the grid is divided into regions as low and high 

resolution. Depending on the node the UAV is located 
currently, successor length is determined for each node. 
The nodes are then connected and a graph is formed. 
Obstacle space indicator of every node pairs are then 
check to remove the links between obstacle nodes. 
Travel time is calculated and finally adjacency relations 
are added to the world space. 

 
3.2. Flight Criteria and Flight Objectives 
In our model we have two types of flight criteria that we 
considered; static and dynamic. Static criteria do not 
change in time and therefore there is no need to update 
the locations and other properties during flight time. 
These include geographical structures, buildings, danger 
areas, above ground level (AGL) rule, and cruise level 
rule.  
 For the geographical structures, the terrain is 
represented as an obstacle that the UAV cannot pass 
through. We obtain terrain elevations from Digital 
Terrain Elevation Data Level 1 (DTED L1) maps. 
Buildings are represented with polygons which the size 
and location information are gathered from geographic 
terrain elevation databases. A danger area is a land 
region that poses any kind of threat to UAV flight. For 
example, an anti-air defense system is a kind of threat 
that a military UAV should stay out of its range. We 
make a distinction between the aerial threats and the 
threats on the ground. Danger areas are related to threats 
found on the ground. In our model, we draw a half-
sphere on the location of the threat. The center of this 
virtual sphere corresponds to the location of the threat.  
 Dynamic flight criteria include mobile obstacles, 
mobile threats, mobile targets, cloud, and wind. 
Properties of these criteria may change in time and 
therefore the locations and properties of the dynamic 
criteria should be updated in time until UAV reaches its 
goal location. The model calculates the future locations 
of the dynamic criteria based on historical information 
obtained with UAV sensors.  
 Other aircrafts in the operational environment are 
referred as mobile obstacles. Our model prevents the 
UAV from colliding with other aircrafts by marking 
mobile obstacles as “obstacle space” in the world space. 
For the representation of mobile obstacles, flying 
objects are mapped into cylindrical shapes which the 
dimensions of the cylinders around mobile targets are 
computed in such a way that UAV is able to maneuver 
at an adequate distance to a safe course to avoid a 
collision with the mobile target. 
 Clouds may prevent UAVs to accomplish some of 
its missions such as reconnaissance via photographing 
or video capturing. In such circumstances, to increase 
detection quality, UAVs should descend to lower 
altitudes below the floor level of clouds. Our model 
enhances mission efficiency by enabling UAVs to go 
under clouds when the weather is cloudy above the 
target location. At other times during flight, the UAV 
can fly through clouds. We represent the clouds with 
polygonal and cylindrical shapes. Likewise, wind is a 
significant factor for UAVs’ path planning. In our 
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model, we assume that in the operational environment 
there are wind fields with a constant speed and 
direction. 
 The objective of the model is to find minimum cost 
paths in terms of time, distance, and fuel consumption. 
These terms are included in the objective function with 
different weights that are determined based on the 
mission requirements. Details are as follows; 

• Flight distance: Distance is a widely used 
flight objective in similar studies as it can be 
calculated with simple algorithms. In our 
model, it is calculated as Euclidian distance 
such as; 
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• Flight time: Although distance and time 

objectives seem alike, flight time is not just a 
function of distance since wind vector effects 
the flight time. In order to calculate the time 
cost, we use the following equation. The 
equation finds the cost of each trajectory 
between node pairs based on distance and 
resultant vector of UAV engine and wind 
speed.  is UAV engine speed, and  is wind 
speed. 
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• Fuel consumption: We construct a fuel 

consumption model for the UAV based on 
EngineSim (NASA, 2012). The UAV uses 
maximum throttle for climbs, minimum 
throttle for descents and optimum throttle for 
the cruise. Similar to aircraft engines, our 
UAV consumes less fuel in higher altitudes 
and in lower speeds. Fuel consumption is 
calculated as follows;  
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 where  is the fuel consumption at 
altitude x,   is the fuel consumption 
at speed x,  is the fuel 
consumption at temp x,   is 
the fuel consumption at payload x and 

 is the fuel consumption at rate x. 
 

4. SIMULATION MODEL 
Based on the conceptual model described in the 
previous section, a simulation model is built in Java 
using Simkit (Buss 2001) and OpenMap (OpenMap 
2012) APIs. Simkit is a Discrete Event Simulation 
(DES) API in Java and works with Event Scheduling 

DES approach. OpenMap is also in Java and an open 
source Geographical Information System which can 
process geographical data such as elevations. Gunal 
(2010) is a latest example of how these two packages 
can work together.  
 
4.1. Flow of Simulation 
Movements of external system entities are handled by 
methods provided with Simkit. Movement behaviors 
include start, stop, pause, and accelerate. OpenMap is 
used to visualize generated paths. A screenshot is 
shown in Figure 4. It also enables to easily visualize the 
terrain structure and simulated entities.   

Since the simulation provides the movements of 
entities, static and dynamic criteria parameters are 
calculated to predict mobile object locations 
beforehand. This causes the 3D grid to be searchable for 
a path. In our simulation we used A* algorithm to find 
the shortest path.  

 
4.2. Inputs 
In our model we have three groups of inputs; UAV, 
Environment, External Systems’ parameters.  
 UAV parameters are; 

• weight,  
• payload,  
• endurance,  
• max.speed, 
•  max.flight  
• altitude,  
• tactical range,  
• fuel consumption,  
• turn radius, 
• ascend/descend rate.  
 
Environmental parameters are; 
• Field size, 
• Wind direction and speed, 
• Cloud origin, 
• Temperature, 
• Number of regions, 
• High and low resolution, 
• Goal and start location altitudes,  
• Rules and safe limits. 
 
External systems’ parameters are; 
• Number of threats, 
• Number of aircrafts, 
• Mobile target speed, 
• Mobile aircraft speed. 

 
4.3. Outputs 
Since we wanted to examine the model’s performance, 
our main output variables are grid generation time and 
search time. Additionally we looked at the path cost for 
the three objectives; distance, time, and fuel.  
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Figure 4: Simulation screen 

 
 
5. EXPERIMENTAL RESULTS 
The model is evaluated with various scenarios 
containing both static criteria and dynamic criteria. The 
simulations are conducted with a personal computer 
(PC) with 2.93 GHz Intel i5 processor and 3 GB RAM.  
The world space is represented in a 
60nm*60nm*31000ft*10t grid which is sampled with 
nodes in a dimension of 2nm*2nm*1000ft. In Figure 4, 
dotted line represents UAV optimal path, which is from 
south to north. Other shapes in the figure represent 
obstacles such as buildings, threats and aircrafts. UAV 
geographical location, UAV altitude, target information 
and simulation parameters are shown in the left side of 
the OpenMap environment. We created 48 scenarios to 
achieve the following in our experiments;  

• Validate and verify the model in various 
scenarios,  

• Analyze the performance of the model under 
different constraints, 

• Analyze the effects of criteria and grid 
dimension on path costs, 

• Test the modifiability and extendibility 
properties of the model 

 Simulation results show that the model is able to 
generate sensible results. Model architecture provides 
enhanced modifiability as various scenarios were easily 
adapted with minor modifications.  In addition, the 
model is able to find collision-free paths in different 
scenarios. Developed model can generate resolution 
optimal paths in static and dynamic environments under 

different constraints. Besides, it is found that the model 
reacts properly to the changes in criteria properties and 
obstacle locations.  
 We analyzed the simulation performances of 3D 
and 4D grids in terms of grid generation time and search 
time in various scenarios for different flight objectives 
(Table 1).  Simulation performance results show that 
target type does not affect grid generation time and 
search time in 3D and 4D grids. However, the number 
of obstacles and obstacle sizes are the main factors on 
grid generation time. In addition, they increase the 
search time if obstacles are at locations that intersect 
with UAV flight path.  The search time increases as the 
number of obstacles increase, since search algorithm 
needs more time while expanding nodes to find the 
least-cost path. On the other hand, the increase in the 
number of obstacles decreases grid generation time as 
search space becomes smaller. In addition, grid 
generation time and search time is higher in 4D grid. In 
fuel consumption objective, search time is longer than 
search times in other objectives as additional parameters 
are incorporated in the calculation of fuel consumption. 
In every scenario, UAV moves from south to north. 
PNF refers to “Path not found” in the tables. Wind 
speed is zero. 
 The model finds the same paths in the calculation 
of time objective and fuel objective in static 
environments (Scenario 1, 2, 5 and 6). Besides, path 
costs in static environments are equal in 3D and 4D grid 
since there is not any mobile objects in the operational 
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environment. It is also found that, in fuel consumption 
objective, UAV climbs to an optimal altitude and 
proceed in this altitude for a while, then descend to 
target altitude to reduce the fuel consumption.  
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1 3D 2 1 2 1 2 1 
2 

0 0 S 
4D 23 1 23 1 23 1 

3 3D 2 1 2 1 2 1 
4 

0 0 M 
4D 18 1 23 1 25 1 

5 3D 1 2 2 2 1 19 
6 

4 0 S 
4D 8 2 9 3 11 66 

7 3D 1 2 2 2 1 14 
8 

4 0 M 
4D 8 2 9 3 10 64 

9 3D 2 2 1 2 2 21 
10 

4 4 S 
4D 5 2 6 3 5 58 

11 3D 2 2 1 2 2 22 
12 

4 4 M 
4D 5 2 6 3 6 63 

13 3D 2 1 2 1 2 1 
14 

0 4 S 
4D 20 1 17 1 15 1 

15 3D PNF PNF PNF PNF PNF PNF
16 

0 4 M 
4D 19 1 15 1 15 1 

 Table 1: Experimental results (M:Mobile, S:Stationary) 
 
6. CONCLUSION 
As the use and application areas of UAVs increase, new 
challenges and issues arise in developing UAVs. Many 
studies in UAV domain focus on increasing intelligence 
capability of these systems. The studies aim to provide 
UAVs with the capability to perform without human 
interference opposing different adversities. An 
important challenge in developing more intelligent 
UAVs is autonomous path planning.  
 In this paper, we present a multi-criteria path-
planning model for UAVs performing in dynamic 
environments. The main contribution of the study is the 
development of a path planning model that provides 
online and offline planning of resolution-complete, 
smooth and optimal paths while meeting distance, time 
and fuel consumption objectives in dynamic 
environments for Medium Altitude High Endurance 
UAVs (MALE UAVs). We implement flight criteria 
and objectives in our model based on employment 
considerations, environmental factors, performance 
limitations, basic aviation rules and user requirements. 
In addition, the presented model takes into 
consideration of operational efficiency presented in 
UAV Roadmaps. Operational environment is 
represented with a 4D grid that includes future status of 
mobile objects. Taking into consideration of possible 
changes in the operational field would increase path 
efficiency and provide least cost paths. In our study, we 
develop a modular architecture that enables integrating 
various UAV models, environmental parameters, search 

algorithms and various flight criteria/objectives with 
minimum efforts. In the development of the model and 
simulation, open source tools and environments are 
utilized. We simulate our model in multiple scenarios. 
The model is able to find optimal and collision-free 
paths in static and dynamic environments under several 
flight constraints. 
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ABSTRACT 

In a cooperative project between the Natural History 

Museum Vienna and the Vienna University of Tech-

nology, students are assigned a variety of tasks in mod-

elling and simulation of physical systems. These sys-

tems originate from archaeological investigations on 

the prehistoric salt mines in Hallstatt (Austria) in the 

Bronze Age. The first example studies different designs 

of rope pull systems used to hoist the broken salt from 

the mining halls through shafts to the surface. In the 

second task, bronze picks for breaking the salt are in-

vestigated. The third and last task presents some calcu-

lations regarding illumination and air consumption in 

the mining halls. The calculations and simulation re-

sults help archaeologists gain knowledge about the 

working conditions and technical equipment in the pre-

historic salt mines. For the students, the provided ex-

amples give interesting insights into practical applica-

tions of modelling and simulation. 

 

Keywords: mechanical systems, teaching, mathematical 

modelling, archaeology  

 

1. INTRODUCTION 

The prehistoric salt mines of Hallstatt in Austria are 

subject of great interest for archaeologists. Salt mining 

activities are dated to 1458-1245 B.C. in the Bronze 

Age (Grabner et al. 2006).  

A large amount of archaeological finds of techni-

cal equipment and organic materials (timber, wooden 

tools, strings of bast, fur etc.) and the perfect conditions 

of preservation in the mines due to the conserving 

properties of salt allow for a reconstruction of the work-

ing process in the mines (Reschreiter et al. 2009). 

These investigations suggest that mining was or-

ganized in an efficient, nearly industrial manner with 

highly specialized tools. Salt was mined in underground 

mining chambers using special bronze picks. The re-

sulting small pieces of salt were then collected in buck-

ets and transported to the vertical shaft where it was 

hoisted to the surface using a wool sack or cloth at-

tached to a linden bast rope (Kowarik et al. 2012). 

The high degree of specialization and functionality 

observable on certain tools and the design for high effi-

ciency suggest that the workforce had highly special-

ized knowledge in mining technology and infrastruc-

tural processes (Kowarik et al. 2012). 

Typically, experimental methods using reconstruc-

tions of historical technologies are used in archaeology 

to provide deeper insights on technological issues. As a 

new tool, modeling and simulation can also serve as a 

method for gaining knowledge in different aspects of 

archaeology. 

As part of a collaboration between the Natural 

History Museum Vienna and the Vienna University of 

Technology, certain tasks are defined, which were as-

signed to students as part of their basic training in mod-

elling and simulation. The obtained results will help 

archaeologists gain knowledge about tools and working 

processes in the prehistoric salt mines in Hallstatt for a 

technological reconstruction. 

The following sections give a brief description of 

some current tasks, which investigate certain aspects of 

the mining process. 

 

2. ROPE PULL SYSTEMS 

Rope pull systems were used to hoist the broken salt 

from the mining halls through shafts to the surface (see 

figure 1). While there are archaeological findings of 

bast ropes and other appliances, there are still some 

matters regarding the construction, length and arrange-

ment of the rope pull systems at issue. 

To estimate and compare the time and strength re-

quirements for transporting the salt, various options are 

investigated using simulation models. For example we 

compare two variants of the rope design, an open and a 

closed version, depicted in figure 2. In the closed ver-

sion, both ends of the rope are connected which enables 

more uniform distribution of the rope mass and there-

fore less requirement for external forces. An important 

issue also concerns modelling of the rope guide, for 
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which we consider two possibilities, one with sliding 

friction on a log and one with return pulley. 

 

 
Figure 1: Schematic Reconstruction of the Excavation 

Chambers and Shaft Structure with Rope Pull Systems 

(© D. Gröbner, H. Reschreiter, NHM Vienna) 

 

 
Figure 2: Different Design Options with Closed Rope 

(Left) or Open Rope (Right) for the Rope Pull System. 

The Schematic also Shows Two Possibilities for the 

Rope Guide: Sliding Friction on a Log (Left) and Ro-

tating Return Pulley (Right). 

 

2.1. Rope deflection on a log 

Considering simple balance of forces according to fig-

ure 2 taking into account mass of the rope on both sides 

(  and , resp.) and forces of inertia leads to the fol-

lowing equation: 

 

  

 , (1) 

with external force , predefined acceleration  

(see equation (4)), acceleration of gravity  and mass of 

the salt bags . The coulomb friction force  is 

defined as 

 

  

 . (2) 

 

The expression in square brackets denotes the total 

normal force on the log. For the friction coefficient , 

we define the following expression depending on the 

rope velocity , also visualized in figure 3: 

 

 (3) 

 

with a coulomb friction coefficient , breakaway fric-

tion coefficient , viscous friction coefficient  and 

coefficient . This friction model takes into account 

sticking friction at velocities near zero ( ) as well as 

viscous friction at high velocities (  

 

 
Figure 3: Model of the Friction Coefficient  with 

Sticking and Viscous Components for Parameters 

, ,  and . 

 

In order to determine the forces necessary for 

hoisting the salt to the surface, the proposed model re-

ceives the desired velocity over time as input signal and 

calculates the necessary external force . One pos-

sible input signal is depicted in figure 4. It shows a 

smooth nearly periodic signal with global upward trend. 

 
Figure 4: Possible Input Signal  with Smooth Pro-

gression and Global Upward Trend. 

 

The external force can then be calculated using 

equations (1), (2) and (3) and the time derivative 
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   (4) 

 

of the input velocity. 

For the open rope, the mass  of the rope on 

the right side of the log depends on the current position 

, 

 

 ,  (5) 

 

with the assumed density  and starting 

mass , and therefore decreases over time ac-

cording to 

 

   (6) 

 

with given input velocity. If the rope is closed (see fig-

ure 2 left), then the mass  is constant 

 

 . (7) 

 

In both cases (open and closed rope), the mass  

on the left side is assumed constant, also with 

 

 .  (8) 

 

The mass of one bag of salt is assumed to be about 

 which corresponds to a volume of . For the 

value of , one or more bags of salt are considered, 

 

,        (9) 

 

with the number of bags . 

Evaluation of a simulation using the presented 

equations implemented in MATLAB and parameters 

,  for example for a greased log 

( , ) provide the results given in fig-

ure 5. The results show a total duration of about  to 

hoist one bag of salt over a height of , maximum 

external force is about . The periodic velocity 

(see figure 4) leads to a pulsating progression of the 

height . 

 

 
Figure 5: Simulation Results for a Greased Log with 

Open Rope and , . 

Similar investigations for different shaft height  

as well as different number of bags lead to the results 

presented in figure 6. It can be seen that each additional 

bag of salt adds about  to the external force, 

which is more than the own weight because of addi-

tional friction. 

 

 
Figure 6: Maximum External Force  for the Scenario 

with Log for Different Shaft Height  and Different 

Number of Bags . 

 

2.2. Rope deflection with rotating return pulley 

Using a return pulley with outer Radius  and axle ra-

dius  instead of a static log adds terms for pulley mass 

 and inertia  to equations (1) and (2), thus, with re-

gard to figure 2, resulting in the new equations 

  

  

 ,  (10) 

 

  

 .  (11) 

 

Different values can be considered for the parame-

ters of the pulley depending on its material (wood, 

bronze, etc.). For a pulley made of wood we get for ex-

ample the following typical parameters: 

 

 ,  ,  ,   (12) 

 ,  ,  .   

 

As a simulation result, maximum required external 

force  for the scenario with return pulley and different 

values for shaft height  and number of bags  is pre-

sented in figure 7. Comparison with figure 6 shows sig-

nificant reduced force requirement due to lower fric-

tion. 

Figure 8 compares Force input between the ver-

sion with open rope and with closed rope. Since the 

moving mass is constant for the variant with closed 

rope, the required force is also constant in average, 

whereas in the other case the force requirement de-

creases steadily. 
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Figure 7: Maximum External Force  for the Scenario 

with Return Pulley for Different Shaft Height  and 

Different Number of Bags . 

 

 
Figure 8: External Force  Over Time for the Sce-

nario with Return Pulley and Both Variants of Rope 

Design. 

 

In summary, it can be said that the simulation re-

sults show significant force requirement for the model 

with sliding friction, especially because of the high 

mass of the rope. This is also the reason for a limitation 

regarding the maximum continuous shaft height. 

With the presented equations it is also possible to 

provide the external force  and calculate resulting 

velocity  and position , which will be investi-

gated in further studies. 

 

3. BRONZE PICKS 

Salt was mined using bronze picks with wooden handle 

(see figure 9 left). Highly interesting is the unusual 

shape of the pick with a typical angle between the shaft 

and tip of about 55 to 75 degrees. It is believed that this 

particular shape was adapted to the specific working 

conditions in the Hallstatt mines, especially since no 

similar devices have been found at other at archaeo-

logical sites. The small angle does not allow typical cir-

cular hacking motion, which is why it is not yet com-

pletely clear exactly how such a pick was used. 

Modelling the pick as a rigid body system (figure 

9 right) allows evaluation of possible movement sce-

narios and comparison regarding resulting force and 

momentum on the tip. 

 

 
Figure 9: Left: Reconstructed Bronze Age Pick (© A. 

Rausch, NHM Vienna). Right: Rigid Body Model of 

the Pick in MATLAB/SimMechanics. 

 

Scenarios of movement are obtained by geometri-

cal considerations, like shown in figure 10. Several 

points are defined along a trajectory of the tool tip de-

pending on the range of motion for a human. Taking 

into account the time relation, this trajectory also de-

termines velocity and acceleration behavior. Coordi-

nates for one example trajectory are presented in figure 

11. In this figure, impact on the ground occurs at 

. This impact is modeled not as a discontinuous, 

but as a smoothed transition in velocity. 

Special focus is put on the angle, in which the tool 

tip hits the ground. In order to use the tool effectively, 

this impact angle is required to be 

   

 .  (13) 

 

 
Figure 10: Trajectory for Movement of the Tool Tip 

and Reaction Forces   and . 
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Figure 11: - and -Coordinates Over Time for an Ex-

ample Trajectory. 

 

Using the so defined trajectory as well as geome-

try and mass data for shaft and tip of the pick, a rigid 

body model can be set up in MATLAB/SimMechanics, 

which simulates the movement and provides for exam-

ple reaction forces ( , ) on the tool tip as a result, 

like seen in figure 12. 

 

 
Figure 12: Reaction Forces in - and -Direction on the 

Tool Tip as a Simulation Result for an Example Sce-

nario. At , the Impact on the Ground Occurs, 

Leading to a Peak in the Vertical Force. 

 

In the presented example, salt is mined on the 

floor, which seems to be rather uncomfortable and un-

favorable for body movement and energy requirement. 

Therefore, future work will investigate mining the salt 

on vertical surfaces. 

 

4. WOODCHIP FLAME, LIGHTING AND AIR 

CONSUMPTION 

During mining, burning sticks of wood served as the 

only illumination in the mining halls. Burnt down 

woodchips were found during excavation in large quan-

tities (Reschreiter et al. 2009). 

The resulting light intensity depending on the 

number of burning woodchips is estimated using a uni-

form arrangement shown in figure 13. The flame of a 

burning woodchip is comparable to a flame of a burn-

ing candle, therefore we assume a light intensity for 

each flame of  

 

 .  (14) 

 

 
Figure 13: Uniform Arrangement of Burning Wood-

chips (  in Length,  in Width) in a Rectangular Min-

ing Hall. 

 

Local minimum illumination occurs at points of 

maximum distance to the light sources (for example 

point  in figure 13). For such a point, the distance 

 to each woodchip can be calculated 

 

  (15) 

 

and the sum over all positions leads to the illuminance 

 

 .  (16) 

 

For different density of woodchips in length and 

width, 

 

 ,    ,  (17) 

 

calculation results are shown in figure 14. 

 

 
Figure 14: Calculation Results for Illumination for Dif-

ferent Density of Woodchips in Length and Width. 

 

Furthermore, some static calculations are done re-

garding the oxygen consumption of the flames, which 

in addition to the oxygen demand of the workers gives 

information about the necessary air ventilation. For the 

air consumption of a person doing heavy labour, we 

assume 

 

   (18) 

 

at  percentage of oxygen in the air. A typical 

woodchip made of fir wood consumes about 

 

   (19) 
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of oxygen during burning. Altogether, this data leads to 

the following formula for the total air consumption: 

 

 

 

with the number of workers , total number of wood-

chips  (  and burning time  of a wood-

chip. Figure 15 depicts some calculation results. 

 

 
Figure 15: Calculation Results for Air Consumption for 

Different Number of Woodchips, Burning Time  and 

Number of Workers . 

 

This air consumption represents the minimum 

necessary air exchange in the mining halls in order to 

keep the oxygen level constant. Taking into account 

limitations regarding possible air exchange as well as 

necessary illumination (and therefore necessary number 

of woodchips), these results also provide reference val-

ues for maximum number of workers allowed in the 

mining halls. 

 

5. CONCLUSION 

The calculations and simulation results are visualized 

graphically. Their evaluations help archaeologists gain 

knowledge about transport mechanisms and working 

conditions in the prehistoric salt mines in Hallstatt. 

For teaching, these modeling case studies present 

interesting insights of basic mechanical dynamics in-

cluding equilibrium of forces, friction or momentum.  

In addition, model implementations, which are 

done in MATLAB, will be included into the MMT sys-

tem, an e-learning environment for teaching modelling 

and simulation developed at the Vienna University of 

Technology (Hafner et al. 2012, Körner et al. 2011).  
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ABSTRACT 
The FUPOL project aims in a better way of fostering e-
participation through the use of several tools and the 
social networks. The designed tool will make the 
citizens participate in the decision-making process in a 
more active way. The modelling and simulation of 
social activity is one WP of the project which is in 
charge of developing multi-agent systems capable of 
simulating the different actors that participate in the 
policy process. In order to determine the behaviour of 
citizens in a unambiguous and formal way the coloured 
Petri net formalism is used as the modelling framework 
to govern the agents behaviour. The characteristics of 
the CPN formalism allow a better understanding of the 
causal relationships present in systems and in particular 
in the case of policy process it allows simulating policy 
domains taking into account the causes of the decisions 
which contrast with the traditional approach that 
normally uses data trends or regressions to forecast the 
future outcomes. In this paper a way to translate the 
CPN semantic rules into the rules used by the agents 
called Turtles, links or patches in NetLogo is presented. 

 
Keywords: timed Petri nets, state space, optimization, 
simulation, manufacturing. 

 
1. INTRODUCTION 

The European Commission launched a call under 
its framework 7 program dealing with ICT solutions for 
governance and policy modelling (Objective ICT-
2011.5.6).  

Target Outcomes are ICT solutions for governance 
and policy modelling. The research focus in the 
development of advanced ICT tools for policy 
modelling, prediction of policy impacts, development of 
new governance models and collaborative solving of 
complex societal problems. 

The main objective of FUPOL is to demonstrate 
that, with ICT support the whole policy development 
lifecycle of policy formulation, collaborative 
stakeholder involvement, policy modelling, scenario 
generation, visualization of results and feedback is 
feasible and a core element of future policy 
development at local, regional, national as well as 
global level (Figure 1). 

 
 

 
 
 
 
 
 
 
 
 

 
 

Figure 1: Policy development lifecycle 
 
It will address issues related to the integration of 

the different components through advanced technical 
solutions and demonstrate an integrated ICT solution 
with a collaborative environment for policy modelling 
to generate different formal scenarios through 
simulations and scenario-based future development. 
This will include ICT support based on integrated Web 
2.0 / Web 3.0 collaborative tools and policy simulation 
tools with scenario generation and visualization. It will 
also assist the long-term strategic planning of 
governments at all levels and policy operators in any 
policy area to better address and shape future 
developments so that the demands of citizens and 
economy are met. 

 
The overview structure of the FUPOL project is 

illustrated in figure 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Overview of the WP Structure 
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The main task of the WP2 is the modelling and 
validation of policy models of different domains. The 
selected tools to model the different domains use 
techniques such as fuzzy cognitive maps (FCM) and 
coloured Petri nets (CPN) under a multi agent system 
(MAS) environment which presents great advantages in 
order to analyse social systems (North and Macal 2007). 
 

2. COLOURED PETRI NETS 
Coloured Petri Nets (CPN) is a simple yet powerful 
modelling formalism which allows to properly 
modelling discrete-event dynamic systems which 
present a concurrent, asynchronous and parallel 
behaviour (Moore et al. 1996, Jensen 1997, Christensen 
et al. 2001). CPN can be graphically represented as a 
bipartite graph which is composed of two types of 
nodes: the place nodes and the transition nodes. Place 
nodes are commonly used to model system resources or 
logic conditions, and transition nodes are associated to 
activities of the real system. The entities that flow in the 
model are known as tokens and they have attributes 
known as colours. The use of colours allows modelling 
not only the dynamic behaviour of systems but also the 
information flow which is a key attribute in decision 
making (Mujica and Piera 2011).  

The formal definition is as follows.  

A Coloured Petri Net can be defined as the tuple 
(Jensen1997): 

 

        ( , , , , , , , , )CPN P T A N C G E I           

Where 

 ∑ = { C1, C2, … , Cnc} represent the finite and 
not-empty set of colours. They allow the 
attribute specification of each modelled entity. 

 P  = { P1, P2, … , Pnp} represent the finite set 
of place nodes. 

 T =  { T1, T2, … , Tnt} represent the set of 
transition nodes such that P  T =   which 
normally are associated to activities in the real 
system. 

 A =  { A1, A2, … , Ana} represent the directed 
arc set, which relate transition and place nodes 
such as A  P T  TP 

 N = It is the node function  N(Ai), which is 
associated to the input and output arcs. If one 
is a place node then the other must be a 
transition node and vice versa. 

 C = is the colour set functions, C(Pi), which 
specify for the combination of colours for each 
place node such as C: P ∑. 

( )i jC P C                      ,i jP P C   

 G = Guard function, it is associated to 
transition nodes, G(Ti), G: TEXPR. It is 

normally used to inhibit the event associated 
with the transition upon the attribute values of 
the processed entities. If the processed entities 
satisfy the arc expression but not the guard, the 
transition will not be enabled. 

 E = these are the arc expressions E(Ai) such as 
E: AEXPR. For the input arcs they specify 
the quantity and type of entities that can be 
selected among the ones present in the place 
node in order to enable the transition. When it 
is dealing with an output place, they specify 
the values of the output tokens for the state 
generated when transition fires. 

 I = Initialization function I(Pi), it allows the 
value specification for the initial entities in the 
place nodes at the beginning of the simulation. 
It is the initial state of a particular scenario. 

 EXPR denotes logic expressions provided by 
any inscription language (logic, functional, 
etc.) 

 The state of every CPN model is also called 
the marking which is composed by the 
expressions associated to each place p and they 
must be closed expressions i.e. they cannot 
have any free variables. 

 
The formalism can be graphically represented by a 
bipartite graph where the place nodes are represented by 
circles and the transition nodes by rectangles or solid 
lines.  

 

 

 

 

 

 

 

 

 

 

Figure 2: CPN model of land use participation 
 

Figure 2 illustrates a graphical representation of a CPN 
model with all the described elements. 

 

2.1. Dynamic behaviour of the CPN  
The transitions in the CPN models play the role of 
activities, actions or decisions in the real system. The 
firing of a transition is caused by the satisfaction of 
several restrictions imposed by the colours, arc 
expressions and guards. In the case of social systems 
the set of conditions or restrictions that cause a 
particular behaviour or decision are modelled with the 

Turtles

(Id,Age,Ec,Kids, Cultl,Mobi,Work-Z,X,Y, Pol1,Pol2,Pol3,Pol4,Pol5,Pol6,Pol7,civilS, Dset)

1’(R,Age,Ec,kids, 1,Mobi,1,X,Y, 
Policy,1, 1)

[sqrt(X^2+Y^2)<disf]

Globals

(dis, disf, dise, xp, yp, tt)

If Kids>0 and Ec<20 or Ec>70 then
1’(R,Age,Ec,kids,1,Mobi,1,X,Y, Pol1,Pol2,Pol3, 
Pol4+20,Pol5,Pol6,Pol7,1,1)

Else

If Age>=60 then

1’(R,Age,Ec,kids,1,Mobi,1,X,Y, Pol1,Pol2,Pol3, 
Pol4+20,Pol5,Pol6,Pol7,1,1)

Else

If Age < 60 AND Ec = 0 then

1’(R,Age,Ec,kids,1,Mobi,1,X,Y, Pol1,Pol2,Pol3, 
Pol4+10,Pol5,Pol6,Pol7,1,1)

1’(dis,disf,dise,xp,yp,tt) 1’(dis,disf,dise,xp,yp,tt)
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use of colours, arc expressions and guards. In order to 
enable a transition (i.e. the possibility of an action, 
activity to occur) It is necessary to satisfy all of the 
following conditions: 

• The number of tokens in the input place nodes are 
greater than or equal to the arc weight 

• There must be at least one combination of tokens 
within the input place nodes whose colours have the 
particular values stated in the arc inscriptions. If there 
are free variables, the variables take the value from the 
correspondent token colour. 

• The Boolean expressions of the guards (generally 
related to the token variables) must also be satisfied. 

Once the restrictions have been satisfied it is said that 
the transition is enabled and the modelled activity can 
occur. In such a case the following actions are 
performed in the input and output place nodes: 

• The tokens that enable the transition are consumed 
(destroyed) from the original input place nodes 

• New tokens are created in the correspondent output 
place nodes based on the values of the variables, the arc 
expressions attached to the output arcs and the weights 
of the arcs (there must be created as many tokens as the 
weight of the output arcs). 

The configuration that is obtained after the execution of 
a transition corresponds to a new state of the original 
system. 

 

3. NETLOGO 
NetLogo is a simulation environment which has been 
widely used in academia not only for teaching purposes 
but also for research ones (Romus-Catalin, 2011). 

NetLogo is an agent-based model programming 
environment built on the programming language JAVA 
and authored by Uri Wilensky.  Due to its flexibility it 
is suited to fully integrate the semantic rules present in 
CPN using the code available in the procedures window 
of NetLogo. The implementation of CPN semantic rules 
allow to govern the agents that interact within the 
environment in a more transparent way which is useful 
to understand the emergent dynamics caused by the 
agent interaction. 

 

3.1. Agents in NetLogo 
The NetLogo environment is made up of agents. Agents 
are beings that can follow instructions. There are four 
types of agents: 

 Turtles. Turtles are agents that move around 
the NetLogo environment. 

 Patches: The world is two dimensional and is 
divided up into a grid of patches. Each patch is 
a square piece of "ground" over which turtles 
can move. 

 Links: Links are agents that connect two 
turtles. Links can be directed (from one turtle 
to another turtle) or undirected (one turtle with 
another turtle). 

 The observer: The observer does not have a 
location - one can imagine it as looking out 
over the world of turtles, links and patches. 
Generally speaking the observer is the 
developer and can test instructions over the 
environment developed in order to verify the 
behaviour of the different agents. 

 

4.  CPN RULES AND THE CODE IN NETLOGO 
In order to make a straightforward translation from the 
CPN formalism into the NetLogo environment, it is 
necessary to determine a way to code the transitions, the 
place nodes and the firing rules within the NetLogo 
environment. The main idea is to combine the 
capabilities of the CPN formalism with the ability to 
manage the different agents that interact within the 
program in such a way that the emergent dynamics are 
more transparent to the analyst. The implementation of 
the CPN models will be exemplified with the use of one 
transition of the Open Space land-use model developed 
for the FUPOL project. 

 

4.1. Definition of Colours in the NetLogo 
environment 

The CPN of the open space model needs some colours 
to be defined. These colours are used as part of the 
different agents with the purpose of tracking down the 
information flow that takes place when a decision is 
performed by the agents. The following table illustrates 
the kind of attributes and colours that are used for the 
open-space CPN model. 

Table 1: Colour attributes of the open space example 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Colour Meaning 
Age Age of the citizen: most urban policies are highly dependent of 

the population age of citizens that will be affected. Age diversity 
usually is a problem when trying to devise the beneffitsa certain 
urban policy 

Ec Economical incomes rate: It takes a value between 0% to 
100%. 0% means unemployed without subsistence. 100% 
means a well standing economical position. This information is 
highly relevant to simulate the economic impact of urban 
policies. 

Kids Amount of kids bellow 18 years olds: this information is 
important to evaluate the social impact of urban policies. 

CultL Cultural level: A value between 1 (no studies) until 5 ( PhD 
level). This information is useful not only to evaluate the impact 
of a policy, but also to describe how his affinities can affect or 
can be influenced by their neighbourhood ´s opinions. 

Mobi Mobility: Describes the preferences of the urban population to 
access places (working, leisure, shopping, etc.). It is 
parameterized using 5 values: 1 – Car, 2 – Public urban 
transport (bus/subway),  3 – Public regional transport 
(train/buses), 4.- alternative transport means (cycle / by food)

Work -Z Work place: A discrete value indicating the amount of zones to 
travel to reach its working company. In this example it is used 
binary information indicating if the work place is in the area of 
the study. 

X Vector information (x coordinate with respect to a reference 
coordinate) which is used to evaluate the impact of a landing 
change in citizens living close or fare away of the land cell. 

Y Vector information (y coordinate with respect to a reference 
coordinate) which is used to evaluate the impact of a landing 
change in citizens living close or fare away of the land cell. 

Policy A value between 0% to 100% to describe de rate of 
acceptability of policy identified by colour Idp1. 

CivilS Is the civil status of the agent 
Dset this is only an identifier used for taking decisions. 
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These colours will be used for modelling the 
information flow within the model. It is possible to 
define these attributes with the use of lists to define 
several attributes referenced to the turtles, links or 
patches (agents). The next figure illustrates the kind of 
attributes that have been defined for the model within 
NetLogo. 

 

 

Figure 3: Agents attributes 
 

In the figure it can be appreciated that 4 kinds of agents 
are being used for the model: Turtles, links, patches and 
globals. In particular Globals is not an agent but a list 
variable that can be used as a global list which can be 
accessed by the agents in order to keep track of some 
global changes of the model. The global attributes can 
be thought as another place node that participates in all 
the transitions within the model. 
 The other attributes are just lists (among brackets) and 
are attached to any instantiation of an agent class. 

4.2. The place nodes 
Since the agents in the NetLogo environment can have 
attributes which can be represented with the use of lists, 
it is possible to establish a direct relationship (1 to 1) 
between the coloured tokens and the attributes of the 
agents. If the modeller make this kind of mapping then 
the set composed by agents (turtles, patches or links) 
with common attributes could be representing the 
entities or tokens that belong to a particular place node. 
Figure 4 illustrates the association of the attributes of 
the agents in NetLogo to the colours of the 
correspondent place nodes. 

 

 

 

 

 

 

 

 

 

Figure 4: Set Colour association 
 
Despite the fact that different agents have their own 
predefined attributes, it is possible to perform the 
particular definition of attributes through the use of 
lists.  

 

4.3. Transition nodes 
As it has been previously mentioned, the transition 
nodes are modelled through the definition (coding) of 
the different restrictions that must be satisfied by the set 
of agents that participate in the evaluation. All the 
restrictions imposed by the CPN elements (arc 
expressions, guards, weights) are evaluated in a single 
procedure that takes into account all of them in order to 
determine if the selected elements (agents) satisfy the 
correspondent restrictions.   
Figure 5 is an example of a typical transition that has 
been modelled in NetLogo for the Fupol project. 
 

 

 

 

 

 

 

 

 
Figure 5: A CPN transition node for land use 

participation 
 
The transition in  
Figure 5 models the decision taken by the agents 
(turtles) in order to foster the transformation of a 
particular open space into a green park area within their 
neighbourhood. This transition uses the sets composed 
by the turtles and globals and in order to determine if 
the agents foster or not a particular use of the patch. The 
key attribute to be satisfied in this example is the 
proximity of the agents to the land space under study. 
The latter is evaluated using the global attribute disf  
which evaluate that the distance from their current 
location to the space under study (assuming that it is 
located at the 0,0 coordinates) is within reasonable 
range: (sqrt(x^2+y^2) < disf). Where disf is the distance 
a normal family walks in order to get to the park. The 
following table explains the values of the colours that 
must be fulfilled by the agents in order to fire the 
transition: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Turtles

(Age,Ec,Kids, Cultl,Mobi,Work-Z,X,Y, Policy,civilS, Dset)

Links

(Turtle-id, prox-afin)

Patches

(Turtle-id, prox-afin)

Globals

(dis, disf, dise, xp, yp, tt)

Turtles

(Id,Age,Ec,Kids, Cultl,Mobi,Work-Z,X,Y, Pol1,Pol2,Pol3,Pol4,Pol5,Pol6,Pol7,civilS, Dset)

1’(R,Age,Ec,kids, 1,Mobi,1,X,Y, 
Policy,1, 1)

[sqrt(X^2+Y^2)<disf]

Globals

(dis, disf, dise, xp, yp, tt)

If Kids>0 and Ec<20 or Ec>70 then
1’(R,Age,Ec,kids,1,Mobi,1,X,Y, Pol1,Pol2,Pol3, 
Pol4+20,Pol5,Pol6,Pol7,1,1)

Else

If Age>=60 then

1’(R,Age,Ec,kids,1,Mobi,1,X,Y, Pol1,Pol2,Pol3, 
Pol4+20,Pol5,Pol6,Pol7,1,1)

Else

If Age < 60 AND Ec = 0 then

1’(R,Age,Ec,kids,1,Mobi,1,X,Y, Pol1,Pol2,Pol3, 
Pol4+10,Pol5,Pol6,Pol7,1,1)

1’(dis,disf,dise,xp,yp,tt) 1’(dis,disf,dise,xp,yp,tt)
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Table 2: Description of the expressions used in the 

model 
Colour Restriction Description 
Dset = 1 The turtles that have the 

identifier Dset set to 1 will 
participate in the 
evaluation. This value 
indicates that this agent is 
within one particular radius 
(in the example is 10)  

sqrt(x^2+y^2) < disf This guard specifies that 
the agent is within the 
acceptable walking 
distance for a common 
family  

If Kids>0 and Ec<20 or Ec>70 then 
1’(R,Age,Ec,kids,1,Mobi,1,X,Y, 
Pol1,Pol2,Pol3, 
Pol4+20,Pol5,Pol6,Pol7,1,1) 

 If the agent have kids and 
has a certain income, it will 
foster the policy related to 
the Park with 20 units 

If  Age>=60 then 
1’(R,Age,Ec,kids,1,Mobi,1,X,Y, 
Pol1,Pol2,Pol3, 
Pol4+20,Pol5,Pol6,Pol7,1,1) 

If the agent is older than 60 
it will foster the Park 
development with 20 units 

If Age < 60 AND Ec = 0 then 
1’(R,Age,Ec,kids,1,Mobi,1,X,Y, 
Pol1,Pol2,Pol3, 
Pol4+10,Pol5,Pol6,Pol7,1,1) 

If the agent is younger than 
60 yrs but is in bankruptcy, 
it will foster with a lower 
quantity the transformation 
to a green park. 

 
 

4.4. NetLogo Code 
The previous model can be coded in the Procedures 
window of NetLogo. The correspondent code whose 
outcome is the one obtained from the previous CPN 
model is shown in Figure 6 

 

Figure 6: The equivalent code to translate the CPN 
model 

 
 

The code is a subroutine within a more general 
program, but it is useful to exemplify the translation of 
the previous model into the environment.  

The name of the procedure is called cit-policy-2. 
The first line asks turtles [set dset 0] initializes the 
value of the dset  attribute to 0. 

The line ask patches with [pcolor = green] [ask 
turtles in-radius 10 [set dset 1]] verifies that the agents 
(turtles) within a certain distance will participate in the 
evaluation, if so; the dset attribute is set to 1. 

The next three lines of the code do not correspond 
to any expression of the CPN model. The following 
ones correspond to the restrictions stated in the 
formalism. 

For example the lines 
 

 
 
Verify that the dset attribute has the value 1 and 

based on the value of the kids, Ec, variables, it assigns 
the new value for the evaluated policy.  The function 
dist : 

 
 
Calculates the distance of the evaluated agent to 

the studied cell: (sqrt(X^2+Y^2))  
Then it assigns this distance to the global variable 

dis.  In the next statement, the value of the dis variable 
is compared to that of the global variable disf. Finally 
the new value for the correspondent colour (item 2 
policy) is updated making use of the auxiliary variable 
tt.   
 

The two remaining ASK TURTLES subroutines are 
the equivalent for the corresponding IF expressions of 
the output arc of the model in Figure 5: 

 
 
 
 
 
 
 
It must be clarified that in the case of the variable 

Policy, it is used a list for the attributes PolX instead of 
single variables just for the purpose of code readability. 

The previous subsection illustrates how it can be 
translated a CPN model into a NetLogo environment. 
The following section presents some parts of an Open 
Space model which has been implemented in NetLogo 
in order to be used as part of the module that will 
simulate the behaviour of societies under particular 
policies.  

 
 

5. OPEN SPACE MODEL 
The model represents an old industry placed in a 

town that during last decades has been surrounded by 
residential habitats, and due to several economic and 
social factors it has been moved to an industrial area. 
Different options for the land cell in which this industry 
was placed are under evaluation under a social and 
economic perspective.  

The main actors that should be modelled to predict 
the acceptability and the exit of a certain land change 
are: 
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1. Set of Land use Policies: For each land entity 
the set of acceptable land changes should be described 
as a policy.  In this particular problem, a set of 
acceptable land changes are described in the next table. 

 
 

Table 3: Different Policies 

 
Each policy is described accordingly to its 

acceptability by a certain profile of citizens. Thus, 
considering Policy 1, its acceptability could be fostered 
by: 

• Elderly people: Residents above 65 years old 
(retired people) with an acceptable healthy conditions 
(mobility) could be users of a green area close to their 
homes. 

• Family residents: Parents with young kids 
could be users of a green area during week-ends or after 
school hours. The green area should be located close to 
their homes or close to the school.  

• Unemployed people: Parks are frequented by 
people without job obligations.  

• Cafe owners: Cafes, pubs and lounges placed 
close to a small green area use to increase the amount of 
customers.  

There are other aspects that can affect these rules, 
such as the weather conditions (i.e. rainy area), security 
conditions in the neighbourhood area, accessibility, 
amount of green areas located near the proposed area, 
etc. Some of these aspects can be modelled as boundary 
conditions which can be seen as predictions that can 
change on a year basis time. The model proposed, 
allows an open source policy description, which a 
parameterized weight influence that can depend on the 
boundary conditions, which can also be described by 
end-users. 

2. Set of Citizens: Land changes appear because 
of humans needs. Usually, citizens’ needs can be 
described as a combination of social, economic and 
environmental needs. Since urban policies will be 
described in FUPOL considering the effects in citizens´ 
needs (i.e. Citizens´ acceptability), citizens should 
provide all the information and data to predict how an 
urban policy would fulfil its preferences. 

 
 
 
 
 

5.1. Coloured Petri Net Description 
The description of the causality of the different agent 
decision making will be defined using the CPN 
modelling formalism. With the use of the CPN causal 
models, the land use change can take into account not 
only the influences by the surrounding areas (adjacent 
cells) but also by the interaction with other areas or 
agents that affect the decision of fostering one or 
another kind of policy. 

• Citizen Agents. The attributes or characteristics of 
the different citizen agents can be described by the 
colours of the tokens that flow through the model. 

In the next table, the attributes are presented for the 
following colour set which is used for modelling the 
industrial land-change: 

Cz=productAge*Ec*Kids*CultL*Mob*Work*X*Y*Z*
idp1*p1V*idp2*p2V*idp3*p3V*ta 

 

Table 4: Citizen Attributes 
 

Colour Meaning 

Age Age of the citizen: most urban policies are 
highly dependent of the population age of 
citizens that will be affected. Age diversity 
usually is a problem when trying to devise the 
beneffits of a certain urban policy 

Ec Economical incomes rate: It takes a value 
between 0% and 100%. 0% means 
unemployed without subsistence. 100% 
means a well standing economical position. 
This information is highly relevant to simulate 
the economic impact of urban policies. 

Kids Amount of kids bellow 18 years olds: this
information is important to evaluate the social 
impact of urban policies. 

CultL Cultural level: A value between 1 (no studies) 
until 5 ( PhD level). This information is useful 
not only to evaluate the impact of a policy, 
but also to describe how his affinities can 
affect or can be influenced by their 
neighbourhood ´s opinions. 

Mob Mobility: Describes the preferences of the 
urban population to access places (working, 
leisure, shopping, etc.). It is parameterized 
using 5 values: 1 – Car, 2 – Public urban 
transport (bus/subway),  3 – Public regional 
transport (train/buses), 4.- alternative 
transport means (cycle / by food) 

Work Work place: A discrete value indicating the 
amount of zones to travel to reach its working 
company. In this example it is used binary 
information indicating if the work place is in 
the area of the study. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Policy 1 Industry ---> Park green 
Policy 2 Industry ---> Facility : School 
Policy 3 Industry ---> Facility: Health 
Policy 4 Industry ---> Facility : Leisure area 
Policy 5 Industry ---> Facility: Intermodal transport 
Policy 6 Industry ---> Commercial Area 
Policy 7 Industry ---> Residence Area 
Policy 8 Industry ---> Business Area 
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    Table 4. (cont.) 
 

Colour  Meaning 
X Vector information (x coordinate with respect 

to a reference coordinate) which is used to 
evaluate the impact of a landing change in 
citizens living close or fare away of the land 
cell. 

Y Vector information (y coordinate with respect 
to a reference coordinate) which is used to 
evaluate the impact of a landing change in 
citizens living close or fare away of the land 
cell. 

Z Vector information (not used in this example) 
which can be used to evaluate the impact of 
a landing change in citizens living close or 
fare away of the land cell. 

Idp1 A citizen should have certain preferences 
towards certain land changes fostered by 
some policies. This colour is used to identify a 
policy for which the citizen could feel a 
certain degree of acceptability. 

P1v A value between 0% and 100% to describe 
de rate of acceptability of policy identified by 
colour Idp1. 

Idp2 A citizen should have certain preferences 
towards certain land changes fostered by 
some policies. This colour is used to identify a 
policy for which the citizen could feel a 
certain degree of acceptability. 

P2v A value between 0% and 100% to describe 
de rate of acceptability of policy identified by 
colour Idp2. 

Idp3 A citizen should have certain preferences 
towards certain land changes fostered by 
some policies. This colour is used to identify a 
policy for which the citizen could feel a 
certain degree of acceptability. 

P3v A value between 0% and 100% to describe 
de rate of acceptability of policy identified by 
colour Idp3. 

ta The citizen attribute information must be 
understood as a time stamp data. Thus, 
some values can change according to a 
simulation time basis mechanism. This 
attribute represent the time stamp of the 
information represented in the attributes. 

 
Next Figure illustrates the CPN model of Policy-1: 

Industry –> Park green, in which the policy impact 
acceptability is described according to the boundary 
conditions, the citizen characteristics and the city 
resources capacities. 

 
 
 
 
 
 
 
 
 

Figure 7: Policy Model1 
 

The arc expressions of the model are presented in 
the following table. 

 

 
 
 
 

Table 5: Arc expressions 
A1 1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,v12,v13,v14,v15,v16) 

A2 if (v10=vp) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11+vval,v12,v13,v14,v15,v16) else 
if (v12=vp) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,v12,v13+vval,v14,v15,v16) else 
if (v14=vp) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,v12,v13,v14,v15+vval,v16) else 
if (v11 <= v13) andalso (v11 <= v15) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,vp,vval,v12,v13,v14,v15,v16) else 
if (v13 <= v11) andalso (v13 <= v15) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,vp,vval,v14,v15,v16) else 

                1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,v12,v13,vp,vval,v16) 

A3 if (v10=vp) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11+vval,v12,v13,v14,v15,v16) else 
if (v12=vp) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,v12,v13+vval,v14,v15,v16) else 
if (v14=vp) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,v12,v13,v14,v15+vval,v16) else 
if (v11 <= v13) andalso (v11 <= v15) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,vp,vval,v12,v13,v14,v15,v16) else 
if (v13 <= v11) andalso (v13 <= v15) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,vp,vval,v14,v15,v16) else 

                1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,v12,v13,vp,vval,v16) 

A4 if (v10=vp) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11+vval,v12,v13,v14,v15,v16) else 
if (v12=vp) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,v12,v13+vval,v14,v15,v16) else 
if (v14=vp) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,v12,v13,v14,v15+vval,v16) else 
if (v11 <= v13) andalso (v11 <= v15) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,vp,vval,v12,v13,v14,v15,v16) else 
if (v13 <= v11) andalso (v13 <= v15) then 
1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,vp,vval,v14,v15,v16) else 

                 1`(v1,v2,v3,v4,v5,v6,v7,v8,v9,v10,v11,v12,v13,vp,vval,v16) 

 
 
 
In the previous figure there are 3 transitions 

(driving forces) which evaluate the impact (benefits to 
the population) of changing the industrial use to a green 
park. 

Elderly People (old transition): There are 3 
different entities (agents) that take part when evaluating 
this driving force: Citizen (Place node Citizen), Policy 
impact on elderly people (Place node Pol1) and 
boundary conditions (place node BC_Parks).  In this 
transition it is checked the characteristics (arc 
expression a1 described in precedent tables, of the agent 
(citizen), using the arc expression: 

 
[v1>=vagandalso dist(v7,v8,px,py)<md] 
 
which tests if the agent is an old citizen (first 

colour Age of the arc expression A1, variable v1, which 
is compared with the estimated age of pensioners which 
is represented in the variable vag in the arc expression 
1`(vp,vag,vval,px,py,md)) and that lives close to the 
land cell under study obtained using the variables v7 
and v8 which represent the home location of the agent 
mapped with the colours X and Y in arc A1, and the 
variables px and py which represent the industrial land 
location in the arc expression 
1`(vp,vag,vval,px,py,md)). 

 
As a consequence of this driving force, the agent 

acceptability for this policy will be updated with a 
certain increment represented in arc expression A2. The 
right increment will be defined partially in the policy 
definition, but also on the agent affinity to other policies 
(such as for example a leisure or a commercial area). 
Thus arc expression A2 allows computing the affinity in 
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the colour Pv1, Pv2 or Pv3 in case the agent has shown 
other preferences using as a reference the value of 
variable vval specified in the policy definition. 

 
Next figure illustrates this transition, in which a 

citizen represented by a token has the following 
characteristics: 

 
Age Ec Kids CultL Mob Work X Y Z Idp1 P1v Idp2 P2v Idp3 P3v t

65 70 3 5 1 0 100 100 - 0 0 0 0 0 0 1

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Citizen evaluation 
 
As a result of firing the transition, the new agent 

state information will be: 
 
 
 
 
 
In the next figure it is represented the same policy 

(industrial use park green) but considering effects on 
families with kids. The main difference with regards to 
the previous transition is in the guard expression:  

 
[v3>nkandalso((v2>=70)orelse(v2<20)) 
andalsodist(v7,v8,px,py)<md] 

 
In which it is checked the amount of kids 

(represented in variable v3 that corresponds to Kids 
attribute) and the economical capacity of the agent 
(represented in variable v2 that corresponds to colour 
Ec). 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Evaluation of families with kids 
 
 
Citizen Agent interaction: There are several 

interactions that can be formalized in a social context, 
but in this example citizen’s interaction has been 
modelled as a proximity interaction or as an affinity 
interaction. 

Social interaction by proximity has been modelled 
in such a way, that a policy which is not supported at all 
by one of the agents and is not highly ranked by the 
other agent, its acceptability is decreased.  

Next figure illustrates the proximity interaction in 
which 2 citizens explains their opinions to foster or 
reject a policy. Place node High-op is used to check 
which one is the policy with highest affinity to each 
agent. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10: Proximity interaction 
 
As it can be observed in arc expressions a2 and a3, 

affinity of the citizen to a certain policy is decreased by 
a certain amount: variables v11,v13 and v15 represent 
colours P1v, P2v and P3v for one agent, and variables 

Age Ec Kids CultL Mob Work X Y Z Idp1 P1v Idp2 P2v Idp3 P3v

65 70 3 5 1 0 100 100 - 1 20 0 0 0 0
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vv11, vv13, vv15 represent also the same attributes but 
for the other agent. 

 
Guard expression attached to Highest transition, 

checks that both agents are candidates for a proximity 
interaction (i.e. they live in the same area): 

 
[dist(v7,v8,vv7,vv8)< 10000] 
 
These are just some examples of the different 

transitions that rule the behaviour of the correspondent 
agents.  

 
5.2. Implementation of the Open Space Model in 

NetLogo Environment 
After the causal relationships have been defined 

through the CPN formalism, it is possible to translate 
those rules into the MAS environment. It is fair to 
mention that the rules defined with the CPN formalism 
can be used for implementing the interaction in any 
kind of agent architecture or MAS simulation program 
not only in NetLogo environment.   

The causal model for land use relies mainly on 
three different agent behaviours: 

- Citizens: This agent allows evaluating the 
benefits and shortages of the different policies proposed 
accordingly to the expected needs of each citizen. All 
citizens are modelled as turtle agents in NetLogo  

 
- Urban Resources: A City or the urban area 

under study, is represented by a discretized grid of small 
areas, each one identified by a reference to a certain 
location (i.e. georeferenced), and by a functionality. 
Thus, an area can be characterized by the infrastructures 
and resources deployed, such as for example: a school 
(1), a health facility (2), a green park area (3), a 
transport facility (4), a leisure or a commercial centre 
(5), a residence area (6) or a business area (7). All areas 
are modelled as patches agents in NetLogo 

- Interactions: Citizens could iterate with other 
citizens based on: 

- Proximity relationship: they are neighbours 
and can casually share their opinion regarding certain 
policies that could affect the initial score of each policy.  

- Affinity relationship: Citizens that live in 
different areas share some characteristics that allow 
them by means of physical interaction or through social 
IT networks to share their opinions regarding policies. 
All interactions are modelled as link agents in NetLogo. 

- Global Information: There are some data 
which cannot be represented in the agents, instead they 
specify global boundary conditions, context scenario 
information, or experiment hypothesis. In this open 
space model, it has been setup 4 constants to evaluate 
different policies for an open space area. 

 Disf: The maximum average distance that 
usually can walk a family with kids from its 
residence to a green park area. 

 Dise: The maximum average distance that 
usually can walk elderly people to a green park 
area. 

 Xp, Yp: Especify the open space area location 
under study. 

 Global information is formalized by global 
variables in NetLogo.  

 
In the next figure it is illustrated the NetLogo 

model implemented using the previous CPN models. 
There are some buttons which allow the user to test 
different configurations for the same model. The 
magenta cell represents the open space grid under study. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 11: The NetLogo Simulator 

 
The simulator allows also determining which kind 

of relationship is possible to permit among the agents 
that participate in the system (e.g. proximity or affinity). 
The main outcomes that can be obtained from the 
simulator are the weights of the policies that result more 
attractive to the general actors within the model (i.e. 
population). The following table presents some results 
obtained with the initialization of different parameters 
which can correspond to particular configurations of an 
example system. 

 
Table 6: Outcomes for different configurations 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Configuration Outcomes

People Schools Hospitals Parks Transport Leisure Policy 0
(school)

Policy 1
(health)

Policy 2
(park)

Policy 3
(Transport)

Policy 4
(Leisure)

400 10 5 5 5 5 98 0 45.5 1.3 41.4

400 5 5 5 5 5 100 0 32.4 0 46

400 20 1 10 5 5 52 15 11.7 7 48.5

400 20 1 10 5 10 48 19 20 1 40.4
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6. CONCLUSIONS AND FUTURE WORK 
Under the framework of the FUPOL project one 

challenging task is the policy modelling and analysis. 
The proposed methodology has been performed through 
a novel approach which models the different actors in a 
policy process as agents whose behaviour is governed 
by a causal modelling developed in coloured Petri nets. 
The translation of the CPN models into the NetLogo 
environment allows a novel way of understanding the 
causal relationships that are behind decision making in 
society. With the use of CPN it is possible to implement 
the causal relationships that govern the agent behaviour 
in such a way that more transparency is achieved during 
the evaluation of a particular policy. The approach 
presented will be used during the development of a 
simulation module within the FUPOL framework which 
will allow the participation of real citizens through 
social networks to determine the parameters of some 
characteristics of the simulation model (boundary 
conditions). With the previous approach it is expected 
that more transparency and e-participation will be 
gained for the common population within a city, region 
or community. 

 The next steps of the simulation approach are the 
following ones: 

• Verification of the parameters that govern the 
behaviour of the particular agents through field studies, 
polls, questionaries’ etc. 

• Field testing of the approach with a particular 
region, city, or community. This step will be performed 
in the pilot cities of the project. 

• The simulation module must be integrated with 
the IT tool developed by the FUPOL project in order to 
test or verify that the proposed approach certainly is 
useful to foster e-participation within a community. 
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ABSTRACT 

Transportation has been identified as a major barrier to 

healthcare access, particularly, within vulnerable 

population groups. The level of healthcare access that 

most population segments have in traditional transit 

systems may be increased with new initiatives that 

involve complex and large investments in transit 

oriented developments (TOD) projects. However, the 

increasing attractiveness of neighborhoods affected by 

TOD initiatives may result in the gentrification of 

vulnerable population segments. These vulnerable 

segments are likely to be relocated into less attractive 

neighborhoods characterized by inadequate transit 

systems. This relocation increases the probabilities of 

reducing healthcare access for these underserved groups 

leading to an increase in health disparities. The present 

discussion calls for research to explore relevant factors 

that affects these dynamics. A framework that enables 

the identification of individual factors that affect 

gentrification processes under TOD initiatives as well 

as quantifying the effects from these processes is 

suggested in this paper. A system dynamics framework 

that allows the understanding of the dynamics 

associated with this system is suggested in this paper. 

Critical areas for empirical research are highlighted. 

These are prerequisites for the effective deployment of 

initiatives that ensure the mitigation of possible 

negative impacts on vulnerable populations. 

 

1. INTRODUCTION 

Transportation has been cited one of the most critical 

barrier to access to healthcare (Institute of Medicine 

1993). A large number of studies indicate the negative 

impacts of transportation barrier towards access to 

healthcare, predominantly, for vulnerable population. 

Rittner and Kirk (1995) report that a majority of low 

income old people in poor health condition depended 

on public transit as their only means of accessing 

healthcare services. Okoro et al.(2005) report ‘lack of 

transportation’ and a possible dependence on public 

transportation as one of critical barriers to healthcare, 

especially for women, in a study of overcoming the 

barriers to preventive care among older population. 

Similar results are reported by Fitzpatrick et al.(2004). 

Flores et al.(1998) found that transportation problem 

was cited by 21 % of the parents as the reason for lack 

of access to healthcare when studying the barriers to 

healthcare access among Latino children. Ahmed et al. 

(2001) report comparable results from studying barriers 

for non-elderly, poor Americans segments in urban 

settings. In a study conducted in a community health 

center settings, Shook (2005) reports that 32 % of the 

patients reported a transportation barrier within the last 

year, with most problems related to transit. 

Consistently, this author finds that this barrier affects 

the vulnerable populations more severely than the rest. 

From the discussion above it is evident that 

transportation remains to be a major barrier to 

healthcare and that transit is a possibly inefficient but 

the only (and hence important) means of accessing 

healthcare especially for the most vulnerable 

populations. 

 

1.1. Background 

The idea of promoting livability through development 

centered on transit corridors has generated a significant 

attention from the public opinion in recent times. The 

concept of livability is centered around the degree of 

equivalence between the needs of individuals and the 

provisions within the society/environment to satisfy 

those needs (Veenhoven and Ouweneel 1995). 

Livability is concerned with the need of an individual to 

live in a socially amenable environment that promotes 

individual as well as collective well-being (Newman 

and Kenworthy 1999). Public transportation plays a 

unique and important role in promoting livability. 

Transportation hubs (stations) become points at which 
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people meet and interact with each other; stations 

become centers of commerce and social events and 

recreation while providing better mobility to people by 

connecting neighborhoods (Transportation Research 

Board 1997). Most important elements of TOD include 

higher density and mixed land use, and ease of access to 

high quality public transportation in which car rides are 

replaced by walking and biking and creating a sense of 

identity within the community (Cervero, Ferrell et al. 

2002). During the past decade a large number of major 

urban centers in the US are planning or implementing 

some class of mass transit system using TOD as a base 

(Belzer and Autler 2002). This idea is gaining 

momentum among local and state governments as well 

as federal transportation agencies. 

 A critical consideration that emerges from the 

discussion above is the effect of transit oriented 

initiatives on an already weak level of access to 

healthcare that elderly and medically fragile vulnerable 

populations have. Particularly, the rising cost of housing 

in areas that have easy access to public transportation 

under TOD initiatives are likely to make those housing 

options unaffordable to these vulnerable segments. The 

gentrification of low-income neighborhoods due to 

TOD may cause a reduced access to public 

transportation for vulnerable populations. This further 

impedes their access to healthcare.  

 Gentrification effects due to TOD initiative have 

already been explored in the literature. Kahn (2007) 

presents results from an extensive study spanning 14 

cities that have implemented TOD initiatives. The 

author utilizes home price and demographic data for the 

neighborhoods affected by rail transit access and 

compared them with similar neighborhoods without rail 

transit access. Since a large number of factors are 

shown to affect the degree of gentrification, outcomes 

from these studies vary significantly. For example, 

TODs providing Walk and Ride access to transit have 

seen gentrification in Washington DC and Boston 

metropolitan areas while an absence of effects are 

observed in Los Angeles and Portland. The empirical 

evidence indicates that the level of gentrification is 

associated with the appreciation in the property values 

due to transit access, and as indicated by Bowes and 

Ihlanfeldt (Bowes and Ihlanfeldt 2001), this itself is a 

multi-factorial problem. While acknowledging the 

potential harmful effects of TOD initiatives in causing 

gentrification, Poticha (2007) has pointed to the  

possible lack of mitigation tools in many of the TOD 

projects. The degree of impact on vulnerable 

populations is reliant upon the large number of 

individual factors that intervene in this process as well 

as their interactions and interrelationships. This makes 

the problem of accessing and mitigating such effects 

more complex. 

 

1.2. Critical Factors Underpinning Healthcare and 

Livability on Transit Corridors 

The mobility within the transit corridor is centered on a 

high quality public transportation system such a rail 

(light or heavy) or a bus. Having an easy access to 

transit stations is fundamental to mobility. This 

preference is evident from the positive rise in the cost of 

the properties in the vicinity of the transit stations (Bajic 

1983; Armstrong 1994; Gibbons and Machin 2005; 

Hess and Almeida 2007). A study by Chen et al.(1998) 

has reported that the positive effect of accessibility on 

property values dominates the negative impacts due to 

noise, pollution and criminality in case of Portland, 

Oregon. However, a study by Bowes and Ihlanfeldt 

(2001) conducted in Atlanta, Georgia, indicates that the 

magnitude and direction of the impact of transit access 

on property values may also depend on other factors 

such as retail activity, crime, noise, pollution and traffic 

associated with the stations. Smith and Gihring (2006) 

call for the resulting value of this positive linkage 

between transit access and property values to be 

captured for transit projects financing. 

 Accessibility is the most important and well-

studied issue analyzed in livability communities. A safe, 

open and convenient pedestrian environment is the 

basic requirement for a pedestrian friendly transit 

corridor. For example, Schlossberg and Brown (2004) 

present 12 geographic information based on walkability 

measures to visualize and quantify the pedestrian 

environments. Other important design factors related 

with walking distance and building site design are 

found in (O'sullivan and Morrall 1996; Bernick and 

Cervero 1997; Nelson, Niles et al. 2001; Zimring, 

Joseph et al. 2005; Samuelson 2009; Miller, Hoel et al. 

2010). Various investigations have analyzed the 

interaction between land use and transportation system 

(Hanson 1995; Rodrigue 1997) while the model of 

interaction between transportation and public health and 

quality life has drawn plenty attention (Frank 2000). 

Despite the interactions between the transit systems and 

land use, the topic of gentrification resulting from TOD 

initiatives has been unexplored. 

    

2. RESEARCH QUESTION   

Literature that explores the impact of livable transit 

corridor development on the healthcare of vulnerable 

population is limited.  This research is extremely 

important in view of the recent popularity of TOD 

initiatives and the possibility of adoption of these 

projects on a larger scale. The purpose of this research 

is to identify key factors and relationships that impact 

this process and create a framework wherein this system 

can be modeled and simulated. An important outcome 

of this exercise is the identification of areas for 

empirical research that is not yet available. Further, this 

model enables a generic understanding of the processes 

that affect gentrification and hurdles to healthcare 

access. The proposed model may become a basis for 

numerous experiments within the cost and practicality 

constraints.  

 The system at hand is complex and has a number of 

intricate feedback effects associated with it. For 

example, the negative impact of healthcare access may 

lead to deterioration of health condition which imposes 
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economic challenges that aggravate vulnerability and 

lead to further reduction in healthcare access increasing 

disparity. Similarly, investment in transit system may 

advance the local economic development for affected 

neighborhoods and surrounding areas. This may provide 

more resources for further development of transit 

systems. The presence of such relationships makes 

system dynamics an ideal choice as far as the modeling 

paradigm is concerned. 

Maintaining the affordability of the housing in such 

corridors for medically fragile populations is a potential 

strategy for mitigating such negative impacts. However 

the positive pressure on housing prices in the corridor 

region means increasing subsidies to make such policies 

feasible. The nature and magnitude of such and other 

initiatives can only be ascertained when adequate 

research on the lines as proposed here becomes 

available. A framework capable of assessing potential 

interventions in this setting is necessary. 

 

3. RESEARCH APPROACH 

The concept livability may encompass multiple 

qualitative attributes of a community’s quality of life, 

including physical and mental well-being, educational 

and employment opportunity, recreation, built 

environment, safety, and political efficacy. An ideal 

characterization of a livable community with a well-

being focus includes concepts of representation and 

responsiveness in the planning and policy generation 

processes, proximate access to safe public transit, green 

space, and improved air quality, among others. This 

includes a supporting system in which vulnerable 

population groups are protected and intervention 

strategies may be timely identified. The Partnership for 

Sustainable Communities Sustainable (2012) describes 

livable communities as those that promote public 

health, educational opportunities, and green 

environmental practices, among others. Thus, the 

concept of livability is necessarily broad and 

encompasses a host of economic, social, health, and 

perceptual characteristics. None of these attributes of 

transit corridor livability may stand independent, 

though. That is, the conceptualization of a transit 

corridor as a system necessarily implies that the 

constituent parts are interrelated to some degree. For 

example, perceptions of safety may be a function of the 

built environment and improved air quality may be a 

function of more transportation choice; both these 

relationships may, in turn, contribute to a transit 

corridor’s economic competiveness. However, as 

indicated before, this generates a variable degree of 

gentrification of vulnerable groups that depends on the 

location of each station and the rail line of the corridor.  

 It is understandable, then, that the study of such a 

system requires identification of these attributes as well 

as an understanding of how each attribute may act upon 

others to promote either reinforcing or balancing 

behavior of the overall system. It is difficult to 

conceptualize, let alone empirically capturing, the 

overall system behavior stemming from the myriad of 

causal relationships among these factors. It also difficult 

to visualize how transit policy interventions may alter 

livability, and in particular, public health effects, within 

a system, and even more difficult to understand the 

disparate impact such interventions may have among 

population and vulnerable groups or neighborhoods. 

System Dynamics offers an attractive approach to 

capturing the complexities inherent within a transit 

corridor system and how the system may respond to 

interventions. In addition, since livability is inextricably 

linked to the experience of place and the surrounding 

built environment, tools and techniques designed to 

address issues such as proximity, density, area, and hot 

spots are also essential to our approach. For example, 

from the health perspective, the concept of livability 

may include pedestrian access or walk-ability to transit 

service station while considering the mobility levels of 

each pedestrian sub-population such as elderly. 

 Mental models are unable to accommodate the 

complexity of interactions that are some distance from 

the immediate problem. Through a system dynamics 

approach, the measurement of the dynamic impacts of 

transit feeder interventions over time are meant to allow 

stakeholders (especially policy makers and traditionally 

underserved communities) to interpret the information 

differently by allowing alteration of mental models. 

Traditional approaches have not been well suited to 

anticipate the second and third order health-related 

consequences of competing policy options upon 

particular population segments (e.g., underserved 

communities) and, in some instances, have resulted in 

policy resistance (e.g., resulting in unanticipated 

changes in livability). Our system dynamics approach 

allows us to understand -- as well as anticipate -- the 

dynamic behavior of the population health dynamics of 

neighborhoods beyond the transit station area over time, 

particularly on those vulnerable groups, and allows us 

to empirically demonstrate changes in the system’s 

behavior which may be counterintuitive or would not 

have been evident if approached with more traditional 

causal methodologies. With our proposed approach, 

decision makers may simulate over time the dynamic 

interaction and ‘ripple effect’ of adopting any 

combination of feeder transit corridor policy options 

and the sensitivity of various sub-populations to these 

interventions. 

 

4. CONCEPTUAL MODEL DESCRIPTION 

The conceptual model representing the dynamics 

described and key causal relations is introduced in this 

section. Figure 1 below illustrates the proposed 

conceptual model. A description of the dynamic 

hypothesis that forms the basis of the model follows. 

 The dynamic hypothesis is developed from the 

discussion based in the previous section. The causal-

loop diagram presented in Figure 1 suggests that the 

investment in TOD projects enables the deployment of 

greater number of transportation resources. 
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Figure 1. Causal Loop Diagram Representing the Dynamic Hypothesis 

 

This leads to the development of an efficient 

transportation system. Simultaneously, the availability 

of efficient transportation becomes an asset for the 

region that attracts investments and fosters economic 

activity as indicated in section 1.1 and 1.2. Thus, the 

areas affected by the TOD solution become centers for 

commercial activity. The resulting employment 

opportunities attract migrants to the region which 

increases the demand for the transit and leads to 

congestion. However, the increasing commercial 

activity in the region produces a greater income in form 

of tax revenues for the local authorities. This income 

may be reinvested in the TOD or other related project 

that further transit development. 

 The effectiveness of the transit determined by the 

key transit performance parameters is one of the factors 

affecting the values of home prices in the vicinity of the 

transit access. Two additional important factors involve 

the overall trend in housing prices in the region as well 

as the efforts within the TOD initiatives to maintain the 

affordability of the housing within the corridor. 

Affordability of housing within TOD may be 

maintained by allowing higher density construction and 

providing subsidies to make affordable housing option 

available to the low-income populations. The 

combination of these factors determines the magnitude 

of change in the housing prices in the corridor.  

 An increase in the housing prices in the corridor 

may result in gentrification process of the population 

having a lower socio-economic profile. This process 

may occurs because of the increasing rents and taxes 

that result from the increasing house prices will be 

likely out of reach of these vulnerable classes. The 

displaced population is forced to be relocated into areas 

that have comparatively lower access to public transit. 

Simultaneously, the gentrification process may occur to 

those who experience mobility issues, e.g., elderly or 

those who suffer a chronic disease and are considered a 

vulnerable population. Since many spaces affected by 

the TOD solution are purposively design to be walk-

able spaces, these vulnerable populations may find 

limited transporting options that cause them to leave to 

other areas.  

 As the underserved population relocate, the access 

to public transit is reduced while experiencing increases 

in their vulnerability. The reduced access leads to likely 

neglect their medical care and further deteriorates the 

health status of these vulnerable individuals. This 

relocation might lead to a further decline in their socio-

economic profile, e.g., a longer commute may increase 

transportation expenditures jeopardizing job continuity. 

Figure 2 presents a stock and flow model that 

implements this dynamic hypothesis. The model is then 

simulated under hypothetical conditions to determine its 

behavior. The results of the simulation are presented 

and discussed in the next section. 

 

5. RESULTS 

The model is executed for an experiment wherein the 

‘Investment fraction in affordable housing’ is alternated 

between 0.001 (scenario 1) and 0.005 (scenario 2). This 

fraction represents the relative portion in TOD 

investments dedicated to subsidizing or making 

available, through a generic theoretical intervention, 

affordable housing to the disadvantaged. Notice that the 

values used in these experiments are theoretical.  
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Figure 2.  Stock and Flow Model  

 

These hypothetical values do not represent anything and 

they are just used to explore the theoretical behavior. 

The resulting system behavior is based on our synthetic 

representation of a real-world situation. Thus, at this 

stage, we are seeking to mimic the behavior of each 

synthetic variable according to its corresponding real-

world representation without focusing on accurate 

levels of the variable. The refinement and calibration of 

the model will be executed on subsequent research 

activities.  

  The fraction indicated above may potentially 

represent a relative mitigation of the gentrification 

process.  Figure 3 below illustrates the trend in 

vulnerability to access under the scenarios mentioned 

above where the continuous line represents the scenario 

1 while the segmented line represents the scenario 2. As 

expected in this theoretical model, it is observed that 

increasing the allocation funds for affordable housing 

within the TOD projects reduces the vulnerability to 

healthcare access over time.  

 The opposite is true when relatively fewer or none 

funds are allocated for this purpose.  A similar trend is 

seen in the Socio-economic status. Availability of 

affordable housing within the TOD corridor leads to an 

improvement in the socio-economic status due to 

increased access to both healthcare and economic 

opportunities. Conversely, a lack of funding is likely to 

lead to gentrification and possible deterioration of 

socio-economic status due to reduced access to 

healthcare and the resulting disadvantage from 

employment perspective. 

 

 
Figure 3. Vulnerability to Reduced Healthcare Access 

 

 
Figure 4. Socioeconomic Status 
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 The level of transit effectiveness within the TOD 

corridor is reported in Figure 5. The transit 

effectiveness is expressed as a function of the demand 

for transit and the available capacity of the transit.  The 

available capacity of transit is characterized as the 

function of the transit frequency for a constant per trip 

carrying capacity. Figure 6 illustrates the trend for the 

price of houses close to the transit locations. The trends 

are influenced by the proportion of funds available from 

affordable housing initiatives. Adequate funding levels 

allocated to affordable housing in the TOD corridor 

have the capability of mitigating the negative impact of 

transit access on housing prices and help keeping 

average housing prices controlled. An absence of such 

initiatives is likely to result in a price increase in the 

TOD corridor housings, as transit access is increasingly 

seen as a useful feature of houses in transit vicinity. 

 

 
Figure 5. Transit Effectiveness 

 

 
Figure 6. Pricing Effect of Transit Access on Housing 

Prices 

 

  

6. CONCLUSIONS 

An important linkage between transit oriented 

development and healthcare access is highlighted in this 

paper. While TOD is likely to improve healthcare 

access to the general population by providing reliable 

transit, its impact on the most vulnerable segments of 

the population are uncertain. Some studies have shown 

that TOD initiatives may potential lead to gentrification 

under certain conditions. The present study focuses on 

the modeling of critical factors that characterize this 

relationship and the characterizing of the links between 

these factors and their representation using a system 

dynamics approach. The use of system dynamics as the 

modeling paradigm is justified by the presence of 

considerable complexity and feedback in the system 

under consideration.  

 The study by Kahn (2007) shows that gentrification 

in TOD initiatives is not universally observable and 

depends on numerous factors. Thus, the effect of TOD 

on the healthcare access of vulnerable populations is 

likely not to be generic and dependent on numerous 

variables and their dynamics. A common understanding 

of effects of a particular set of factors may have on the 

implementations of TOD projects and potential 

gentrification processes is lacking. The purpose of the 

modeling exercise in this paper is to create a platform 

wherein relevant factors may be modeled and simulated. 

Thus, a framework that enables a more generic 

understanding of the effects of TOD on healthcare 

access of vulnerable population may be created.  

While endeavors in the creation of such a model 

are described in this paper, what is lacking is the 

empirical analysis necessary to validate the model 

behavior. Therefore, a critical step in the extension of 

this work involves development of case studies that 

empirically analyze the impact of TOD on the 

healthcare access of vulnerable population. These 

results may be used to refine and validate the model 

proposed above. The model may be then used to 

understand the possible systemic implication (first- and 

second-order effects) that various scenarios of input 

factors can create.  The model may thus become a 

useful tool for generalizing the outcomes from these 

analyses such that they may be employed for predictive 

studies in future projects. Further, this tool may be 

prospectively transformed into a training tool that 

provides an educational platform for understanding the 

effects of TOD implementations on health inequalities 

as well as a means for exploring interventions that assist 

in mitigating the impact of gentrification processes. 

In addition this work demonstrates that can be 

extended to suburban TODs environments (Rodriguez, 

Khattak et al. 2006; Baran, Rodríguez et al. 2008; 

Brown, Khattak et al. 2008) which is an ongoing 

investigation for the authors. 
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ABSTRACT 
Crowd source isn’t a news in the military: its first 
official appearance as military concept was supported 
by US Army Brig. Gen. McMaster in 2009 (ARCIC 
Director), publishing online the 2009 Army Capstone 
Concept for public comments. 
 
However in this paper the authors aim is to present their 
studies regarding a project to develop a different 
generation of C2 processes, inspired by latest 
technologies, daily applied on Social networks, mobile 
devices and social cooperation that are addressing also 
significant researches in the Military Domain, and 
potentially able to shape the future generation of 
Simulation and C2 systems. 
 
This paper represents the basic ideas on how to develop 
a new C2 organization and training simulation approach 
linked with NCW/NEC concept and strongly oriented 
to: 
- the crowdsourcing phenomena of outsourcing a 

problem to a large audience; 
- translate crowdsourcing into a military 

environment; 
- apply NATO cross functional team concepts in 

a Virtual/Immersive and interoperable 
environment; 

- define a Crowdsourcing Cross Functional 
Team; 

- evaluating the dispersing leadership concept, 
self-synchronization and multidimensionality of 
command; 

- analyze information assurance to enable a 
correct information sharing, using i.e. 
Augmented Reality; 

- model new military dynamic relationships to 
connect cells and functional areas with 
neuralgic headquarters; 

- applying C2 maturity level N2C2M2 (Alberts et 
al 2010, Bruzzone et al.2009) and IA (Bruzzone 
et al 2011, 2010, 2008, 2007). 

 

As the Crowdsourcing has proven a very useful concept 
in industrial world, adequately adapted, it could serve as 
a force multiplier in the military. 

 
Keywords: Command and Control, Social Networks, 
training Simulation, Immersive, NCW/NEC (Net 
Centric Warfare, Network Enabled Capability), IA 
(Intelligent Agents), Crowdsourcing, N2C2M2 (Net-
centric Command & Control Maturity Model), 
Augmented Reality, Interoperability. 

 
1. INTRODUCTION 
The crowdsourcing concept was officially ascertained in 
2006 by an article of Jeff Howe on Wired newspaper 
“the rise of crowdsourcing”. The idea to probe what 
general people think about any problem is not news, if 
we think for example at commercial probing or 
television voting. Avoiding being much generalist, there 
are two sides to keep in mind: 
- crowdsourcing concept is stick to Internet 
(Networking in general) and the even more spread 
capability to navigate in different way in almost 
every country; 
- the big leap forward made by the 
technologies and mobile devices that have made 
simple to use a lot of daily life applications for the 
normal people in the last years. 
Crowdsourcing as the words explain, is something 
based on a open request made normally by a digital 
support, toward a lot of people, especially who has 
specific knowledge, regarding the solution for a 
determined problem, asking to give a possible solution 
and contribute with new ideas, involving not only 
professionals but also amateurs. That’s what defines 
crowdsourcing “collective intelligence”. 
Collective intelligence is a business model on which 
companies can ask for a project or a service 
development to a distributed group of people working 
in a virtual community through web and internet 
support. In this way a lot of companies have the 
possibility to exploit users and realize products tailored 
on them, using more resources than they have but 
costless. 
Initially crowdsourcing was based on “digital 
volunteers” and enthusiast geeks of Internet, 
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stakeholders from computers and technologies that 
dedicated spare time to solve problems for others (i.e. 
the experts that try to answer you on blogs and 
communities); today crowdsourcing in some countries 
is considered a “open enterprise” where freelance 
experts and professionals can offer their abilities and 
capabilities referring to a “mass cooperation and 
collaboration”. 
Digitalization is changing the life always more and 
almost every day we can see new items to make easier 
the people life and passing over a lot of concepts, 
systems and ways of work and live making them 
obsolete. 
Crowd source isn’t completely a news in the military: 
Its first official appearance as military application 
concept was supported by US Army Brig. Gen. 
McMaster in 2009 (ARCIC Director), publishing online 
the 2009 Army Capstone Concept for public comments; 
as before, also Lt. Gen. Petraeus wrote in 2006 on US 
Army Field Manual FM 3/24 “Counterinsurgency”, that 
“…insurgents’ capabilities also come from their 
creative exploitation of commercially available 
technologies and materials as well as their lack of 
bureaucratic encumbrance”. 

 
2. CROWDSOURCING IN THE MILITARY 
We can initially define Crowdsourcing as a 
“distributed problem – solving” and also an 
application to produce ideas, solutions, answers. 
Analyzing this aspect we can immediately view 
the parallelism with the military problem solving 
method where an assigned mission from the HQ 
must be accomplished in cascade by the Unit in all 
echelons of Command, solving the chained 
operational problem and proposing to the 
Commander the possible COAs to apply. 
This method, called MDMP (Military Decision 
Making Process), always has been and it is “the 
method” used, especially in a conventional and 
classic scenario, the way to solve operational 
missions and propose the most probable solutions 
(COAs – Course of Actions). 
In the crowdsourcing the problem is distributed 
through the network, more o less controlled, to an 
audience (users) formed normally by specialists or 
“problem solvers”. The solution is normally owned 
by an individual that asks help to solve the 
problem. The contributors to the problem are 
usually compensated just with the intellectual 
satisfaction to be the ‘solver”. Should be more than 
one good solution and the asker will decide which 
to use. 
Making another parallel, in the military, the 
Commander can receive a mission that he 
normally translate in a operational problem to 
submit to his staff through the MDMP and in a 
modern command post all cells are linked in a 

intranet network where all the specialist can 
operate. Any branches will solve a piece of the 
operational problem composing few final COAs 
which will be presented from the chief of staff to 
the commander. Only he will decide the best COA 
to use. 
In large terms and extrapolating in a well define 
domain, the MDMP should be considered a sort of 
primitive Crowdsourcing process where the owner 
of final solution is the Commander, the audience is 
represented by the different staffs of units 
subordinated and the stakeholders that solve the 
problems are represented by the branches 
specialist. 
But it’s not enough. So, how we can apply the 
distributed and spreading power capability of 
crowdsourcing in a military operational 
environment, like a stability mission, to involve 
huge quantity of different specialists also from 
distance and solve operational problems? 
The new doctrine guidelines to operate in stability 
missions are normally involving also civilian 
specialist (engineers, geologists, psychologists, 
medics, etc.) that any traditional Military 
Commanding Officer cannot have as “normal 
capability” from his unit. 
 

2.1. Crowdsourcing possible current example 
There are different examples in which this concept 
was adopted to solve problems related with new 
technology, medicine, art, research and business 
through different kind of platform (i.e. Mechanical 
Turk from Amazon, 2005) but their scope is 
almost the same: distribute a problem to a audience 
and get back a solution. 
The positive side from using these methods is the 
large number of solutions and their very low cost. 
It is not appear just a simple exchange method of 
ideas; who is using methodically this concept 
inside a business, company or organization is 
orienting the power of this concept to create 
specialized communities, called Community based 
design or distributed participatory design, able to 
use software platform to capture, analyze and 
arrange huge quantity of data. 
What is the model to utilize? there are multiple 
approaches to crowdsourcing concept and 
application. The principal difference depend from 
the use of large active cooperation through Internet 
communities or the searching for specific and 
controlled interaction from a controlled/interested 
users. 
The primary types of Crowdsourcing (Jeff Howe 
classification), should be identify as: 
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- Crowd Wisdom (best practiced form): means 
using the knowledge of people to find 
solution for problems, predict future or define 
strategies; 

- Crowd Creation (best known form): concept 
addressed to encourage and drive people 
toward creative activities (photos, 
commercial adv TV, software development –
i.e. Linux – etc.), or solve scientific problems 
as challenge; 

- Crowd Voting (best popular form): intended 
as communities judges for articles, music, 
movies,  

- Crowd Funding (best known form): provide 
credit and fund to create opportunities or 
support projects that are not acknowledge. 

Other models are build on collective intelligence 
as Crowd Casting, use put together huge 
community of experts in various fields of research 
to face the high cost of researches normally tackled 
internationally with contribution of multiple 
researches centers (i.e. Wikipedia). 
 

2.2. Military Crowdsourcing possible current 
example 

Underestimating the raising of new geopolitical 
and social problems from Intelligence branches, 
has always been the most reasons why have been 
developed applications, wargames and algorithms 
to predict realistic situation developments or 
possible future events. As in 2011 was founded in 
U.S. IARPA (Intelligence Advanced Research 
Projects Activity), working to involve experts by 
using computer software to make predictions 
called ACES (Aggregative Contingent Estimation 
System). The participants are modeled on the 
ground in real life situation (like soldiers) giving 
feedback and information about acting situations in 
real time. This kind of solution is also the concept 
used in many military projects to digitize 
information gathered in the battlefield in the last 
few years, able to speed up and optimize the 
information’s aggregation within C2 and 
Intelligence systems and digitalize soldiers 
capabilities on the ground (i.e. Future Soldier 
program, Future Combat System, etc.), to interact 
with a complex network, cutting the time to 
interview on the adversary, etc. Soldier digitization 
is changing also Doctrine and mission applications 
as soldiers can have wide access to information, 
using NCW-NEC concept and application to 
translate an information advantage in a operational 
advantage through IT and networking and be able 
to take more initiative also as dispersed force and 

consent to new kind of staff and decisional 
organization. 
Any examples are: 
• Military Blogs: it’s very easy to find in a lot 

military headquarters official web pages 
connections to the principal social networks as 
Facebook and Twitter; many of these 
government agencies have official pages and 
also “discussion corner” for their “friends”: at 
the end, someone have to collect opinions and 
comments otherwise why spend resources? 
Looking deeply we can find specific official 
info-structures like the US AKO (Army 
Knowledge Online), US ATN (Army Training 
Network), GTN (Governmental Training 
Network) and many internal Blogs, etc.; in 
fact many different training and e-learning 
Blogs have been created in the last 5 years to 
involve any ranks and branches soldiers, in 
pairs with a massive use of e-mails, where 
they can learn, read, consult, keep them 
informed, discuss and make opinions about a 
wide range of issues; strategic and operational 
too. It is a culture that is changing as they can 
find some stuff only on the network. 

• Crowdsourcing as weapon (Arab spring and 
social networks): The protests hit Arabic/and 
Islamic countries in various ways. The riots 
have in common the use of civil resistance 
techniques, including strikes, demonstrations, 
marches and processions, sometimes extreme 
acts such as suicide and self-injury, but the 
most innovative elements are the use of 
technologies like social networks (Facebook 
and Twitter) and the new era of mobile 
devices (cell phones, tablet, etc.) to organize, 
communicate and disseminate events in spite 
of blaming repressions. The social network 
drives to a different kind of Command and 
Control among masses, more light, simple, 
direct, mutual from commercial HW & SW 
COTS and without many decisional level; 
sometimes leveraging people “affiliate” just 
showing a video and giving direction for the 
next demonstration, even if they are not 
interested to the uprising but just to inform 
people, helping to make re-emerge a new 
social will, widely supported by technology. 

• Civil Defense: during the Japanese tsunami, 
social network were used giving information 
and human stories from the flood and 
dangerous situations.  

It’s appear that the most important thing in the 
Decision Making Process of future operational 
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missions will be manage and predict events; an 
adapted version of Crowdsourcing should be the 
process of taking collective opinions, suggestions 
or information from a group of experts and 
combining them to predict events more accurately 
to increase the forecast accuracy, is an opportunity 
to go beyond the “internet crowdsourcing 
phenomena” because it transfers value to the 
singular opinions and producing reliable forecasts.  
If it is possible to best combine selected experts 
opinions, it will be possible anticipating and 
intervening during, or better before, that the events 
occur and change it or change the enemy course of 
actions. 
 
3. CONCEPTS TO KEEP IN MIND 
Just to have the better landscape to identify a good 
solution, we wanted highlight few concepts: 

3.1. Current MDMP (Military Decision Making 
Process) 

The MDMP is a proven analytical process to problem 
solving. The MDMP is a tool to assists Commanders 
and staff to develop mission, analysis and order. It is 
start with the receipt of a mission, and has to product an 
order to be execute but the analytical aspects of the 
MDMP continue at all levels during operations. It is a 
logic process that helps the commander and his staff 
examines a battlefield situation and reaches logical 
decisions.  
It is configured as a detailed, deliberate and sequential 
process used, we can say, when the Command post has 
adequate planning time and sufficient staff support to 
examine numerous friendly and enemy courses of 
action (COAs). This situation was typically occurred 
and occurs when it’s necessary to develop operation 
plans (OPLANs) for entirely new mission, extended 
operations, and staff training.  
The MDMP can be figured out as the foundation of 
every military mission, classically intended. All 
documents and conceptual thinking twisted during the 
process can be used during subsequent planning 
sessions to re-visiting other changes. Using this process 
instead of any other methods drive to better analyzes 
friendly and enemy COAs to identify the best possible 
friendly COA; it produces great integration, 
coordination, and synchronization in an operation and 
minimizes the risk of miss out the critical aspects of 
mission; it is also detailed as an official document 
(operation order or operation plan). The MDMP has 
seven steps and every step begins with input built on the 
previous steps, driving to the subsequent steps but 
estimates come on continuously from Commander and 
staff to give more inputs for the analysis process. 
Estimates are revised when important new information 
is received or when the situation changes significantly. 
They are conducted not only to support the planning 
process but also during mission execution. 
The disadvantage of using this process is that it is a 
time-consuming process and as a sequential process, 

when an errors is committed early in the process will 
impact also on the later steps. 

3.2. NCW/NEC (network Centric 
Warfare/Network Enable capability) 

Is a military Doctrine born in the 1990 and it is coming 
mature in the current military applications. It’s based on 
the idea to transform the “information advantage” in a 
“military force advantage” through IT and a massive 
use of networks to deploy military units in different way 
than classical doctrine. This kind of wide use of 
networking and data exchange combined with advanced 
technology devices and new processes lead through new 
forms of staff organization. 
NCW states the importance of “information” and its 
power capability based on the relationship that are 
created with the ignition of tactical information which 
multiply the ability of a Commander to strike better the 
enemy. 
The doctrine principals are developed around the 
information sharing, a shared situational awareness, an 
improved collaboration and synchronization among 
organizations, singles, flow and correlation of data that 
enable a faster command and improve geographically 
the mission efficiency. In that way NWC doctrine is 
more about personnel and organizations that IT and 
network and is setting a new way of processing 
information in a Command and Control organization 
that is more centric and focalized on the lack of battle 
space awareness. 

3.3. Other new concepts in experimentation: 
NATO cross functional team 

The development of Cross Functional Team concept is 
related to build up a new organizational way to lead a 
specific operational environment like Afghanistan 
which are more focalized on the efforts on supporting 
than fighting. This kind of operations are characterized 
by needs to coordinate, balance and mediate not only 
military force but also many others activities, often 
civilian and social, performed for and by different kind 
of actors. More and more often the operational space 
where a military force must be introduced is crowded 
with a lot of different actors (NGO, GO, IO, etc.) that 
are not always in accordance among them about their 
reciprocal missions. Any effort is oriented to help 
building a stable community. The first idea to use cross 
functional team concept was born with the deploy of 
Headquarters MNC NE ISAF Joint Command (HQ IJC) 
in 2010 to combine the Comprehensive Approach, 
Combined planning and Counterinsurgency because a 
modern/traditional HQ doesn’t allow the best flexibility 
and agile architecture to face any kind of local needs. 
The concept was applied to a previous runner scenario 
to check how the concept could change the general 
organization and production. The concept doesn’t 
change the basic military planning pillars, execution and 
also the analyzing principles remain untouched, but 
there are new and different requirements for 
information sharing, intensity of social interaction and 
team work as the cells and branches will continue their 
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activities in specific small working groups requiring a 
change of everybody specialists’ mindset. 
There are other C2 experimentation concepts as AJC2 
(Adaptive Joint Command and Control), CROP 
(Common Relevant Operational Picture), CIE 
(Collaborative Information Environment), JIP (Joint 
Interactive Planning) and MNOPS (Multinational 
Operations) and are all in a research and development 
phase. 

3.4. Cloud Computing 
This is set of technologies, content, methods, and 
communications devices then a process that 
allocate the activation of a service offered by a 
provider to a customer to store/archive and process 
data through the use of resources hardware and 
software distributed and virtualized on the 
Network. It can be managed as an evolution of the 
Internet involvedness or a info-structure of 
resources. The users can work in a simple Internet 
browser, using software without any local 
installation and save data in a mass archive on-line 
managed by the provider. This technology can 
have 3 levels of complexity: 
- SaaS (Software as a Service) - use of 
programs remotely through a web server. - ASP 
(Application Service Provider).  
- PaaS (Platform as a Service) - similar to 
SaaS, but instead of programs is performed 
remotely a software platform that can consist of 
various services, programs, libraries, etc.  
- IaaS (Infrastructure as a Service) - Use of 
hardware resources remotely. Similar to grid 
computing, but resources are not allocated, 
regardless of their actual use but only on demand. 
The remote backup and storage are always 
guaranteed by the server-farm and the operations 
are increasingly transferred online. The concept 
provides 3 levels of user:  
- Cloud providers: virtual servers, storage, 
applications, usually according to a comprehensive 
model demand (pay-per-use);  
- administrators: they manages locally the 
services for a community to integrating software 
applications which refers to specific audience; 
- Cloud users: Use the services according to 
the level of permits. 
As the Cloud can lower the costs of HW, SW, 
support, maintenance, data storage and can 
guarantee access everywhere there are some 
problems about data security to solve as sensitive 
data exposure, violations, physical residence of 
servers and mirrors, cyber security, etc. 
A server malfunction can affects a large number of 
users simultaneously since these are shared 
services. But the most is that everything is based 

on the possibility of having a high-speed Internet 
connection that guarantee the best sharing services. 
 
4. A NEW MODEL: MILITARY CROWD AND 

SOURCE (SHARING EFFECTIVENESS) 
The C2 as we classically know, is part of a 
decision making practice in a cyclical process. 
Changes in the way which define decision 
capabilities affect also doctrine, systems and 
training. Recent changes in the strategic 
environment have changed also the point of sight 
how to have supremacy over the enemy and in an 
asymmetric theater, information, knowledge and 
awareness can make difference.  
Proposing a new C2 concept we have necessarily 
remember that it has to be more dynamic, 
distributed and adequate to different kind of 
decisions, as the current strategical scenario asking 
and keeping a large span of manage as the superior 
situational knowledge remain the pillar of superior 
capability and awareness.  
How to do this? With well prepared personnel, 
sensors and advanced systems, info-structures, 
sharing of information and behavior in a coalition 
environment, information distribution to concept 
the new operations (SOSO), flatting hierarchies to 
use experience and background, not only ranks, to 
defeat enemies that don’t know hierarchies and use 
Facebook and twitter to “hit & run away” 
conventional and structured forces. 
Looking at this detail, dissemination of 
information is incremented by technologies but the 
ability to share information and data is the real 
knot to solve as the most possible way to find 
solution is decision making decentralization 
(called edge C2) but supported by adequate 
resources. 
In fact, recent NATO opinion explain that 
dissemination remain little if decision making is 
more centralized; this postulate is has been 
demonstrated in the current peace keeping 
operations where a classical military operational 
order is “shaded and adorned” with a crowded and 
often confusing, humanitarian, civilian, political, 
diplomatic and re-construction activities. Working 
on this environments, change the nature of C2 and 
increase need of trust in the lower level of units. 
The medium education level of a generic soldiers 
and the massive daily use of technological devices 
let’s think that a Military Crowd Source (as Mix of 
Wisdom, Creation, Voting & Casting), could be a 
model that must be able to share knowledge and to 
give effect to all military users the opportunity to 
resolve their problems, from education to training 
and up to operational mission capabilities by 
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exploiting and involving branches’ specialists 
directly, to solve many different problems. 
First of all, before to transport this concept in the 
military, we have to define the borders for a 
military crowdsourcing model as a parallel world 
from the rest of possible uses. 
That’s why in all possible military uses, we could 
perform, with a crowdsourcing methodology every 
time problems, situation, training and more, related 
and dealt with topics that are not normally spread 
to common people and tied with a complex scale 
of classified scheme for information. The solution 
in this case is simple as we can implement the 
method on the military intranet networks 
(considering military LAN, MAN, WAN) banned 
to ordinary people and even accessed controlled to 
keep secured the exchange of information. 
The tactical networks should be even more secure 
considering that they are used in the battlefield; 
this condition is more related with the hardware 
technology and cyber security, considering the 
wide use of wireless technologies. In any case 
even the information security is not our focus in 
this paper, we cannot avoiding to mention it. 
What we say regarding the bordering of military 
crowdsourcing model, establish also that we can 
rely our problems only with military and 
accredited personnel or at least, with “not-
military” accredited qualified experts which could 
be selected from a specific Governmental basin 
like Civil Defense, University, research Institutes 
and more.  
The guiding principles in this exploration will be: 
organization, Methods (i.e. augmented reality, 
virtual world, IA, etc.), representation (conceptual 
revision of MDMP) and technology. 

4.1. Organizations 
Re-visiting the organization should be effective; we just 
define that Crowdsourcing is like a unique box with 
partitioned spaces but connected, to contain different 
approaches to tap into a powerful large and open crowd 
of stakeholders/experts where there is no methodical 
understanding for the processes used to source and 
aggregate the different ideas coming from the crowd. 
In our case instead, we’ll have a lot of military 
stakeholders and surely experts, with the same 
educational background and a lot of specialists and 
different capabilities, all oriented to military situations 
or a well chosen civilian experts from specific 
Governmental basin. 
So, before to identify a method we have to spot a 
possible crowdsourcing organization to apply. 
Analyzing some crowdsourcing organizations, we 
can state that those are all motivated to achieve 
specific goals and normally they use “crowd 

mechanisms” that impact on the organization and 
the method to decide a specific process to apply. 
Recent researches, focusing on the organizational 
perspective and the mechanisms about crowd 
sourced, there are more o less 19 distinct process 
types over 46 official examples just because the 
Structures that want to adopt crowdsourcing 
methods have to carefully consider the 
characteristics of the crowdsourcing process that 
will be used for their particular aims. 
As crowdsourcing could be used for different 
applications (product design, idea generation, 
problem solving, etc.), there are different 
mechanisms applicable to all forms of 
crowdsourcing processes, like for example: 
- based on nature (survey, design, tagging); 
- participating consumers with producers for 

creation of value; 
- collective intelligence in the “what”, 

“who”, “why”, and “how” approach, in a 
“decide process” for individual or group 
decisions or a “collection & collaboration” to 
stimulate selection in a production; 

- human computation system evaluating the 
six components as motivation, quality control, 
aggregation of results, human skills, 
chronological order and task request in which 
the stakeholders are involved. 

Proposed organization will not reflect any preview 
institutions know, but will be defined through 
crowdsourcing rules adapted to the military 
environment and needs. The rules will be re-write 
following these principles: 
- Classification of a RESOURCE: a person, 

institution, organization, that can be both user 
and resource. 

- Initial phase of accreditation resources that 
can be either single (individuals) or packages 
of integrated resources (whole Command Posts 
or parts of it, laboratories, etc..). The resources 
once accredited by a National Authority will 
be officially available in list/lists to be 
included and used in the network environment. 

- The resources should not be considered 
hierarchical, but specialized. 

- The resources on the network are 
authenticated through a system of checks and 
controls based on the official lists of resources. 

- Each user (or resource) can see the other 
resources available and accessible.   

Each resource represents a network node, able to give 
its capabilities, knowledge and experience to the other 
nodes. 
Just to give some examples it is sufficient to think to 
info-structures like the US JTEN Network (Joint 
Training Experimentation Network), which is 
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representing a critical strategic joint asset for training as 
realization of JNTC (Joint National Training 
Capability). JTEN is a global network backbone 
continental and around the world, that make possible to 
the US Armed Forces to use everywhere their training 
capabilities. From 2007 it was also establish a tactical 
JTEN sub network specific for lower units, using fixed 
and mobile commercial communication devices to 
extend the band. This extention allow ti bring services 
and use all technologies like Virtual, Immersive and 3D 
as taining solution on site. 
Another important example is ATN (Army Training 
Network) based on a web multichannels portal with a 
lot of resources for training. The network is focalized on 
training programs and projects, providing to 
Commanders and Staffs tools and enabling cooperation, 
interoperability and resources sharing through trained 
personnel, materiel to prepare lessons, reharsals and 
drills and Data Base with training solutions (briefings, 
SOP, TTP, etc.) ready to be used. 
Other training network as reference is GETN 
(Government Education Training Network) that from 
1992 is the training network for many Government 
Federal Agencies, using satellite channels that allow to 
the users to share information, training programs and 
services. 

4.2. Methods and Mechanisms to implement 
The principal mechanism it’s based on the generic 
potential of crowdsourcing. The resources most suitable 
are selected by the user and tasked to the problem to be 
solved. In this way a user can take advantage of the 
certain resources capacities that it doesn’t own, using 
the intake of experts and stakeholders to solve or help 
solve and finally share solutions. 
The feature of online participation, makes it that once 
identified the audience of resources involved to solve 
the problem, the task realization must be done in a 
modular and variable way as the various resources 
involved work, make development, use their knowledge 
and experience, having also crucial contributing to 
finding a solution that will benefits both parties 
(applicant and solver) and all the resources that have 
contributed, in terms of experience and skills gained, in 
similar problem if it recurs.  
Compared to the generic mechanism, in a military case: 
- The user that needs to activate the problem 

solving procedure, he’ll performs a task on a 
number of other specialized resources that may 
be useful in solving the problem by fixing 
constrains (time, resources, etc.), and 
providing the elements that he knows about the 
mission. 

- The solution of the problem or task assigned 
can be solved in different modes, privileging 
MDMP expeditious method based on A & A 
(ask & answer), as the collective intelligence 
does in a decision process. 

- Resources operate in a "flat coordination" 
environment for constant and dynamic process 

elaborating one/more solutions for the decision 
making/executive level. 

Once decision making/executive level have chosen the 
solution it will puts in place but the tasked resources 
remain hooked up to the end of mission to 
check/verify/modify the possible variances. 

4.3. Business theories Search theory 
The resources group transformation in “collective 
intelligence”, it must meet the requirements related to 
the ability to solve the problem, able to develop the 
issue submitted difficulties, standardize procedures for 
problem development, having a group of resources 
sufficient making the problem modular and maintaining 
the various issues independent. 
The mechanism requires a strong sense of collaboration 
and self-synchronization in which there is also a 
positive competition in advancing the problem 
development and its potential subjects and participation, 
and sharing best results (i.e. DARPA 2009). 
In a complex environment like a military stabilization 
operation, the Commander problems are many and are 
not always related to the typical military sphere. The 
use of crowdsourcing methodology especially in this 
sort of work permits in the lack of resources, to assign 
the development of certain activities of problem-solving 
to other “geographic” resources or ask for cooperation 
to solve certain problems if his resources are already 
committed or to solve complex problems that require 
the use of valuable and rare resources.  
The externalization of problems can be complex, but 
some specific activities can be given in "external 
solution" and then assembled in order to ensure the 
mission achievement. 
A conceptual revision of MDMP could be desirable but 
its needs a specific and dedicated research. 

4.4. Representation 
The best change we can observe in the current military 
operations is the strong and advanced use of digital 
technologies to support the Command and Control 
networks and in general the Command post activities. 
The Command Posts today, a part from the kind of 
missions, are equipped with many different devices and 
systems that connect to other Centers and nodes to 
gather information and data. 
A possible representation of a crowdsourcing method 
could use a common operational system and a pre-
formatted platform, generically installed in every user’s 
computer or device to connect users and resources in 
the same network and make easy to use it and 
collaborate. This software platform could utilize 
technologies like Augmented Reality, Virtual World, 
IA-CGF, Avatars and LMSs systems to yield well 
known technologies and COTS, making simple and 
open the architecture. 

4.5. Technology 
As the technologies change every six months, most of 
the technologies to use to develop a project like this are 
available just now in the market and also in the Army to 
realize a prototype. Principal network technologies will 
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be the Cloud computing concepts applied to the military 
network.  
In particular, using the most advanced technologies HW 
(Hardware) related to mobile devices and methods of 
use of Social Networks and Social Cooperation, through 
the creation of a specific software application, it want to 
develop a set of interfaces that allow access to a wide 
range of individual and collective digital thematic 
channels from which it can access various types of 
applications and services, it can federate various types 
of web server resources in order to foster collaboration 
and cooperation, you can use simulators situation, 
compose documents, exchanging and comparing views 
and resources and find solutions to specific operational 
problems and, using human and material resources 
differently and rarely available. 
Even more, the crowdsourcing method applied to the 
military environment could give more meaning to the 
new projects that Italian Defense for example, is 
implementing into the training simulation, operational 
C2 activities and experimental sectors (SIAT, Future 
soldier and ITB projects) (Amico et al. 2000). 
For sure, this kind of project requires a mentality 
change to be understood like a “step forward, not a 
menace” by the personnel, before it is implemented and 
obviously a change in the way we train and educate 
personnel. 

4.6. An example 
The construction of a drinking water well in an 
operational area in which a coalition is conducting 
humanitarian interventions on the population and 
where there is also a residual resistance, is a 
typical scenario for the current mission’ theaters. 
Assumptions: the unit Commander, which has 
received the mission and has already logistic and 
maneuvering resources involved in other 
operations, has received the teams able to work 
with the tools to dig the well but is not able to 
manage the project. The only hydraulic engineer 
available in the operating sector is already engaged 
in other two similar projects. 
The Commander can use the crowdsourcing 
method and the network to set his operational 
problem, assigning: 
- Among the network resources available and 

tasked, he can involve an engineer from his 
national Department of Civil Defense, a 
military engineer unit which has already made 
a laying of water pipes and a group of 
engineers from an allied Country University to 
set the project management. 

- He can assign the safety inherent activities for 
the surrounding area and recognition of his 
interest area security to his remaining 
maneuver forces. 

- He can task intelligence resources on the 
network taking them from superior and 

parenthetic HQs, to get the intelligence reports, 
studies and guidelines for the area. 

- Assign the logistic and communications 
problems to their units' support. 

The Commander will put together the tasked resources 
in a workgroup and gives constrains and sharing 
information that he has. The tasked resources will 
operate in “flat coordination” exchanging products and 
studies results about their activities, reaching a final 
plan composition to follow. The activities may be 
following by a super-partes coordinator or by an 
activities' program management. The final plan 
solutions will be sending to the Commander who wills 
choice the best option. 
Generally a plan should contain, for example: 
- preliminary contacts with the local political 

authorities; 
- definition of working period and the use of any 

local personnel; 
- definition of the area and reconnaissance; 
- securing the area sending personnel to safe 

area near the well location and sector 
monitoring; 

- definition of logistics support area; 
- delivery of equipment and operating personnel; 
- starting of activities and monitoring; 
- completion of the water pipes and well and 

organization of population hydraulic services; 
- well delivery to the local authorities. 
During the plan implementation, the network 
resources that have helped to design and managing 
the plan, they will monitor any possible deviations. 
 
5. CONCLUSIONS 
Crowdsourcing has found resistance to be used in 
the Military. Reasons could be find in the digital 
security of networks and data exchange, and into 
the “social soul” of this kind of methodology, even 
if the new developments (Crowdsourcing 2.0) are 
different and more oriented to a goal, using a 
specific and determined number of specialists to 
solve any commercial, business and designing 
problem. 
Only demonize or support crowdsourcing is not 
the best approach to get on it, as this methodology 
it’s now and even more in the next future, the best 
way to save human and economical resources into 
the civilian environment and to make progress in a 
lot of social fields. 
Military Crowdsourcing should be based on the 
current digitized reality and characterized by high 
level of sharing resources, an extended networking 
diffusion and by capabilities and networks, 
reinforced from the exponential evolution of 
mobile technologies. If developed in a correct way, 
Collective Intelligence can be mutual from the 
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model business as “open enterprise” to product 
ideas, solutions, answers and analyses but also an 
educational way for personnel and a collaborative 
method to practice Command & Control upon 
projects development. 
From this point of view the parallelism with 
certain military requirements is immediate and can 
give guidelines about the future developments of 
multinational activities, Command and Control, 
Training, information sharing and resolution of 
operational problems. 
This methodology could be applied on various 
options of operational use to devise an integrated 
e-learning LMS (Learning Management System) 
and DMP (Decision Making Process) associated 
with a Cloud Computing network, able to provide 
a wide range of applications, resources and 
services for individual users, institutions, 
structures and operational training missions, and 
through software that will enable self-
synchronization and multidimensionality of 
command, information assurance and a correct 
information sharing. 
In the field of training, the extension of the 
concepts of Crowdsourcing, "open enterprise" and 
"distributed problem-solving", will allow an 
optimized use of database management, 
optimization of the CPX-CAX (Command Post 
Exercise - Computer Assisted exercise), the 
collaboration during the exercises and situational 
update to ensure better integration between the 
function C2 (Command & Control), training 
simulation, activities developed with Serious 
Games and procedural training for users. 
In fact, with the application of these concepts, 
there is also addressed to the world of training 
Simulation, in particular to the sector of Virtual 
and IA (Integrated Architecture) by exploiting the 
possibility of integrating with each other at the 
distributed level, Virtual Simulators and Serious 
Games for cultural, linguistic, social, economic 
training and above all procedural users (Tremori et 
al. 2012), lowering the cost of personnel and 
resources and applying the new concepts of Cloud 
Simulation and Virtualization. 
The use of such a platform makes it possible to 
create an immersive and federable environment 
where different users are involved and where it 
constitutes a single "interoperable training 
environment crowdsourcing based", into which all 
the resources needed for various educational 
purposes divided for the base training phases and 
advanced specialization (e-classroom, e-reading, e-
lessons, e-learning, e-capabilities, etc.). 
Obviously, there are some critical points as: 

- the reliability of digital data; 
- the non adequacy of traditional method of 

control; 
- ability to control the knowledge of all experts; 
- ability to learn the right information; 
- Information control is made from different 

people; 
- Right information published force other users 

(as competitors, companies, institutional and 
government agencies, etc.) to answer and to 
respect rules; 

- Focus point should be neutral agreed and 
consensual to build the participants reliability; 

- Goodwill and reliability are fundamental. 
The concept application in the Military could solve 
most of this point, and also allow the development of 
new forms of collaboration trying to keep up with the 
evolution of military doctrine and TTPs in the current 
and most future asymmetric operational environment. 
Crowdsourcing will principally allow a new 
military function identifiable as "military 
cooperation", able not only to support training in 
the various levels of military personnel but at the 
same time provide a basis for establishing a new 
organization C2, planning, Simulation for training 
and, operational analysis and decision support is 
already in use in many industrial and civilian 
sectors, there are several experiences of suche kind 
of applications (Bruzzone, 2004, Curcio & Longo 
2009). 
and that is already being tested in military and 
NATO allies and other countries thus identifying a 
form of "distributed Command and Control". 
In fact, since 2010 in the military, are studying the 
possible development trends of the requirements of 
NATO in the sphere of C2 (or BC-Battle 
Command), such as "Cross Functional Team", 
where the traditional concept of Command and 
Control evolves towards the "Command and 
Feedback", where the feedback is just a 
mechanism of monitoring and control the digitized 
training. 
The concept is closely connected with the 
approach of NCW/NEC (Net Centric Warfare, 
Network Enabled Capability) and is strongly 
oriented to: 
- To promote the solution of complex problems 

through the use of resources in a context of 
crowdsourcing; 

- Transport in the military environment the concept 
of Crowdsourcing as an approach to the 
available resources in a network; 

- Make available specialized resources and 
valuable, difficult to reallocate and optimize 
their use and reducing operating costs; 
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- Apply NATO concepts for Cross Functional 
Team in a Virtual Immersive and interoperable 
environment with the use of systems already 
available, making it more flexible deployment of 
command posts; 

- Define the concepts of Crowdsourcing Cross 
Functional Team in a national operational 
environment and their skills, considering the 
concepts of "Dispersing leadership concept", 
"self-synchronization" and "multidimensionality 
of command" in a context like operating SOSO 
(Stability Operations - Support Operation); 

- Define new models of military dynamics 
relations to connect the cell and functional areas 
within a "command post geographically" based 
on the ability to share information and their 
security; 

- Apply the levels of C2 maturity model N2C2M2 
(Net-centric Command & Control Maturity 
Model), IACGF (Computer Generated Forces-
Intelligent Agents). 

The military importance of operational effects 
(capabilities) resulting from Crowdsourcing 
concepts as part of the digitized formation, C2 and 
Simulation as a collector of resources, designed to 
support: 
- Training of military personnel as a collective but 

also individual, developing a global Constructive 
platform consists of a collection of Data Base 
and digital resources accessible to all users, 
through Avatar, Serious Game and a virtual 
environment that can provide, as qualifying 
technology, training and specialized personnel or 
to make available resources for research and 
study in a real training network, information and 
operational from Army, based on knowledge and 
training as already happening for example in the 
U.S. Army; 

- C4-ISTAR, limited to the operational function 
C2 "digitized" as the main enabler of reference 
for capacity development of the Army and the 
achievement of the objectives of the ongoing 
process of transformation and other functions on 
the basis of the capacity to be expressed and 
exercisable through the concepts of the 
Crowdsourcing model; 

- Training Simulation LVC-IA, as the dominant 
tool for training and the achievement of 
operational readiness of the forces, integrated 
with the world of C2 and training, but also with 
government resources available to provide 
commanders and staff training in the maximum 
much information as possible on the operational 
scenarios of reference for enhancing the 
capacities of departments and individual 

components to operate in joint and multinational 
environments with an operating philosophy "net-
centric" and "effect-based". 

These concepts and applications will contribute 
significantly to implement education and digitized 
training, allowing an ever closer integration of 
personnel training, skills and individual and collective 
training in a joint and multinational environment, the 
use of TTP's in favor of specialists branch and lower 
levels unit commanders (Pl./Cp.) and crews through the 
conception, organization and conduct of instructional 
courses or specific operation done anywhere and 
eventually useful for preparation of traditional CPX-
CAX, accelerating the changes and conceptual culture 
necessary for a proper implementation of concepts for 
the Army transformation. 
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ABSTRACT 

 
This paper describes on-going researches about the 

usage of serious games for training and education of a 
set of “soft skills” such as intuition and agile thinking. 
These skills are a critical asset for any kind of decision 
maker. This work is focused on military officers; 
however, the authors’ goal is to develop general 
methodologies and games that could find applications 
also in the industrial and business world, being decision 
making and, in particular, strategic decision making 
critical elements in every sector.  

In this paper the theoretical framework and the 
preliminary ideas on possible games development are 
illustrated. 

 
Keywords: Serious Games, Contextual Learning  

 
 

1. INTRODUCTION 
 
The CEO of a company as well as an Officer of 

our Armed Forces need to be trained to what Napoleon 
called “Coup d'Oeil” (glance) (Baisini, 2011). Indeed 
any person with responsibilities, today, has to operate in 
scenarios that are rapidly evolving and has to deal with 
huge amount of information to get to the final decision. 
So, even if the described approaches can be applied to 
several critical areas (Bruzzone&Longo 2010), the 
researches described in this paper are specifically 
focused on the decision making process in the Defense 
sector. In fact the conflicts in which Armed Forces are 
engaged are largely characterized by Interactive 
Complexity: the system is nonlinear, its proportions 
unstable and cause-effect patterns ambiguous. Large 
civilian presence and involvement, difficulties in 
identifying possible threats, high tempo, and dense 
terrain are typical features of the so called “three block 
war”, introduced by Gen Krulak, which requires the 
capability of making a broad range of decisions in little 
or no time at the micro tactical level. The squad leader 
has considerable decision making responsibility in this 
scenario. In order for him to get the best possible 
situational awareness, it is necessary to provide him 
with the necessary skill set (not tools, not rules) that 
allows him to ‘Read’ the operational environment and 
understand its regulating rules, rather than applying 

frames of reference that would work in the Domestic 
environment. He must be provided with the capability 
of learning from the Context, stretching his mental 
models and transcend the obvious (Tremori et al. 2011). 
Research suggests that visual orientation can be 
recognized as the important feature for a group leader in 
urban combat; what one sees and how he interprets can 
be decisive. However, what has received less attention 
is the fact that the ability to make fast decisions in a 
situation of crisis depends also on the ability to make 
the right judgment of the situation; to perceive and 
understand context appropriately (Chun, 200). Such 
ability requires sophisticated training; a context based 
training that provides an agile mindset and the 
capability to learn and understand the context 
appropriately while deployed. Whether focusing on a 
squad leader of a distributed operation squad in a “three 
block war” environment, or on a Commander at the 
Operational Level, or on Intelligence and IOs, what is 
crucial is the context, which culture of course informs. 
In particular at the tactical level, it is paramount that a 
squad leader learns how to watch and interpret what is 
seen and refer to the local context (understand what he 
sees in relation to where he is) rather than interpreting it 
based on preconceived ideas or prior de-contextualized 
knowledge/information. Furthermore, he must do it fast, 
which is why the visual dimension and Intuition 
emerged as so critical: he must get that “Coup d’Oeil” 
that was considered crucial by Napoleon, and by many 
after him. He needs to develop that intuition that Gen. 
Krulak (Krulak, 1999) considers the most important 
characteristic of young leaders. In this paper is proposed 
a training philosophy and possible, effective, innovative 
solutions by Modeling & Simulation, to establish a solid 
ground for re-framing and creative decision making. To 
develop such kind of complex and articulated set of 
skills we are proposing an approach based on Modeling 
and Simulation and in particular on Serious Games not 
to ”teach” new contexts but to stimulate and develop 
mental agility that help to understand different and 
every new context. Different scalable architectures and 
methodologies will be studied, designed, developed, 
tested, and deployed for decision makers’ education. 

As emerged from this introduction, the ‘how to’ 
enhance the described set of is a particularly complex 
problem: research on these issues is ongoing (i.e. 
USMC) but no attempt has yet been made to leverage 
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on the potential of serious games for this kind of 
training. The goal of this research, as better explained in 
the next paragraph, is to investigate how to succeed in 
training and educating intuitiveness, glance and agile 
mindset by using serious games. We intend to develop 
the prototype of a game, which will be tested, and the 
effectiveness of the training methodology will be 
verified.   
 
 
2. INTUITION AND AGILE THINKING 
 

Napoleon referred to the intuitive capability to 
rapidly assess a situation and make a fast decision as 
“Coup d'Oeil” or “strike of the eye”: he believed it was 
a gift of nature. In fact, behavioral psychologists have 
identified the creative-intuitive personality as being 
“alert, confident, foresighted, informal, spontaneous and 
independent. Not afraid of its experiences, accepts 
challenges readily, unconventional yet comfortable in 
its role, able to live with doubt and uncertainty, and not 
afraid of exposing to criticism” (Mrazek, 1972). 
However, the military believes that although heredity 
and personality certainly play a role here, intuition can 
be cultivated and developed.  

One definition of intuition is: “intuition is a 
developed mental faculty which involves the automatic 
retrieval and translation of subconsciously stored 
information into the conscious realm to make decisions 
and perform actions. Organized databases of knowledge 
gained through education – experiences, memorization, 
sensations and relationships – are the building blocks 
for intuitive thought” (Reinwald, 2000, p.86).  

While MDMP (Military Decision Making Process) 
has demonstrated its effectiveness in long term 
planning, it carries some risks, identified in the 
literature as “bounded rationality” (Wolgast, 2005).  An 
alternate approach is the one named as Intuitive (or 
Naturalistic) Theory of decision making based on the 
premise that individuals often use less formal but much 
faster decision making strategies (Gigerenzer et al. 
2004, 1999; Gilovich et al., 2002) in real time situations 
(Bryant et al., 2003).  

The “Coup d’Oeil” refers to the instant, global 
understanding of a situation. This refers to what the eye 
seizes, both literally and metaphorically. It is also the 
ability to see the whole and also to see what is not there.   

Stemming from Klein’s definition of intuition as 
based on “experience to recognize key patterns that 
indicate the dynamic of a situation” a problem arises: a 
soldier has no experience of the local environment in 
which he is deployed, therefore his intuition would be 
based on experiences, patterns and dynamics that 
emerge from, and are applicable to, his prior context 
and circumstances. Such patterns, however, not 
necessarily are applicable to the context in which he is 
deployed and often can be deceptive. These issues are 
key to “understanding” and “learning” about the 
operational environment. The way in which an 
individual sees the world is the product of the 

individual’s personal history, experiences, upbringing, 
personality, and of his social context. However, these 
frames not necessarily apply to the context in which he 
is to conduct his operation; in this case they can be 
misleading, as illustrated in the example below. Both 
Figure 1 and 2 could be a main road to a rural 
community anywhere but Figure 2 looks exotic to most 
Westerners. 

 

Figure 1: Private Photo Figure 2: Private Photo 

 
 

3. THE PROJECT 
 
“The human mind’s intuitive process is an 

irreplaceable determinant of combat success.” 
(Reinwald, 2000, p.88). Napoleon referred to the 
intuitive capability to rapidly assess a situation and 
make a fast decision as “Coup d'Oeil” or “strike of the 
eye” (glance): he believed it was a gift of nature. In fact, 
behavioral psychologists have identified the creative-
intuitive personality as being “alert, confident, 
foresighted, informal, spontaneous and independent. 
Not afraid of its experiences, accepts challenges readily, 
unconventional yet comfortable in its role, able to live 
with doubt and uncertainty, and not afraid of exposing 
to criticism” (Mrazek, 1972). However, the military 
believes that although heredity and personality certainly 
play a role, intuition can be cultivated and developed.  

From the many definitions of intuition three 
common traits can be identified: 
• it is a phenomenon of subconscious thought 
• it relies heavily on experience-based knowledge 
• it is a comprehensive, unrestrained thought process 

The “Coup d’Oeil” refers to the instant, global 
understanding of a situation, this is particularly 
appropriate to the subject discussed here because it 
refers to what the eye seizes, both literally and 
metaphorically. It is the ability to see the whole and also 
to see what is not there, and act.  

According to Klein, whose Recognition Primed 
Decision Model is a milestone in decision making 
theory, the first source of power is intuition, which he 
defines as use of experience to recognize key patterns 
that indicate the dynamics of a situation. (Klein, 1998)  
This includes recognizing what is happening but also 
what is not happening, as both can provide clues. The 
ability to see what others cannot develops with 
experience. Because of vast experience one is able to 
see the pieces of the event that are not perceptible to 
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someone with less experience or expertise. (Wolgast, 
2005). 

The main goal of this work is first of all to develop 
a theoretical framework about contextual learning and 
its application for intuition and glance (“coup d’oeil”). 
This research will bring to the creation of conceptual 
models to develop a simulator, based on a serious game 
approach, which aim is to demonstrate the possibility to 
effectively train the soft skills described in this 
document. The simulator will be developed accordingly 
to a serious games approach:  it will stretch over 
different levels and will be provided with a scoring 
system for players to create a strong engagement and a 
better learning experience.  

These goals challenge traditional training and 
simulation paradigms that attempt to reproduce reality 
(the context) as perfectly as possible, to train the soldier 
to a sort of automatic “internalized and reflexive 
response”. We need to take these representations one 
step further: the role paid by what the subject expects to 
see cannot be handled well in photorealistic simulations 
as presently implemented. What is often crucial is to be 
able to see what we are not conditioned to see. To 
achieve this, we need to move education, training, and 
simulation technology beyond a concern with detecting 
and reinforcing certain rules of behavior or by 
producing ”better” and ”better” reproductions of reality. 

Moving away from traditional Simulation and 
Gaming products, where the tendency is that of 
‘representing’ reality, we suggest a training that focuses 
on challenging the player to develop his/her cognitive 
skills and teach to recognize what is salient in an 
Operational Context characterized by a high level of 
Interactive Complexity. 

The methodology and the training tools and that 
we propose are based on the usage of simulation and in 
particular on Serious Games. In fact, Serious Games 
provide an opportunity to improve performances with 
reduced efforts to professional simulation with great 
attention to interfaces, story,  emotional involvement, 
and graphics, as well as new technologies. The potential 
application areas for these games usually benefits of the 
introduction of Artificial Intelligence (Giribone, 1999) 
and enhanced realism through  Human Behaviour 
(Bruzzone et al. 2011, 2010, 2007). These models are 
applied also to industrial processes considering both 
ergonomic (Cimino&Longo 2009, Curcio&Longo 
2009) and process-related issues . It is common to 
develop Intelligent Agents (IA) able to drive several of 
the active entities in the game. For the purpose of 
training to the Coup d’Oeil we suggest the study and 
development of an “educational path” that starts from a 
simple, portable serious game solution and can move 
towards more complex and immersive synthetic 
environments. For all this different levels the basic 
concept is always to educate the user’s intuitive thought 
in recognizing key patterns. At the same time we want 
to increase users’ involvement  and recreating some of 
the key factors in tactical decision making process: 
speed and stress. 

A complete and extended Verification, Validation 
and Accreditation (VV&A) of the models and a 
rigorous testing based on the usage of the developed 
serious game activity will be completed to provide final 
results. 

 
Among the areas of investigation  will be to define 

how the serious game shall be tailored to specific users, 
i.e. high ranking officers, non commissioned officers or 
troop. At this stage we only differentiate with respect to 
: Tactical level: where the subject (all ranks) is dealing 
and analyse reality and process real data; for instance 
the VTLM-Lince driver that has to realize that there is 
something unusual, and consequently, potentially 
dangerous in the road he’s driving on. 
• Operational Level: in this case the user is most 

likely  working on meta-data (i.e. a map or 
intelligence report) to plan an operation.  
Besides tailoring the game to specific users, this 

project has the goal of, first of all, develop the generic 
methodology to train people, despite their  ranks or task 
(i.e. officers planning an operation as well a sergeant 
patrolling a road or a CEO or mid level managers) by: 
• Increasing  mental agility (capability to re-orient in 

contexts driven by unfamiliar frames of reference 
and mental models), flexibility  and creative 
decision making. Particularly flexibility in relating 
to unknown situations: diminished reliance on 
familiar categories and stereotypes, increased 
learning from the context, as a consequence of 
increased confidence in handling unknown context. 

• Diminishing implicit effect of stereotyping. 
 
The prototype should represent logics that do not 

correspond to familiar categorizations or common 
sense. Such scenes/images would be created in order to: 
• Identify and enhance the effects of existing 

categories and stereotypes.   
• Generate “disconfirmation” 
• Require the user to increase attention, observation 

skills, and interaction with the context in order to 
learn and identify clues relevant to understanding 
the logic underlying the scene. 

• Relate to the context as a living system, one of 
constant movement and change rather than having 
a static picture as often found in Handbooks and 
briefs. 

• Combine the identified cues in multiple ways 
building different plots in order to challenge 
common sense and stretch the boundaries of own 
categories to re-define them (Re-think/Re-frame).   

• Identify what is happening in relation to the 
context. 

Purely by way of example we can imagine (see 
Figure 3) that the prototypal game, running on an a 
mobile platform (i.e. tablet), will represent a specific 
geographic scenario (i.e. Afghan village or a Western 
town road), with incoherent elements in term of objects, 
people appearance (an Afghan lady with a burqa 
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walking in Bond Street in London), behavior (blond 
North European guys quarreling excitedly with typical 
South European gestures), noises (the main Kabul road 
with New York traffic noise) and even smells 
(grandma’s cookies sweetness in a Middle East bazaar). 
Two main issues here are to be ‘worked through’: 
• Status Quo Disconfirmation (or Unfreezing): the 

rules of the competition are not explained and they 
are not consistent with one’s common sense and 
normal rules. In order to win user has to find the 
right way to score and so has to re-think his 
customary behaviors (and the logics underlying 
them). 

• Recognize Key Patterns: while the user is focusing 
attention on the contest, due to the unusual rules 
(that create cognitive confusion), we start to inject 
in the scenario the incongruent elements. This 
would lead the user to re-create experience in ways 
that demonstrate the value of re-thinking ‘common 
sense’. One strategy might be to have users 
become familiar with the game environment, 
assume that this is a ‘stable’ reality, and then 
slowly destabilize the ‘taken for granted’ order of 
things. 
 

 
Figure 3 –Solutions for educating to understand stereotypes and 
develop observation skills 

 
 
4. IMPACT IN THE DEFENSE SECTOR 

 
As already mentioned our Armed Forces are 

largely involved in operations characterized by a strong 
Interactive Complexity, conceptual asymmetry in 
balance of power, and requiring fast decisions.  

 
The proposed Serious Games for final 

demonstration of research results is perfectly aligned 
with the current doctrinal and training framework of 
Armed Forces. Indeed actual doctrines are the result of 
deep strategic changes and of new operational 
approaches increasingly  influenced by non military 
factors (i.e. PMESII, PESTLE) and that influence the 
symmetry relations between opposite sides. 

Training, as well, had to conform, moving from 
conventional educational program  to an increased focus 

on smaller units for tactical operations, where the most 
relevant part of military operations is made by 
recognition, surveillance, patrolling, specific 
stabilization operations and, as well, Civil and Military 
cooperation. 

Therefore in this context squad leader has 
important responsibilities proportional to scenario 
difficulties but coherent with operation’s superior 
orders. This requires not only a deep knowledge of 
orders and mission goals, but also a sophisticated 
training; a context based training that provides an agile 
mindset and the capability to learn and understand the 
context appropriately while deployed.  

Accordingly to this, MDMP (Military Decision 
Making Process) has demonstrated its effectiveness in 
long term planning, by its very nature it carries some 
risks, identified in the literature as “bounded 
rationality”. Such process improved for classical 
military doctrine, was re-adapted to current operative 
conditions but it is, for sure, too complex and onerous 
for minor units that must be agile and fast in completing 
assigned tasks. 

An alternate approach is the one named as Intuitive 
(or Naturalistic) Theory of decision making and it is 
based on the premise that people often use less formal 
but much faster decision making strategies in real time 
situations. The “Coup d’Oeil” refers to the instant, 
global understanding of a situation, this is particularly 
appropriate to the subject discussed here because it 
refers to what the eye seizes, both literally and 
metaphorically. It is the ability to see the whole and also 
to see what is not there, and act.  

According to Klein, whose Recognition Primed 
Decision Model is a milestone in decision making 
theory, the first source of power is intuition, which he 
defines as use of experience to recognize key patterns 
that indicate the dynamics of a situation.  This includes 
recognizing what is happening but also what isn’t 
happening, as both can provide clues. This ability 
comes from experience, the ability to see what others 
cannot. Because of vast experience one is able to see the 
pieces of the event that are not perceptible to someone 
with less experience or expertise.  

It is important to stress that he training suggested 
in this project is a complement to efforts that are already 
taken, particularly within the USMC, to increase 
Situational Awareness and decision making skills.  

The main goal of the proposed Serious Game will 
be to improve the methodological approach of trained 
personnel to enhance Contextual Situational Awareness 
and to refine the capability of using the best available 
decision making processes to complete assigned task. 
Finally such training, coherent with actual training 
needs emerging from operational scenarios, will be a 
further, important item to the capability of correlating 
different experiences of deployed personnel and to 
identify key patterns of the tactical context to 
understand operational dynamics. 
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5. CONCLUSIONS 
 
The effort of the on-going research described in this 

paper is to study a methodology to develop games that 
educate soft skills such as intuition and agility in 
thinking despite the specific scenario where the trainees 
are going to operate. This is an innovative approach in 
respect to mainstream existing researches, which focus 
on models that reproduce the reality of a specific 
operational environment (for critiques of this strategy in 
a maritime environment see Dekker, 2009). Often 
training is focused on notional or normative models 
designed to teach “how things are” or “how they are 
supposed to be”. The alternative path taken by the 
authors is to enhance the users’ cognitive systems by 
teaching them to learn by observing and engaging with 
operationally relevant field indicators, in more 
fundamental adaptive ways. The idea is to use a Serious 
Game approach that supports users, through strong 
engagement, to become more receptive to the signals 
sent by specific and generic environments. Further, it 
will help users “boot strap” from one environment to 
another without the need to return to first base each 
time. Most existing learning and training scenarios 
work off of a set of pre-defined, deterministic 
categories.  This is true even with sense making models. 
How to reframe and train for beyond the obvious is an 
issue that has relevance not only in relation to the 
Modern Operational Environment, but to all branches of 
Decision Making. Understanding complex 
environments and to be able to extrapolate from one 
context to another would strengthen the war fighter’s 
cognitive assets and help him or her meet the challenges 
of today’s warfare, providing the ability to succeed also, 
and particularly, when reality turns out to be different 
was supposed to be’ (according to the handbook). 
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ABSTRACT 

In the first part of the paper a survey of the most 
important models used for inventory management in 
reverse logistics is presented; models are classified 
according to the approach used for modeling demand 
and products returns. In the second part of the paper an 
advanced simulation framework based for inventory 
management in reverse logistics is proposed. The 
simulation framework is used to compare different 
inventory control policies with the aim of understanding 
their behavior (in terms of total costs) within a supply 
chain with products return. 

 
Keywords: Reverse Logistics, Inventory Management, 
Modeling & Simulation 

 
1. INTRODUCTION 
Although it has been given increasing attention in the 
recent years, the origin of research on inventory control 
with returns can be dated back to the 70's and regards 
those systems in which customers return products after 
their leasing, renting or purchasing (Heyman, 1977). 
Over the years, researchers and practitioners have 
developed and proposed numerous planning and control 
methods to integrate the return flow of used products 
(products recovery) into the producers’ material 
management (Fleischmann et al., 2002). In this context, 
it seems that the major difficulty is mainly due to the 
considerable uncertainty with respect to timing, quantity 
and quality of the return flow (that is often hard to 
influence by the producer) and to the integration of 
reverse logistics operations. Kleber et al. (2002) 
observes that new problems arise both along the supply 
chain and in each single supply chain node with the 
integration of reverse logistics and products recovery 
operations. Among others, the most important are 
collecting and disassembly of used products, production 
synchronization and remanufacturing, inventory 
management. It is worth saying that the meaning of 
products recovery is different according to the final 
recovery action: repair, refurbishing, remanufacturing, 
cannibalization and disposal (see Thierry et al., 1995). 
As shown later on, in this article the focus is on the 
multi-echelon inventory system in case of products 
returns considering two recovery options: products 
remanufacturing and products disposal.  

In effect many authors have proposed quantitative 
models and approaches for studying single stage and 
multi-echelon inventory management system with 
products return. Fleischmann et al. (1997) propose a 
survey of these research studies by discussing the 
implications of the emerging reuse efforts, reviewing 
the mathematical models presented in the literature, and 
pointing out the areas in need of further research. 
However, the framework proposed by Fleischmann 
dates back to more than 10 years ago, therefore the time 
seems again right for an updated survey on the 
inventory management problem involving product 
returns. In this context, the objective of the paper is 
twofold. First, the article aims at providing the readers 
with a brief but systematic overview on the main 
inventory control models proposed (during the last 
decades) by researchers and practitioners working in 
this specific area. The authors subdivide the field 
according to the modeling approaches for demand and 
returns processes. A first major classification is made 
into deterministic and stochastic models. Moreover, 
stochastic models are then classified into periodic and 
continuous review models. Then, as second and most 
important objective, the authors present four stochastic 
models for a multi-echelon inventory management 
system (within a supply chain) that includes product 
returns. After presenting and discussing the models, the 
authors propose the supply chain conceptual model 
(integrating the multi-echelon inventory system) and 
implement the conceptual model within an advanced 
supply chain simulator. The simulator (called IMPRES, 
Inventory Management with Product REturns 
Simulator) is used to investigate and compare the 
behavior of the inventory control models in terms of 
supply chain costs (total supply chain costs, supply 
chain echelon costs, supply chain node costs). It is also 
shown that with respect to the state of the art the 
treatment proposed in this article considers more 
flexible and versatile inventory control models. 

Before getting into the details of the study, in the 
sequel a brief overview of each section of the article is 
presented. Section 2 structures the state of the art on the 
inventory management with product returns; in 
particular section 2.1 is dedicated to deterministic 
models; section 2.2 presents stochastic models and 
classifies them into periodic and continuous review 
models. Then, section 3 deals with the supply chain 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 591



conceptual model and the four stochastic inventory 
control models. Section 4 focuses on the IMPRES 
simulator and proposes an application example for 
comparing the behavior of the inventory control models 
in terms of supply chain costs (also discussing the 
potentials of the IMPRES simulator for investigating 
supply chain inventory management problems). Finally 
the last section reports conclusions, summarizes the 
scientific contribution of the work and the actual 
research activities still on going. 

 
2. A SURVEY OF THE INVENTORY CONTROL 

MODELS WITH PRODUCTS RETURN 
This section surveys the most relevant articles in 

the field of inventory management with product returns. 
The initial bibliographic search involving a huge 
number of articles were then reduced to about 50 
articles based on content and quality. Such relevant 
articles are studied and considered in the following 
survey. Section 2.1 and section 2.2 are respectively 
dedicated to deterministic and stochastic models for 
single stage and multi-echelon inventory management 
system with product returns. Deterministic models 
mainly focus on extensions of Schrady’s (1967) model 
(EOQ model applied to the case of products returns) 
and on the dynamic lot sizing problem for systems with 
product returns. Stochastic models are finally classified 
in periodic review and continuous review. 

 
2.1. Inventory control models with products return: 

deterministic approach 
Here research works dealing with deterministic models 
for inventory management are presented. These models 
are usually based on the assumption that demand and 
return quantities are known with certainty. A first 
research branch regards models dealing with stationary 
demand and return flows. The most considered 
inventory model is usually the Economic Order 
Quantity (EOQ). Schrady (1967) was the first to 
consider the EOQ inventory model in which a certain 
percentage of sold products (under constant demand) 
comes back, after a known period of time (constant 
return rate), to be repaired under the hypothesis of 
infinite production and recovery rates. Nahmias and 
Rivera (1979) extend Schrady’s model by considering 
the case where the repair rate is finite rather than 
infinite. Other extensions to the model of Schrady 
(1967) are presented by Mabini et al. (1992) and 
Teunter (2001, 2004). Mabini et al. (1992) discuss an 
extension of Schrady’s model to a multi-product 
inventories system where products share the same repair 
facility. Teunter (2001, 2004) also generalize Schrady’s 
results. Teunter (2001) assumes infinite production and 
recovery rates and different holding cost for 
recoverable, recovered and manufactured products. 
Teunter (2004) assumes finite production and recovery 
rates. In both articles, Teunter derives a square-root 
formula for the optimal production and recovery lot-
sizes for each of the two classes of policies: (M=1, R) 
and (M, R=1), where M manufacturing batches and R 

recovery batches succeed each other. The obtained 
policy is an approximation to the optimal and not the 
optimal one. However Teunter results are valid for 
finite and infinite production and recovery rates 
therefore has to be regarded as more general than those 
of Nahmias and Rivera (1979) and Koh et al. (2002).  

Konstantaras and Papachristos (2004, 2006, 2007) 
extend Teunter in different cases, finding a solution for 
Teunter’s model that leads to the optimal policy in both 
cases (M=1, R) and (M, R=1). Also Oh and Hwang 
(2006) and Chung et al. (2008) and Mitra (2009) extend 
Teunter (2001, 2004) even if they consider different 
systems, conditions and constraints. Oh and Hwang still 
deal with the single echelon case for a recycling system 
where a fixed fraction of the deterministic demand is 
returned and used as raw material. Chung et al. consider 
a multi-echelon inventory system with remanufacturing 
capability; Mitra consider a two echelon system with 
returns under more generalized conditions (the 
assumptions of non-existence or non-relevance of set-up 
and holding costs at different levels are relaxed). 

Richter (1994, 1996a, b) and Richter and Dobos 
(1999) also consider EOQ models but they differ from 
Schrady’s model because they consider the waste 
disposal option and the return rate is a variable 
parameters. 

Richter’s models are considered and extended by 
several authors: El Saadany and Jaber (2008) consider 
the costs associated with switching between production 
and recovery runs. Jaber and Rosen (2008) propose an 
extension of the model by proposing a parallel to 
physical systems and applying the first and second laws 
of thermodynamics to reduce system entropy. Finally, 
Jaber and El Saadany (2009) assume different demands 
for manufactured and remanufactured (repaired) 
products.  

Another important branch of research studies deals 
with the dynamic lot sizing problem for systems with 
product returns. Richter and Sombrutzki (2000) propose 
an extension of Wagner and Whitin (1958) dynamic 
production planning and inventory control model to the 
case of reverse logistics. They assume that the number 
of returns is sufficient to satisfy all demands without 
delay, and therefore manufacturing is not considered. 
Richter and Weber (2001) extend the model proposed 
by Richter and Sombrutzki by considering the 
manufacturing option and variable manufacturing and 
remanufacturing costs. However  Richter and Weber 
assume that the number of returns in the first period is 
at least as large as the total demand over the planning 
horizon, therefore the manufacturing option is not 
needed (it is used only for economic reasons). Richter 
and Gobsch (2003) apply the Richter and Sombrutzki 
model in a just in time environment.  

Golany et al. (2001) extend Richter and 
Sombrutzki by relaxing restrictive assumptions on the 
number of returns and they also include the disposal 
option. Beltran and Krass (2002) relax the assumption 
on the number of returns but assume that returns can be 
directly used (no remanufacturing is needed).  
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Teunter et al. (2006) study the dynamic lot sizing 
problem by relaxing all the restrictive assumptions of 
the above models also including set-up costs. 

 
2.2. Inventory control models with products return: 

stochastic approach 
This section is dedicated to the inventory models that 
deal with demands and returns as stochastic processes. 
The survey is organized according to the traditional 
classification into periodic and continuous review 
models. Section 2.2.1 and section 2.2.2 respectively 
survey the periodic review models and the continuous 
review ones that have contributed to well establishing 
this field through the last four decades. 

 
2.2.1. Periodic Review Models 
Literature on periodic review models is abundant. These 
models aim at deriving optimal control policies over a 
finite planning horizon (Fleischmann et al., 1997).   

The first contribution on stochastic periodic review 
model was first presented in Simpson (1978), but the 
research has not been continued. In terms of previous 
works, the model presented by Simpson is an extension 
of Veinott's (1966) model in which the dependent 
relationship between demand and returns is removed. In 
practice this dependency is rarely modelled because of 
the small effects and the modelling effort required to 
consider it (see Fleischmann 2000 for justification of 
the independence assumption and Kiesmüller and van 
der Laan 2001 for an additional cases in which returns 
depend on past demand). 

After Simposon, Cohen et al. (1980) present a 
model where a fixed share of the products is returned 
after a fixed number of periods. Equations for the 
optimal policy are proposed, and myopic base stock 
approximation (that is shown to be optimal in the case 
of feedback delay is equal to one period) is  developed. 
Inderfurth (1997) extends Cohen et al. model by 
relaxing the assumption of fixed feedback delay and 
addressing the problem of product recovery 
management. In this case, one single product is stocked 
to fulfill stochastic customers demand that generate, in 
turns, stochastic product returns (they consider the 
double options of manufacturing and disposal and 
assume fixed and different deterministic lead-times for 
both procurement and remanufacturing).  
Kiesmüller and van der Laan 2003 provide the exact 
computation of the parameters that determine the 
optimal periodic policy proposed by Inderfuth (1997) 
and Simposon (1978) in the case of identical lead times. 
They also provide two different approximations in the 
case dynamics demand and returns (exact computation 
is time consuming). Mahadevan et al. (2003), 
Kiesmueller (2003), and Teunter et al. (2004) explore 
heuristic approaches for the case of non-identical lead 
times. Finally Ahiska and King (2009), extending 
Kiesmueller (2003), conducts an analysis to find 
optimal policy structure in the existence of fixed cost 
for manufacturing and/or remanufacturing in the context 
of periodic-review inventory control. 

The above papers consider one products reuse 
option and one single stage inventory system. The 
following articles extend the treatment to the case of 
multiple reuse options and multi-echelon system. 
Inderfurth (2001) extends Inderfurth (1997) by firstly 
presenting a periodic review model for product recovery 
in stochastic remanufacturing systems with multiple 
reuse options, including a disposal option (still 
Inderfurth considers one single stage inventory system). 
DeCroix (2006) focuses on a multi-echelons inventory 
system but still considers one product reuse option. 
DeCroix uses the results by Simposon (1978) and by 
Inderfurth (1997). In effect the system proposed by 
DeCroix combines the key elements of two simpler 
systems: (i) the single stage remanufacturing system 
studied by Simpson and by and Inderfurth and (ii) the 
series system studied by Clark and Scarf (1960). In 
particular DeCroix investigates whether the optimal 
policy inherits the basic structural properties of the 
simpler systems. Note that DeCroix et al.(2005) already 
investigated the behaviour of a series system in which 
recovered products are returned directly to stock. 

 
2.2.2. Continous Review Models 
In these models the time axis is modeled continuously 
and the objective is to find optimal static control 
policies minimizing the long-run average costs per unit 
of time (Fleischmann et al., 1997).  

A first continuous review model was proposed by 
Heyman (1977). In particular, the author proposes a 
model with independent demand and return occurrences 
(with generally distributed quantities and inter-
occurrence times), trying to optimize the trade off 
between additional inventory holding costs and 
production costs savings and without considering fixed 
costs (an attempt to consider dependent demand and 
returns is made by Yuan and Cheung 1998). Muckstadt 
and Isaac (1981) propose a model similar to the 
Heyman’s model but demand and returns are assumed 
to be unitary Poisson processes, the model applies to a 
situation with uncertain manufacturing lead times, finite 
remanufacturing capacity, nonzero procurement lead 
time and disposal option is not considered (they deal 
with both single and multi echelon models and fixed 
costs are not considered). Korugan and Gupta (1998) 
consider a model similar to Muckstadt and Isaac but 
they take into account the disposal option in a two-
echelon inventory system with return flows. 

Van der Laan et al. (1999) extend Muckstadt and 
Isaac by relaxing some restrictive assumptions (even if 
they do not consider disposal option).  Van der Laan et 
al. consider the dependence between demand and 
returns, allow nonzero fixed remanufacturing costs, 
consider deterministic manufacturing and 
remanufacturing lead times and present exact 
procedures for evaluating the total expected costs. 

Fleischmann et al. (2002) aim at presenting a 
comprehensive analysis of inventory management in a 
reuse context. The authors come down to the Muckstadt 
and Isaac model and provide a complete analysis 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 593



deriving both an optimal control policy and an optimal 
control parameter values.  

Ching et al. (2003) starting from the Heyman’s and 
Muckstadt and Isaac’s models (single-product inventory 
model with returns), they first include the replenishment 
costs and then consider two independent identical 
inventory systems where transhipment of returns from 
one inventory system to another is allowed. 

Finally Mitra (2009) tries to relax most of the 
assumption of the previous models (such as non-
existence or non-relevance of set-up and holding costs 
at different levels) and considers a two echelons system 
with returns under more generalized conditions. 

All the above papers make the assumption that 
remanufacturing a return is, on the average, less costly 
than manufacturing a new product and disposing the 
return (in other words they made the assumption that 
remanufacturing is the primary source for satisfying 
demand). Aras et al. (2006) consider the situation in 
which returns quality is not always the same and 
consequently remanufacturing is not the primary source 
of satisfying demand. The authors establish that a 
simple average cost comparison is not a reliable basis 
for priority decisions in hybrid manufacturing and 
remanufacturing systems. 

With respect to the state of the art, the treatment 
proposed in this article considers more flexible 
inventory control policies (i.e. respect to Heyman’s and 
Muckstadt and Isaac’s models). Different types of 
continuous and periodic review models (not only based 
on the s, Q model) are considered. The models are 
proposed and their behaviour (in terms of supply chain 
costs) is investigated within a multi echelon supply 
chain that includes the products return flow (with the 
double option of remanufacturing and disposal). To this 
end, an advanced supply chain simulator is developed, 
presented and used.  

 
3. SUPPLY CHAIN CONCEPTUAL MODEL 

AND INVENTORY CONTROL POLICIES 
Figure 1 shows the supply chain conceptual model: let 
be N the number of supply chain echelons and Ni the 
number of node in the i-th supply chain echelon. In 
addition to the direct flow of product, the supply chain 
also includes a reverse flow with two options: 
remanufacturing and disposal. Remanufactured 
products can join the direct flow in any of the N supply 
chain echelon. Note that upstream and downstream 
supply chain boundaries respectively are outside 
suppliers and customers. 

The arrival process of customers demand at stores 
is Poisson; similarly the products return process to the 
remanufacturing areas is Poisson. Inventory 
management system within each supply chain node is 
based (as explained later on) on inventory control 
policies that consider both new products (shipped by 
upstream nodes) and remanufactured products. Stock-
outs occurrences at each supply chain node can be 
completely backordered, partially backordered or 
registered as lost sales.  

 
Figure 1: The supply chain conceptual model including 
the reverse flow of products 

 
The inventory management system at each supply 

chain node has to answer to five different questions: (i) 
how often to review the stock status; (ii) when to order 
new products; (iii) quantity of new products; (iv) 
quantity of remanufactured products; (v) quantity of 
products to dispose.  

Before getting into inventory policies details let us 
define the following notations. Note that, where not 
directly specified, the subscripts i, j and k respectively 
refer to the supply chain echelon i, to the echelon node j 
and to the product k.  
• N, number of supply chain echelons; 
• Ni, number of node in the i-th supply chain 

echelon; 
• Dijk(t), customers’ demand at period t; 
• RTk(t), return at period t; 
• LTijk, Lead Time (for a new product); 
• LTrijk, Lead Time (for a remanufactured product); 
• sijk(t), order point; 
• Sijk(t), order-up-to-level;  
• SSijk(t), safety stock; 
•  h, safety stock factor (used for safety stock and 

order point evaluation); 
• Rijk, review period; 
• rijk, inventory holding cost (for a new product); 
• OCijk, fixed cost per order;  
• vijk, unit value cost (for a new product); 
• B1ijk, fractional charge per unit short (used to 

evaluate shortage cost);  
• P1ijk, fractional part of stockouts backordered; 
• B2ijk, fractional charge per unit short (used to 

evaluate backorder costs); 
• rcik, unit remanufacturing cost; 
• rrk, inventory holding cost (for a recoverable 

product); 
• rvk, unit value cost (for a remanufactured 

product); 
• P2ik, fractional part of disposed units; 
• dcik, disposal cost; 
• DFijk(t), demand forecast at period t; 
• LTDijk(t), lead time demand; 
• σijk(t), standard deviation of the lead time 

demand; 
• IPijk(t), inventory position; 
• OHIijk(t), on hand inventory; 
• OQijk(t), on order quantity (new product); 
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• OQrijk(t), on order quantity (remanufactured 
product); 

• BQijk(t), back order quantity; 
• CQijk(t), committed quantity; 

 
Decisions about when to order 

new/remanufacturing products and the orders quantities 
are taken on the basis of the inventory position IPijk(t) 
defined in equation (1). 
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The demand over the lead time (equation 2) is 

based on demand forecast in the time interval (t,  t + 
LT) where LT is defined as: 
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• The first case is for order placed only for new 

products 
• The second case is for order placed only for 

remanufactured products 
• The last case is order places for new products 

and remanufactured products 
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The Demand Forecast is evaluated by using the single 
exponential smoothing method. The operations of the 
four different inventory control policies are presented 
below. 

 
3.1 Order-Point, Order-Quantity (s, Q) inventory 
control policy 
This inventory control policy is based on continuous 
review; a fixed quantity Qijk is ordered when the 
inventory position, IPijk(t) drops the order point sijk(t). 

In this case sijk(t) and Qijk are determined according 
to equations for simultaneous determination of s and Q 
for faster moving products (adapted for Poisson 
Process), presented in chapter 8 of Silver et al. (1998), 
chapter 8.  

 
3.2 Order-Point, Order-Up-to-Level (s, S) inventory 
control policy 
As in the previous case the inventory is reviewed 
continuously and an order is placed whenever the 
inventory position, IPijk(t), drops the order point sijk(t). 
A variable quantity is ordered to raise IPijk(t) to the 

order-up-to-level Sijk(t). The sijk(t) is evaluated 
according to equation (3). 
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the safety stock: 
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The order-up-to-level: 
 

LT

tLTD
tstSS ijk

ijkijk

)(
)()( +=     (5)                       

      
 
Where the second term of equation 5 is the ratio 

between the average lead time demand (considering 
lead time demand for new products and lead time 
demand for remanufactured products) and the average 
lead time (considering lead time for new products and 
lead time for manufactured products). Note that the 
authors already dealt with the definition of SS in a 
supply chain without products returns. See Longo and 
Mirabelli (2008), De Sensi et al. (2008) and Curcio and 
Longo (2009) for further information. Finally the 
quantity to be ordered is: 

 
)()( tIPtSQ ijkijkijk −=                              (6) 

 
3.3 Periodic Review Order-Up-to-Level (R, S) 
inventory control policy 
This inventory control policy is based on periodic 
review; every R units of time the inventory is checked 
and an order is placed that raises the inventory position, 
IPijk(t), to the order-up-to-level Sijk(t), according to 
equation 5. 

 
3.4 Periodic Review, Order-Point, Order-Up-to-
Level (R, s, S) inventory control policy 
As for the (R, S) inventory control policy, this policy is 
based on checking periodically the inventory. Every R 
units of time the inventory position IPijk(t) is checked. If 
IPijk(t) is below the order point sijk(t) a variable quantity 
is ordered to raise the inventory position to the order-
up-to-level Sijk(t), according to equation 6. 

 
3.5 Supply Chain Total Costs definition 
As already mentioned the main objective is to relax 
most of the assumption made in the stochastic models 
(both continuous and periodic review) and investigate 
the multi-echelon inventory system by comparing the 
behavior of the above inventory control policies in 
terms of total supply chain costs. This approach requires 
to specify inventory costs (including ordering costs, 
holding costs for new and remanufactured products, 
shortage costs, backordering costs), remanufacturing 
costs and disposal costs. Equation 7 evaluates the total 

)(tLTDijk

)(tLTDrijk
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expected annual cost for a generic product k at the 
echelon node j, supply chain echelon i: 
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where: 

• ΔTijk, total time an product is held on the warehouse 
shelves (serviceable inventory); 

• mijk, number of product orders over 1 year; 
• nijk, number of unit short over 1 year; 
• ΔT(r)

ijk, total time an product is held on the 
warehouse shelves (recoverable inventory); 

• rnik, number of recoverable unit over 1 year, 
intended for remanufacturing process. 

 
The total cost including all products types, inventory 
costs at all supply chain nodes and echelons, 
remanufacturing and disposal costs can be written as 
follows (equation 8) 

 

∑∑∑

∑∑∑∑∑∑

∑∑∑∑∑∑

∑∑∑∑∑∑

+−+Δ+

++−

+Δ+=

i j k
ikikik

i j k
ikikik

i j k

r
ijkijkijk

i j k
ijkijkijkijk

i j k
ijkijkijkijk

i j k
ijkijkijk

i j k
ijkijk

rndcP

rnrcPTrrrv

nvBPnvBP

TrvmOCTC

2

21

21111

)(

)(

)(

 (8) 

 
Note that the treatment proposed in this article does 

not consider most of the common assumptions hold in 
most of the approaches proposed in literature. 
Specifically a multi-echelon inventory system with 
products returns (with the double options: 
remanufacturing and disposal) is considered and  
• the remanufactured products can enter the normal 

flow of products at any stage of the supply chain; 
• remanufactured products are good as new products 

and economically more convenient but the Lead 
Time of the remanufactured products is different 
from zero and different from the Lead Time of the 
new products. 

• products disposal is allowed at any stage of the 
supply chain 

• all the relevant costs are considered and included. 
 

4. THE IMPRES SIMULATOR 
In this section an application example, developed by 
using an advanced supply chain simulator (IMPRES, 
Inventory Management with Product REturns 
Simulator), is presented. The IMPRES simulator 
recreates the three echelons supply chain conceptual 
model above presented, the multi-stage inventory 
system with product returns (including the 
remanufacturing and disposal options) and the four 
different inventory control policies. The main aim of the 
application example is to investigate the multi-echelon 

inventory system by comparing the behavior of the 
above inventory control policies in terms of total supply 
chain costs. Figure 2 shows the supply chain considered 
in the application example. 

 

 
Figure 2: Supply Chain conceptual model considered in 
the application example 

 
The use of Modeling & Simulation (M&S) is an 

important part of the proposed approach in order to 
investigate the multi-echelon inventory system and 
policies behavior. In effect, a wide range of factors 
usually affects the inventory management along the 
supply chain. The ways in which such factors interact 
and the stochastic nature of their evolution over the time 
increase the complexity of such system up to critical 
levels and the use of ad-hoc methodologies, techniques, 
applications and tools is the only way to tackle 
problems and succeed in identifying proper and optimal 
solutions (as already mentioned in the literature survey, 
analytical approaches mainly require restrictive 
assumptions).  

Simulation has been widely recognized as the best 
and most suitable methodology for investigation and 
problem-solving in real-world complex systems 
(Bruzzone 2002; Bruzzone, 2004) in order to choose 
correctly, understand why, explore possibilities, 
diagnose problems, find optimal solutions, train 
personnel and managers, and transfer R&D results to 
real systems (Banks, 1998). Moreover, simulation has 
proved both in Industry and in Logistics its capability to 
recreate (with high level of accuracy) the intrinsic 
complexity of real-world systems allows to find out and 
test alternative solutions under multiple constraints and 
to monitor, at the same time, multiple performance 
measures, (Mosca et al., 1997; Giribone and Bruzzone, 
1999, Bruzzone and Giribone, 1999, Bruzzone et al., 
2007). In effect the author of this paper has a long 
experience in simulation models development in 
different areas including industrial plants (Longo et al., 
2012), manufacturing systems design (Cimino et al. 
2009; Longo and Mirabelli 2009), supply chains and 
Logistics (Bruzzone and Longo, 2010; Longo 2010) and 
complex systems training (Bruzzone and Longo, 2012). 
These considerations has led the author to develop the 
IMPRES simulator addressing the multi-echelon 

Proceedings of the European Modeling and Simulation Symposium, 2012
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 596



inventory management issue along the supply chain in 
the case of product returns. 

The development of the simulator starts with a 
detailed analysis of the supply chain conceptual model 
According to the supply chain conceptual model a 
single network node is considered as store (ST), 
distribution center (DC) or plant (PL). A supply chain 
begins with one or more PLs and ends with one or more 
STs. STs usually satisfy market demand or demand 
from other STs, DCs satisfy STs demand or demand 
from others DCs and PLs satisfy DCs demand and 
demand from other PLs.  

As concerns the inventory management, all the 
inventory control policies presented in section 3 are 
implemented within each supply chain node (ST, DC, 
PL). Obviously the inventory control policies take into 
account both the traditional forward-oriented product 
flow as well as the reverse product flow.   

The figure 3 shows the IMPRES main frame (the 
figure depicts a supply chain example with three 
echelons including 4 plants, 3 Distribution Centers and 
4 Stores) and the IMPRES Graphic User Interface 
(GUI). The GUI provides the user with many 
commands both for defining the supply chain 
configuration and for controlling the simulation 
execution. Number of products, simulation run length, 
start, stop and reset buttons and a Boolean control for 
the random number generator (to reproduce the same 
experiment conditions in correspondence of different 
operative scenarios) can be controlled and changed. 
Three different dialog windows can be activated by 
clicking on the three buttons Stores, Distribution 
Centers and Plants (see fig. 3). Thanks to these dialog 
windows, the user can set (in specific tables) the 
number of supply chain echelons, nodes position in the 
supply chain, the total number of network nodes and all 
the numerical values, input parameters and information 
needed for defining the supply chain configuration. 

 

 
Figure 3: IMPRES main frame and Graphic User 
Interface 
 
5. INVENTORY CONTROL POLICIES 
COMPARISON  
Note that the high flexibility of the IMPRES simulator 
in terms of scenarios definition is one of the most 
important features for using it as a decision making 
tool. As mentioned above the IMPRES graphic user 

interface gives to the user the possibility to carry out a 
number of different what-if analysis by changing supply 
chain configuration and input parameters (i.e. inventory 
policies, demand forecast methods, demand intensity 
and variability, lead times, inter-arrival times, number 
of products, number of stores, distribution centers and 
plants, etc.). The application example proposed below 
aims at comparing the behavior (in terms of total supply 
chain costs) of the inventory control policies presented 
in section 3 in a three-echelons supply chain that 
includes 6 Plants, 1 Distribution Center, 10 Stores and 
20 different products. The application example 
proposed has to be regarded as an advanced analysis 
devoted both to investigate inventory control policies 
behavior in case of products returns (with the double 
options of remanufacturing and disposal) and to test 
IMPRES potentials as tool to support supply chain 
managers decision making. Three different scenarios 
are considered: 

• all the supply chain nodes use the (s, Q) policy;  
• all the supply chain nodes use the (s, S) policy;  
• all the supply chain nodes use the (R, S) 

policy;  
In effect a complete scenarios investigation 

requires at least a Design of Experiments (DOE) based 
on factorial experimental design for checking all 
inventory control policies combinations.  

The figure 4 shows the total supply chain costs (in 
K€) in the three scenarios. Note that the best policy in 
terms of total cost is the (s, S) policy, the worst policy is 
the (R, S).  When all the supply chain nodes use the (s, 
S) policy the total savings, compared to the use of (s, Q) 
and (R, S) policies, are respectively 1,415 K€ (about 
8%) and 828 K€ (about 5%). It should be noted that the 
(s, S) policy as defined by authors (see equation 3 and 
5) performs quite well than the (s, Q) policy.  

 

 
Figure 4: Total Supply Chain Costs comparison 
 
The figure 5 shows the total costs for each supply 

chain echelon (Plants, Distribution Centres and Stores) 
in correspondence of the three different inventory 
control policies. Once again the best policy is the (s, S). 
Note that on the whole supply chain the (s, Q) policy 
performs better than the (R, S). However when 
considering the single supply chain echelon the (s, Q) 
policy performs better than the (R, S) only in the Plants 
echelon and in the Distribution Centres echelon; it 
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presents greater costs in the store echelon (and this is 
mostly due to a greater number of stock outs 
occurrences).  

Finally figure 6 shows the different types of cost 
for the (s, S) policy. The graph reports all the costs 
defined in equations 7 and 8: ordering cost, carrying 
cost, shortage cost, backordering cost, carrying cost for 
remanufactured products, remanufacturing cost and 
disposal cost. Note that the most important costs are the 
inventory carrying cost for new products, the ordering 
cost, the inventory carrying cost for remanufactured 
products and the remanufacturing cost. 

 

 
Figure 5: Supply chain Echelon Costs Comparison 
 

 
Figure 6: Cost types analysis for the (s, S) policy 

 
Similar results have been obtained for each 

inventory control policies as well as for each supply 
chain node. In effect the IMPRES simulator is able to 
track individually each supply chain node as well as 
each products (new or remanufactured) within the 
whole supply chain.  

 
 

6. CONCLUSIONS 
The article addresses the very important issue of multi-
echelon inventory management systems with product 
returns. The authors first propose a detailed state of the 
art overview on both deterministic and stochastic 
models proposed by researchers and scientists over the 
last decades.  Then the authors deal directly with the 
inventory management with products return problem 
within the supply chain. It should be noted the research 
effort carried out by the authors in relaxing most of the 
common assumptions adopted in literature and 

presenting and investigating the behaviour of four 
different inventory control policies in terms of total 
supply chain costs. To this end the authors develop an 
advanced simulator, called IMPRES, that can be easily 
used as decision support tool. Analysis and results are 
also presented and show how the inventory control 
policies behave differently in terms of total supply chain 
costs as well as in terms of supply chain echelon costs.  

Further research are still on going carrying out 
inventory parameters optimization by using Genetic 
Algorithms (with the aim of total costs minimization) 
and investigating inventory control policies behaviour 
with advanced DOE and ANOVA techniques.  
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ABSTRACT 
The main goal of this paper is to propose a simulation 
model that can be used as decision support tool within a 
manufacturing system devoted to produce hazelnuts 
based products. The simulation model is capable of 
investigating different manufacturing systems 
configurations by considering user-defined input 
parameters and multiple performance measures. The 
paper briefly describes the simulation model and 
proposes an application example to provide evidence on 
the relevance of the proposed simulation model.  
 
Keywords: Industrial Plants, Modeling & Simulation, 
Performance Analysis 

 
1. INTRODUCTION 
Considering the actual financial crisis (still ongoing in 
many European countries) manufacturing systems must 
be able to react at different levels (strategic, tactic and 
operative) to unexpected changes (both in terms of 
opportunities and problems). Strategic decisions in 
manufacturing systems typically concern design 
problems and resources allocation in the medium/long 
period (i.e. a new plant lay-out, products assortment, 
new production machines, etc.). Tactical decisions are 
related to the planning and control of the manufacturing 
system resources (manufacturing policies, warehouse 
and logistics policies, customers’ services, etc). Finally, 
operative decisions are mainly related to the 
manufacturing system management in the short period 
(i.e. shop orders scheduling, resources and materials 
availability, etc.). Usually problems at any of these 
levels may involve contrasting objectives therefore 
requiring a strong experience (for people involved in the 
decision process) as well as advanced decision support 
tools. 
 In this context Modeling & Simulation (M&S) is 
widely used in manufacturing systems design and 
management to define system requirements, to explain 
system behavior, to diagnose problems, to take into 
account the effects of specific constraints, to test 
different production policies, to investigate different 
operative scenarios, to evaluate the impact of different 
human factors on industrial and business processes 
(Bruzzone, 2002; Bruzzone, 2004, Bruzzone et al., 
2007). In fact a survey of the current state of the art 

clearly reveals that a tremendous amount of research 
works have been published (over the last 50 years) in 
this area (Callahan et al. 2006). 
 Generally speaking, a M&S based approach 
generally does not provide exact or optimal solutions to 
problems but it allows users analyzing the behavior of 
complex systems,  performing what-if analysis and 
choosing correctly among different possible scenarios 
(Karacal 1998; Banks 1998). In fact, oppositely to 
analytical approaches, the main advantage of M&S 
when studying and analyzing manufacturing and 
logistic systems is the possibility to take into 
consideration multiple aspects without introducing 
restrictive assumptions. M&S offers the possibility to 
generate reliable output results, to describe and analyze 
the behavior of existing systems while changing initial 
conditions and operative scenarios. 
 According to Smith (2003), simulation based 
approaches can be used both for existing (see for 
instance Bruzzone et al., 1999) and for new 
manufacturing systems (still not in existence, Longo 
and Mirabelli, 2009). Examples of research works in 
which M&S has been used to support manufacturing 
systems design and/or management can be found in 
Berry (1972), Nunnikhoven and Emmons (1977), 
Stenger (1996), Mullarkey et al. (2000), Longo et al. 
(2005), Longo et al. (2012), Ren et al (2012). M&S is 
also often used in combination with artificial 
intelligence techniques (above all for solving multi-
objective optimization problems). Classifications 
frameworks for simulation based optimization can be 
found in Andradottir (2005), Fulcher (2008); examples 
of applications can be found in Mosca et al. (1997), 
Giribone and Bruzzone, (1999). 
The focus of this paper is a manufacturing system 
devoted to produce hazelnuts based products. The 
authors use a M&S based approach to develop a 
decision making tool that can be used by production 
managers for investigating different manufacturing 
system configurations under the effect of multiple 
critical parameters and by monitoring multiple 
performance measures. Therefore the goal of this paper 
is not to find out the best configuration of the 
manufacturing system but to show the potentials of the 
simulation approach in the decision making process and 
how an ad-hoc developed simulation model can be an 
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advance tool to support decision taken at any level by 
the company production managers. 
The paper is organized as follows: Section 2 reports a 
description of the hazelnuts market; section 3 presents 
the hazelnuts production process while section 4 briefly 
describes the main simulation model features. Section 5 
proposes the application examples and the experimental 
analysis to show the relevance of the proposed 
approach. Finally, conclusions summarise the main 
results of the study. 

 
 

2. THE HAZELNUTS MARKET 
According to the Food and Agriculture Organization of 
the United Nations (FAO), the hazelnuts truck farming 
covers around 847,435 hectares with an estimated 
production of 1,052,000 tons per year. Turkey is the 
major hazelnuts producer (75% of the total hazelnuts 
production) followed by Italy (11%), USA (3%), 
Azerbaijan (3%) and Spain (2%). 
Therefore hazelnuts’ price strongly depends on the 
international trades and transactions, with Turkey 
playing the most important role in determining the 
hazelnuts price.  The most important influence on the 
price is the amount of production placed in international 
markets from Turkey, which alone represents 70% of 
the world. However, Turkey usually enters controlled 
quantities of hazelnuts in the market to keep under 
control the prices (in order to avoid drastic reduction of 
international prices with negative consequences on 
income levels of its farmers). 

Even with a strong difference compared to Turkey 
in terms of total production per year, Italy has a long 
tradition and experience in the hazelnuts production and 
today faces the national and international market with a 
considerable hazelnuts based products assortment. In 
fact, during the last years, hazelnuts production has 
received funding and incentives (at both European and 
national level) for the introduction of innovations for 
increasing quality standards (i.e. new methods of 
cultivation have been introduced to optimize harvesting 
techniques, times and to ensure environment 
protection). The scenario that characterizes the Italian 
hazelnuts sector is rather complex: the land dedicated to 
hazelnuts truck farming is continuously increased 
during the last 50 years (+126%) as well as the total 
production passed from about 24,000 tons/year up to 
105,000 tons/year. In Italy, most of the land area used 
for hazelnuts truck farming is located in the South. The 
first stage is represented by agricultural producers that 
sell their products to both national and international 
buyers (mainly represented by the confectionery 
industry).  Hand harvesting affects for about one third 
the cost of the total crop (in case of mechanized 
harvesting such percentage drops to 19%). Usually 
mechanical harvesting can be facilitated by chemical 
treatments, to promote the maturation and the 
simultaneous fall of hazelnuts.   

Production facilities require complex 
industrial/manufacturing systems characterized by 

different types of operations including sizing, shelling, 
roasting, grain, packaging and storage. The technical 
characteristics of the manufacturing system devoted to 
produce hazelnuts based products considered in this 
paper are briefly presented in the next section.  
 

Specifically, with regard to Calabrian territory 
(South Part of Italy) the initiative to design an 
integrated manufacturing system for processing semi-
finished hazelnuts has been undertaken in order to meet 
the demand of “Pizzo Homemade” ice cream. 

 
3. THE HAZELNUTS PRODUCTION PROCESS 
The production process of the manufacturing system 
considered in this paper consists of several stages. The 
first phase consists of cleaning and drying operations. 
Raw hazelnuts are cleaned in two ways: with air jet (to 
remove impurities) and with water to separate the 
heavier ones. In particular the raw hazelnuts are placed 
in a bulk hopper that moves (by gravity) the hazelnuts 
on a bucket elevator that, in turn, transports them up to 
the entrance of the impurities separator. Inside the 
separator hazelnuts are invested by a strong jet of air 
which ensures the separation of the raw hazelnuts from 
light impurities such as leaves, twigs, shells, etc. Then 
the product is conveyed inside a destoner that is used 
for the elimination of heavier impurities (i.e. stones). In 
particular, hazelnuts are moved to the subsequent 
operation by a flow generated by an external unit, while 
the heavier elements are dragged downwards from the 
outflow. Another bucket elevator transports the cleaned 
hazelnuts till the entrance of the dryer.  
Within the drying chamber hazelnuts are subject to a jet 
of hot air (45°C - 60°C) to reduce the moisture (this 
phase is also useful to guarantee the preservation of the 
hazelnuts quality over the time) and to prepare 
hazelnuts to the successive operations. This operation 
also guarantees bacteria destruction and weakening of 
the shell. After this phase some of these hazelnuts are 
directly packed (hazelnuts in shell) while the remaining 
hazelnuts continue the production process through the 
pre-calibrating and shelling operations. 

At this stage, the hazelnuts are placed again in a 
bulk hopper and then by gravity in a bucket elevator 
that moves them till the entrance of a roller sizer. This 
machine subdivides hazelnuts in different sizes, 
depending on the shells dimensions. Therefore the 
hazelnuts are conveyed to the Sheller that deprives 
hazelnuts for their shells; once deprived of their shells, 
hazelnuts are subject to further calibration (this time the 
hazelnuts must respect all the quality standards required 
in order to proceed with the subsequent operations). 
Finally, a spiral conveyor moves the hazelnuts to the 
subsequent phase. 

The subsequent phase is the roasting operation; this 
operation is required to give hazelnuts a complete 
dehydration, oxidation and therefore more flavors. At 
the end of the roasting operation a cooling tunnel brings 
roasted hazelnuts at the environment temperature. The 
product, deprived of the outer shell, is then moved 
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through a conveyor belt where operators manually 
remove the over-burned hazelnuts. At this time, some of 
the hazelnuts are packed (roasted hazelnuts) while the 
remaining hazelnuts continue the process through the 
graining and refining operations. Graining operations 
are devoted to produce chopped hazelnuts (that will be 
packaged in a granular form). First the hazelnuts go 
through the grinder machine, where they are crushed 
and reduced to chopped hazelnuts. Now, the product, in 
granular form, passes through a circular vibrating screen 
that removes dust from chopped nuts. Finally a 
pneumatic separator separates the granules of different 
dimensions. 

The last phase is the refining operation. The roasted 
nuts are placed in a flour mill that reduces them into 
flour. Then the flour is placed in steel tanks where it is 
mixed with water and sugar and then conveyed into the 
refiner, where it is continuously kneaded to form the 
hazelnuts paste. The paste is sieved in the vibrating 
filter to provide additional smoothness and eliminate 
possible solid components. At the end the hazelnuts 
paste is placed in a stainless steel tanks, waiting to be 
moved with a volumetric pump into stainless steel 
containers that are successively stored in refrigerators. 

Figure 1 shows a schematization of the 
manufacturing process highlighting the different 
manufacturing system departments and the transport 
operations. 

 

 
Figure 1: manufacturing process schematization 
 
 Information about the estimated production of the 

manufacturing system considered in this paper are 
reported in table 1 (expressed in tons per year for each 
type of product). 
 
4. THE SIMULATION MODEL 
Authors have a long experience in developing 
simulation models (also using adavanced approach 
based on 3D virtual simulation) for supporting the 
decision process both in the Industry and Logistics area. 
 

Table 1: Estimated production of the manufacturing 
systems 

Product type Quantity 
(tons per year) 

Hazelnuts in Shell 60 
Roasted Hazelnuts 30 
Chopped Hazelnuts 60 

Hazelnut Paste 37 
  
Example of research works developed by authors in this 
area can be found in Bruzzone and Longo, (2012), 
Longo et al. (2012), Bruzzone and Longo (2010),  
Longo (2010); Cimino et al. (2009); Curcio and Longo 
(2009), Longo and Mirabelli (2009), Longo and 
Mirabelli, 2008, De Sensi et al. (2008). 

Based on the description reported in the previous 
section the authors have implemented a java-based 
simulation model able to recreate the entire hazelnuts 
production process. The simulation model includes the 
following elements: 
• static entity: workers performing manual 

operations (i.e. manual sorting of over-burned 
hazelnuts) and manual transportations. 

• dynamic entities: hazelnuts in all the states of 
transformation (freshly harvested, cleaned, dried, 
shelled, roasted, chopped nuts, hazelnuts flour, 
hazelnuts paste), containers used for 
transportation (canvas bags, stainless steel 
containers, etc.) 

• resources: constituted by machines and conveyor 
belts that are located within the different 
manufacturing system departments 

• queue: intermediate buffers in which work in 
process in accumulated 

Figure 2 shows the animation the main frame of the 
manufacturing system simulation model. The mean 
utilization level of each machine is displayed by means 
of bar indicators positioned in correspondence of each 
machine as well as the work in process is displayed by 
using arc indicators positioned in correspondence of the 
intermediate buffers. In addition, the mean level of 
utilization of the intermediate buffers is displayed by 
using text messages. 

The simulation model is equipped with a control 
panel that provides the user with the possibility to 
change the most important parameters governing the 
manufacturing system. In particular it is possible to 
change the production capacity of each machine, the 
source rate defined as the amount of raw hazelnuts 
entering the manufacturing system per unit of time, the 
number of workers, the products assortment and the 
amount of each product type to be produced. 
 The simulation model is also equipped with a 
section dedicated to display the simulation results. 
Multiple key performance indicators are displayed: 
among others, the flow time for each shop order, 
quantity of quantity of dried, roasted, grained hazelnuts  
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and hazelnuts paste, the number of packages for each 
product type, machines average utilization level and 
buffers saturation level.  
 
5. EXPERIMENTAL ANALYSIS 
The main idea behind the simulation model proposed in 
this paper is to provide the production managers 
operating in the manufacturing system with a decision 
making tool capable of analyzing different 
manufacturing system configurations by using an 
approach based on multiple performance measures and 
user-defined set of input parameters. Therefore the 
application example proposed in this section has been 
developed for understanding tool potentials from the 
production engineers’ perspective.  

It easy to understand that a production manager 
needs a decision making tools capable of investigating 
the effects of critical factors on multiple performance 
measures therefore a decision making tool should 
provide managers with high flexibility in terms of 
scenarios definition, critical parameters and 
performance measures selection.  

In the application example proposed in this section 
the authors decide to use the simulation model to 
investigate the behavior of several performance 
indicators under different operative conditions. The 
simulation model capabilities as decision making tool 
are strongly amplified if Design of Experiment (DOE) 
and Analysis of Variance (ANOVA) are respectively 
used for experiments planning and simulation results 
analysis. Before carrying out the experimental analysis 
some preliminary simulations have been executed to 
test the capability of the simulation model to recreate 
the real manufacturing system. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The results of these preliminary analyses are 

reported in table 2 in terms of simulated annual 
production and real annual production 

 
Table: Comparison between the simulated annual 
production and the real annual production 

Annual Production [tons/year] 

Product 
Type Simulated Real Difference 

Hazelnuts 
in Shell 

60,575 60.0 0.94% 

Roasted 
Hazelnuts 

29,580 30.0 1.41% 

Chopped 
Hazelnuts 

60,040 60.0 0.06% 

Hazelnuts  
Paste 

37,090 37.0 0.24% 

 
The main factors considered as “critical 

parameters” that can impact the system performances 
are: 
• Source Rate, SR, defined as the quantity of raw 

hazelnuts in input to the production process per unit 
of time 

• Production Mix, PM, defined as the mix of 
products that are currently worked in the 
manufacturing system 

• Customer Rate, CR, defined as the number of 
external customers per unit of time (the Customer 
Rate simulates the external demand intensity) 

• Working Shifts, WS, defined as the number of 
working hours per day. 

 
Figure 2: the manufacturing system simulation model 
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In this study, we have chosen, for each factor, different 
number of levels as reported in table 3. 
 

Table 3: Factors and Levels 
Factors Level 1 Level 2 

SR 90% 110% 

PM 15 % 25% 

CR 90% 110% 

WS 80% 125% 

 
The meaning of the factors levels can be explained 

as follows. The minimum level and the maximum level 
of the source rate are 90% and 110% of the actual value 
respectively; the actual value of the source rate is the 
one currently used in the real manufacturing system. 
The minimum and the maximum level of the production 
mix are 15% and 25%; the two levels are the 
percentages of the total raw hazelnuts in input to the 
manufacturing system that will be stored as hazelnuts in 
shell while the remaining part will be used for roasted 
hazelnuts, chopped hazelnuts and hazelnuts paste. The 
minimum level and the maximum level of the customer 
rate are 90% and 110% of the actual value respectively; 
the actual value of the customer rate is the average 
value of the customer rate in the real system. The 
minimum level and the maximum level of the working 
shift are 80% and 125% of the actual value respectively; 
the actual value of the working shift is the one currently 
used in the real system.  

The following performance measures are monitored 
during each simulation run: 
• Average Utilization Level of each Production line; 
• Flow Time of small packages of hazelnuts in shell 
• Flow Time of big packages of hazelnuts in shell 
• Flow Time of small packages of roasted hazelnuts 
• Flow Time of big packages of roasted hazelnuts 
• Flow Time of chopped hazelnuts 
• Flow Time of hazelnuts paste 
• Quantity in output for each product type 
• Work in Process 
• Average Lead Time 
• Percentage of Fulfilled Orders 
• Total Back Orders 
• Total Probability of Stockout 
• On Hand Inventory for hazelnuts in shell 
• On Hand Inventory for roasted hazelnuts 
• On Hand Inventory for chopped hazelnuts 
• On Hand Inventory for hazelnuts paste 
• Total On Hand Inventory 

Note that the production manager can easily define 
a different scenario by selecting different factors or 
different factors levels. To this end the manager can 
easily implement new factors/parameters thanks to 
simulator architecture completely based on java 
programming code. The objective of the application 

example is to understand the effects of factors levels on 
the performance measures reported above.  

Checking all possible factors levels combinations 
(by using a factorial experimental design) requires 16 
simulation runs; if each run is replicated 5 times we 
have 80 replications. To monitor the performances of 
the manufacturing system requires the collection of a 
huge number of simulation results. To this end the 
simulation model has been jointly used with Microsoft 
Excel and Minitab. At the end of each replication the 
simulation results are transferred in Excel spreadsheets. 
By means of routines programmed in Visual Basic the 
performance measures average values are calculated. 
Such values can be easily copied on a Minitab project 
(opportunely set with the same design of experiments) 
for statistic analysis. The Microsoft Excel interface has 
been implemented for correctly working in each 
scenario (not only in the application example proposed). 
The results in terms of mean values calculated by 
Microsoft Excel can be analyzed by using plots and 
charts (i.e. working in process versus source rate, 
probability of stock-out versus customer rate, etc.). 
Therefore the use of the simulation model does not 
necessarily require Design of Experiments or Analysis 
of Variance or any kind of statistical methodologies or 
software. 
 
5.1. Simulation Results and discussion 
Considering that currently there are 18 different 
performance measures implemented within simulation 
model , we cannot report in this paper all the simulation 
results of the application example; the following figures 
summarize some simulation results. The results of the 
factorial experimental design have been analyzed by 
using the ANOVA. 
 The ANOVA allows to evaluating those factors that 
have a real impact on the performance measures 
considered by decomposing the total variability of the 
performance measures into components; each 
component is a sum of squares associated with a 
specific source of variation (treatments) and it is usually 
called treatment sum of squares. Without enter in 
formulas details, if changing the levels of a factor has 
no effect on variance of the performance measure, then 
the expected value of the associated treatment sum of 
squares will be an unbiased estimator of the error 
variance (this is known as null hypothesis, H0). On the 
contrary, if changing the level of a factor has effect on 
the performance measure, then the expected value of the 
associated treatment sum of squares will be the 
estimation of the error plus a positive term that 
incorporates the variation due the effect of the factor 
(alternative hypothesis, H1). It follows that by 
comparing the treatment mean square and the error 
mean square we can understand which factors have 
effect on the performance measure (Longo and 
Mirabelli, 2008). Further information on ANOVA can 
be found in any statistics handbook (see for instance 
Montgomery and Runger (2006). 
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 The figure 3 shows the main effects plots (obtained 
by plotting the meta-model obtained from the analysis 
of variance) for the average flow time of the chopped 
hazelnuts. It is possible to observe that both the Source 
Rate and the Production Mix have an impact on the 
average flow time. In particular, the average flow time 
increases roughly of 17% when the Source Rate 
changes its value from the 90% to 110%, demonstrating 
as an overuse of the manufacturing system can quickly 
bring to a rapid increase of the products flow times. 
Similar results have been obtained from the hazelnuts in 
shell, roasted hazelnuts and hazelnuts paste. 

 
Figure 3: Average Flow time for Chopped Hazelnuts 
versus Source Rate and Production Mix 

The figure 4 shows the main effects plot for the average 
percentage of fulfilled orders. It is possible to observe 
that the percentage of fulfilled orders increases up to 
97% when the source rate is at its 110% value, while an 
increase of the customer rate brings to a reduction of the 
percentage of fulfilled orders (with an increase not 
shown of orders backordered). The effect of the 
production mix is smaller compared to the effects of 
both Source Rate and Customer Rate. 

 
Figure 4: Average Percentage of fulfilled orders versus 
Source Rate, Production Mix and Customer Rate 
 
Now let us also consider for this second case the 
interaction effects (shown in figure 5). There are 
remarkable interaction effects both between the 
Source Rate and the Production mix and the 
Source Rate and the Customer Rate. The 

percentage of fulfilled orders increases when both 
the Source Rate and the Production Mix are at 
their maximum value. In addition, the interaction 
between the Source Rate and the Customer Rate 
clearly shows that an increase of the Customer 
Rate when the Source Rate is at its lowest value 
may have a tremendous impact on the percentage 
of fulfilled orders. 
 

 
Figure 5: Interaction Effect Plots: Average Percentage 
of fulfilled orders versus Source Rate, Production Mix 
and Customer Rate 
 

An additional cas, figure 6 shows how the simulation 
model can be used to evaluate the effect of Source Rate, 
Production Mix, Customer Rate and Working Shift on 
the total On Hand Inventory.  

 
Figure 6: Average On Hand Inventory versus Source 
Rate, Production Mix, Customer Rate and Working 
Shift 
 
Needless to say similar results have been obtained for 
all the other performance measures.  
 
6. CONCLUSIONS 
As already stated in the introduction, the aim of the 
paper is not to find out the best configuration of the 
manufacturing system but to show the potentials of the 
simulation model in the decision making process and 
how the simulation model proposed in this paper can be 
used by a production manager. 
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The high level of results detail (analysis of multiple 
performance measures in correspondence of multiple 
critical factors) helps in understanding the simulation 
model capabilities as decision making tool. In effect as 
reported in literature the decision making process within 
a manufacturing system requires accurate analysis of 
the current situation as well as of alternative scenarios. 
In addition the simulator architecture jointly with Excel 
and Minitab spreadsheets guarantees high flexibility in 
terms of scenarios definition, high efficiency in terms of 
time for executing simulation runs and analyzing 
simulation results.  
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ABSTRACT 
Some studies in the multi-echelon inventory systems 
literature have used a negative binomial distribution to 
approximate that of a critical random variable arising in 
the inventory model. Graves (1996) developed a model 
with fixed replenishment intervals where each site 
follows a base stock policy. He proposed – in the one-
warehouse, N-retailer case – a negative binomial 
distribution to approximate a random variable which he 
referred to as “uncovered demand”. Computational 
evidence was provided to demonstrate the effectiveness 
of the approximation. Graves then suggested search 
procedures for approximately optimal base stock levels 
at the warehouse and N identical retailers under two 
customer service criteria: (i) probability of no stockout 
and (ii) fill rate. A separate analytical evaluation of the 
negative binomial approximation has also been reported 
elsewhere. In the current study, we apply a modeling 
and simulation approach to assess whether the 
approximation-based search procedures, in fact, lead to 
optimal stock levels. 
 
Keywords: one-warehouse and N-retailer inventory 
system, multi-echelon inventory model, base stock 
policy, negative binomial approximation, modeling and 
simulation 

 
1. INTRODUCTION 
Since the seminal work by Clark and Scarf (1960), 
many studies on multi-echelon inventory systems have 
appeared in the literature.  These systems involve two 
or more levels of entities handling or storing inventory 
of an item or items.  Typical entities in a distribution 
network, for example, would be distribution centers or 
warehouses, at national, regional, or sub-regional levels, 
as well as retail sites. 

Simplifying assumptions which have been made in 
some multi-echelon models have allowed for 
mathematical tractability. However, in order to better 
capture the  complexities of multi-echelon systems that 
actually exist in practice, those restrictive assumptions 
have had to be relaxed in favor of more realistic ones 
(e.g., random demand or stochastic leadtimes). Some of 
the more complex elements of the resulting models 
have sometimes required the introduction of 

approximations to continue to permit analytical 
investigation. 

The negative binomial distribution (NBD), with 
discrete density function (e.g., Mood, Graybill, and 
Boes 1974): 
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has parameters p and r. The parameter p is a probability 
of “success” ( 10 ≤< p ) and the parameter r (a positive 
integer) is a target number of successes. A realization x 
of the random variable X represents a number of failures 
before the rth success is attained.  

An NBD was earlier used by Graves (1985) as an 
approximation to the distribution of outstanding orders 
for a repairable item under one-for-one replenishment in 
a two-echelon system involving N operating sites 
supported by a repair depot. The distribution of Qi(t), 
the outstanding orders at operating site i at time t, is 
observed to be unimodal, with its variance greater than 
its mean. Graves proposed to approximate the 
distribution of Qi by a negative binomial distribution 
with the same mean and variance as the exact 
distribution. He reported that the approximation erred in 
only 0.9% of 1,968 test cases in specifying stockage 
levels that would minimize inventory holding and 
shortage costs. Graves reported that, in comparison, the 
METRIC model developed by Sherbrooke (1968) 
understated stockage requirements in 11.5% of the 
cases. 

Lee and Moinzadeh (1987) confirmed the 
effectiveness of the negative binomial approximation 
under a more general setting: a two-echelon model for a 
repairable item with batch ordering at the operating 
sites. The approximation is excellent, with a maximum 
percentage of cost deviation of 2% for the special case 
when the batch size is one, which corresponds to the 
one-for-one replenishment policy assumed by Graves 
(1985). The performance of the approximation appears 
to deteriorate for larger batch sizes, but the maximum 
cost deviations are below 9% up to a batch size of 
seven. 

Graves (1996) reported the negative binomial 
approximation of a random variable referred to as 
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uncovered demand to be “a very accurate 
approximation.”  However, he provided only an 
illustration of the accuracy of the approximation, while 
citing that the effectiveness of such an approximation 
had been shown by Graves (1985) and Lee and 
Moinzadeh (1987) for the systems they considered. 

In all three multi-echelon inventory studies cited 
above that have proposed a negative binomial 
approximation, computational evidence has been 
offered in support of the proposed approximation. A 
first analytical evaluation of the negative binomial 
approximation was reported by Solis, Schmidt, and 
Conerly (2007), applying to the latest of the three 
models (Graves, 1996). In the current study, we apply 
the modeling and simulation approach to evaluate 
Graves’ NBD approximation. In effect, Modeling and 
Simulation have proved to be one of the most powerful 
approaches when dealing with complex stochastic 
systems (Bruzzone, 2002; Bruzzone, 2004); in 
particular, the authors have a long experience in using 
Modeling and Simulation based approaches for 
inventory management problems (see for instance, De 
Sensi et al., 2008; Longo and Mirabelli, 2008; Curcio 
and Longo, 2009). 

This paper is organized as follows. In section 2, we 
present a summary of Graves’ (1996) model. We 
discuss our modeling and simulation approach, as well 
as our preliminary simulation results, in section 3. In the 
final section, we present our conclusion and expected 
directions for further study.  

 
2. GRAVES’ MODEL 
In this section, we present a slightly modified version of 
a summary, as earlier prepared by Solis and Schmidt 
(2009), of the major assumptions and results in Graves’ 
(1996) model.  

The model involves an arborescent system with M 
inventory sites each having a single internal supplier, 
with the exception of site 1, a central warehouse (CW) 
whose inventory is replenished by an external supplier.  
Customer demand occurs only at retail sites, at the 
lowest echelon.  All other sites are storage and/or 
consolidation facilities, called transshipment sites.  The 
unique path linking a retail site to the CW is the supply 
chain for the retail site. 

The analysis involves a single item of inventory. 
The demand at each retail site j is an independent 
Poisson process with demand rate λj. Dj(s,t) represents 
the demand over the time interval (s,t] for site j. The 
item under study is included in a multi-item distribution 
system, with each shipment being a consolidation of 
orders for various items. Site j places its mth 
replenishment order on its supplier at preset times pj(m) 
with fixed intervals. Fixed positive leadtimes τj are 
assumed for shipments to site j from its supplier; the mth 
order is thus received at time rj(m) = pj(m)+τj.  When 
inventory is in short supply, the supplier will ship less 
than the quantity ordered and make up for the shortfall 
on later shipments. Customer demand is fully 
backordered.  The external supplier is fully reliable and 

fills every order by the CW with a fixed leadtime τ1.  
Each site j follows a base stock policy.  Initial inventory 
(at time 0) at site j is the base stock level Bj for site j.  
Tj(m) represents the coverage provided by the supplier 
to site j on its mth order, with Dj[Tj(m–1),Tj(m)] units 
shipped by the supplier.   

Graves’ model assumes virtual allocation. 
Whenever a unit demand occurs at the retail site, each 
site on the supply chain increases its next order quantity 
by one. At the same time, each site on the supply chain 
commits one unit of its inventory, if available, for 
shipment to the downstream site on the latter’s next 
order occasion. Virtual allocation, while possible under 
current information technology, is not the common 
practice but is assumed for mathematical tractability. It 
is found by Graves to be near-optimal in many cases.   

A random variable requiring attention is Aj(t), 
which denotes the available inventory at site j at time 
t—on-hand inventory not yet committed for shipment to 
another site. Aj(t) < 0 indicates backorders. Graves 
establishes that, if rj(m) ≤ t < rj(m+1), then  

 
Aj(t) = Bj – Dj[Tj(m),t].    (2) 

 
Let site i be the internal supplier to site j. If Tj(m) < 

pj(m), then Tj(m) equals the time when site i would run 
out of available inventory to allocate to site j. Consider 
the relevant shipment to the supplier i such that, at 
pj(m), site i has received its nth shipment but not yet its 
(n+1)th shipment. Suppose that, based upon its receipt of 
this nth shipment, site i is able to cover the demand 
processes of its successor sites up through time Si(n). 
We call Si(n) the depletion or runout time for this nth 
shipment to site i.  It follows that 
 
Tj(m) = min{pj(m),Si(n)}.                 (3) 
 
Then Si(n) – Ti(n) is the buffer time provided by Bi, and  
 
Si(n) – Ti(n) ∼ gamma(λi,Bi).                (4) 

 
Graves then focuses on a two-echelon system 

consisting of sites 1 (the CW) and j (N retailers).  A 
single-cycle ordering policy is in place: each retailer 
orders a fixed number of times for every order placed 
by the CW.  If θ1 and θj respectively denote the CW and 
retail site order cycle lengths, θ1/θj is a positive integer.  
The ordering policy is also nested: every time the CW 
receives a shipment, all retail sites place an order. 

Consider an arbitrary (nth) CW order cycle.  Graves 
simplifies the analysis by setting time zero equal to 
p1(n).  Graves draws attention to the last, or (θ1/θj)th, 
retail site order within the CW order cycle, placed at 
time pj = τ1+θ1–θj and received at time pj+τj.  The 
resulting available inventory will be used to cover 
demand until the next order, placed at time pj+θj, arrives 
at the retail site at time tr = τ1+θ1+τj.  The instant of 
time tr

– just before this replenishment proves crucial to 
the analysis.  In this case, rj(m) ≤ tr

– < rj(m+1) holds. 
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Treating this (θ1/θj)th order as the mth order for the 
retail site j within the nth CW order cycle, the indices m 
and n are henceforth dropped for notational 
convenience. Rewriting (3), Tj = min{pj,S1} is the 
coverage provided by the (θ1/θj)th shipment to retail site 
j.  From (4), S1 ∼ gamma(λ1,B1).  

Graves defines a random variable Dj[Tj,t], which 
he calls uncovered demand (up to some specified point 
in time t): demand at retail site j not covered by the 
(θ1/θj)th shipment from the CW. He derives the 
following mean and variance:   
 
E{Dj[Tj,t]} = λj (t – E[Tj])    (5) 
         
Var{Dj[Tj,t]} = λj (t – E[Tj]) + λj

2 Var[Tj].  (6) 
 

He reports computationally finding the NBD having the 
same first two moments to be a fairly accurate 
approximation to the distribution of Dj(Tj,t). Graves 
presents very limited evidence in support of his 
assertion, however. Based on (5) and (6), the parameters 
of the NBD approximation are determined as follows:  
 
r = (t – E[Tj])2 / Var[Tj]                 (7) 
 
p = (t – E[Tj]) / {(t – E[Tj]) + λjVar[Tj]}.               (8) 
 

Graves proposes a procedure for each of the two 
most commonly specified service level criteria (Silver, 
Pyke, and Peterson 1998) that would search for a base 
stock policy <B1,Bj> that minimizes expected on-hand 
inventory in the system. The first service criterion is an 
average probability of no stockout α.  The other service 
measure is an average fraction of demand to be satisfied 
from stock on hand, or fill rate β. 
 
2.1. Probability of No Stockout as Service Criterion 
The probability of the retail site stocking out is greatest 
for the (θ1/θj)th retail order within the CW order cycle.  
To set base stock levels to achieve a given probability α 
of the retail site not stocking out within the CW order 
cycle,   

 
Pr{Aj(tr

–)≥0} ≥ α,                 (9) 
 
needs to be assured. The distribution of uncovered 
demand Dj(Tj,tr), where tr = τ1+θ1+τj as discussed 
above, comes into play and leads to a computational 
procedure that searches over possible settings of the 
CW base stock level B1.  For each B1, the minimum 
retail site base stock level Bj that would yield (9) is to 
be determined.  The antecedent rj(m) ≤ tr

– < rj(m+1) of 
(1) being satisfied, it follows that requirement (9) 
translates into 

 
Pr{Dj(Tj,tr)≤Bj} ≥ α.               (10) 
 

We apply the negative binomial approximation 
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starting with Bj = 1, and incrementing Bj by 1 until (10) 
is first satisfied.  The base stock level B1 which yields 
the lowest average system inventory is selected.  (In the 
case of ties, the smallest value of B1 is preferred, there 
being no difference assumed between holding costs at 
the CW and the retail sites.) 

Graves provides an approximation to expected 
system on-hand inventory: 

 
Avg. inventory = B1 +∑N

jB
1

 –  0.5λ1θ1 – λ1τ1.     (11) 

 
Strictly speaking, (11) should be corrected for counting 
retail backorders at negative inventory. For reasonable 
service levels, however, the expected backorder 
component is very small and is ignored. 
 
2.2. Fill Rate as Service Criterion 
For “realistic” fill rates (> 0.95), expected backorders 
over a CW order cycle may be approximated by 
expected backorders pertaining to the (θ1/θj)th retail 
order, since effectively all backorders occur at this last 
retail order. E[{Aj(tr)}–], where y– = max{0,–y}, 
represents expected backorders at time tr (just before the 
next order arrives).  A computational procedure similar 
to that in sub-section 2.1 arises. For each B1, a 
minimum retail site base stock level Bj is sought that 
would yield  
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            ≤  (1 - β) λjθ1,             (12) 
 
where λjθ1 represents mean demand at the retail site 
over the CW order cycle. The base stock level B1 which 
yields the lowest average system inventory is chosen.   
 
2.3. Graves’ Computational Study 
In his computational study, Graves used test scenarios 
all based on a single system demand rate λ1 = 36.  
Identical retail sites are assumed, with the number N of 
retail sites being 2, 3, 6, or 18.  Hence, the retail site 
demand rates λj are 18, 12, 6, or 2, respectively.  The 
length of the retail site order cycle is fixed at θj = 1 time 
unit.  Four different parameter combinations <θ1,τ1,τj> 
are tested.  This resulted in 16 test scenarios, 
summarized in Table 1. 

 
Table 1: Summary of Graves’ Test Scenarios 
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Scenario θ1 τ1 τj N λj

1 2 1 1 18 2
2 6 6
3 3 12
4 2 18
5 2 1 5 18 2
6 6 6
7 3 12
8 2 18
9 5 4 1 18 2

10 6 6
11 3 12
12 2 18
13 5 4 5 18 2
14 6 6
15 3 12
16 2 18  
 
For the probability of no stockout criterion, four 

levels of α were used: 0.80, 0.90, 0.95, and 0.975.  
Similarly, four fill rate levels β were tested: 0.95, 0.98, 
0.99, and 0.999.  Thus, for each service criterion, 64 test 
cases were considered by Graves. 
 
3. MODELING AND SIMULATION  
 
3.1. Simulation Models  
Solis, Schmidt, and Conerly (2007) reported the very 
first analytical evaluation of the effectiveness of the 
negative binomial approximation used in Graves’ 
(1996) model. Prior to their analytical evaluation, only 
computational evidence had been offered in all three 
multi-echelon inventory studies earlier cited (Graves 
1985; Lee and Moinzadeh 1987; Graves 1996) in 
support of the proposed NBD approximation to a 
crucial random variable. 

In the current study, we apply the modeling and 
simulation (M&S) approach to evaluate the NBD 
approximation as proposed by Graves (1996). We 
create simulation models using the AnyLogic platform 
for the sixteen scenarios as summarized in Table 1. For 
each simulation model, we test the “optimal” base stock 
policy <B1,Bj> as determined by Graves’ search 
procedure (based upon the NBD approximation of 
uncovered demand). Each simulation run is over 100 
CW order cycles – i.e., 200 retail site order cycles for 
scenarios 1-8 or 500 retail site order cycles for scenarios 
9-16. Our simulation experiments involve 100 
replications each; hence, 20,000 or 50,000 retail site 
order cycles for scenarios 1-8 or 9-16, respectively. 
Depending upon whether the simulated service level is 
below or above the target service level, we increase or 
decrease B1 or Bj one unit at a time until the simulated α 
or β is at or just over the target level. The “optimal” 
base stock policy from Graves’ search procedure is then 
compared against the optimal policy obtained using 
M&S. To attain comparability of simulated service 
levels under different pairs of B1 and Bj values being 
assessed, we apply fixed random number seeds in 

generating the Poisson demand streams at the retail 
sites.    
 
3.2. Simulation Results for the Probability of No 

Stockout Criterion  
In Table 2, we compare Graves’ “optimal” base stock 
policies <B1,Bj> under the probability of no stockout 
criterion for scenarios 4, 8, 12, and 16 (where N = 2 
retail sites) against the optimal policies using the M&S 
approach. In our simulation experiments, we find that 
Graves’ “optimal” policies meet the target (minimum) α 
in only seven of the 16 test cases, and are thus equal to 
the M&S optimal policies. For the remaining nine test 
cases, the simulated α from Graves’ optimal policy is 
below the target α. However, the echelon base stocks 
arising from the M&S optimal policy is not more than 
two units over that resulting from Graves’ “optimal” 
policy.  
 
Table 2: Comparison of Simulation Results under the 
Probability of No Stockout Criterion when N = 2 
α = 0.80

            "Optimal" Policy                Optimal Policy 
 Using Graves' Search Procedure Simulated              Using Simulation Simulated

Scenario B 1 Β j Ech Base St α B 1 Β j Ech Base St α
4 44 56 84 0.7996 45 56 85 0.8164
8 7 150 235 0.8045 7 150 235 0.8045
12 245 66 143 0.7959 246 66 144 0.8085
16 248 139 292 0.7991 249 139 293 0.8092

α = 0.90
            "Optimal" Policy                Optimal Policy 
 Using Graves' Search Procedure Simulated              Using Simulation Simulated

Scenario B 1 Β j Ech Base St α B 1 Β j Ech Base St α
4 53 55 91 0.9000 53 55 91 0.9000
8 37 140 245 0.9019 37 140 245 0.9019
12 272 57 152 0.8942 273 57 153 0.9015
16 268 135 304 0.8962 269 135 305 0.9017

α = 0.95
            "Optimal" Policy                Optimal Policy 
 Using Graves' Search Procedure Simulated              Using Simulation Simulated

Scenario B 1 Β j Ech Base St α B 1 Β j Ech Base St α
4 55 57 97 0.9520 55 57 97 0.9520
8 61 132 253 0.9499 62 132 254 0.9540
12 283 55 159 0.9411 283 56 161 0.9524
16 272 138 314 0.9496 273 138 315 0.9529

α = 0.975
            "Optimal" Policy                Optimal Policy 
 Using Graves' Search Procedure Simulated              Using Simulation Simulated

Scenario B 1 Β j Ech Base St α B 1 Β j Ech Base St α
4 60 57 102 0.9762 60 57 102 0.9762
8 53 140 261 0.9759 53 140 261 0.9759
12 287 56 165 0.9681 290 56 168 0.9757
16 271 143 323 0.9755 271 143 323 0.9755  

 
For scenario 3 (with N = 3 retail sites), Graves’ 

“optimal” policies meet the target α in all four test 
cases. However, we have found that Graves’ optimal 
policies meet the target α in only about one-fourth of all 
the 64 test cases. Moreover, we have observed that the 
deviations between simulated and target service levels 
tend to become larger as N increases – and are thus 
largest for scenarios 1, 5, 9, and 13 (with N = 18 retail 
sites) than in corresponding scenarios with fewer retail 
sites. These deviations also tend to be larger with a 
longer CW order cycle (i.e., when θ1 = 5, as compared 
to θ1 = 2).  Furthermore, these deviations become more 
pronounced with lower target α levels, particularly 
when α = 0.90 and 0.80.      
 
3.3. Simulation Results for the Fill Rate Criterion 
We show in Table 3 the comparisons between Graves’ 
“optimal” and the M&S optimal base stock policies 
under the fill rate criterion for scenarios 4, 8, 12, and 16 
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(with N = 2 retail sites). In our simulation experiments, 
the policies determined using Graves’ search procedure 
meet the target β in only five of the 16 test cases. The 
simulated β from Graves’ “optimal” policy is below the 
target β in the remaining 11 test cases. In one of these 
test cases, the echelon base stocks arising from the 
M&S optimal policy is four units more than that from 
Graves’ “optimal” policy, but not more than two units 
in the remaining cases.  

None of Graves’ “optimal” policies meets the 
target β in any of the four test cases under scenario 3 
(where N = 3). The echelon base stocks for the M&S 
optimal policies in these four test cases, however, are 
only either one or two units more than for Graves’ 
“optimal” policies.  

We have found that Graves’ optimal policies meet 
the target β in only five of the 64 test cases. As in the 
probability of no stockout service criterion, we have 
observed that the deviations between simulated and 
target β levels tend to become larger as N increases – 
and are thus largest for scenarios 1, 5, 9, and 13 (where 
N = 18) relative to corresponding scenarios with smaller 
N. These deviations also tend to be larger with a longer 
CW order cycle. Moreover, these deviations are less 
pronounced with higher target β levels, and are more 
pronounced as target β levels become lower.      
 
Table 3: Comparison of Simulation Results under the 
Fill Rate Criterion when N = 2 
β = 0.95

            "Optimal" Policy                Optimal Policy 
 Using Graves' Search Procedure Simulated              Using Simulation Simulated

Scenario B 1 Β j Ech Base St β B 1 Β j Ech Base St β
4 56 47 150 0.9477 57 47 151 0.9523
8 53 125 303 0.9460 52 126 304 0.9504
12 259 50 359 0.9486 260 50 360 0.9513
16 207 151 509 0.9506 207 151 509 0.9506

β = 0.98
            "Optimal" Policy                Optimal Policy 
 Using Graves' Search Procedure Simulated              Using Simulation Simulated

Scenario B 1 Β j Ech Base St β B 1 Β j Ech Base St β
4 55 52 159 0.9804 55 52 159 0.9804
8 51 132 315 0.9798 52 132 316 0.9813
12 267 53 373 0.9795 268 53 374 0.9810
16 259 133 525 0.9791 260 133 526 0.9803

β = 0.99
            "Optimal" Policy                Optimal Policy 
 Using Graves' Search Procedure Simulated              Using Simulation Simulated

Scenario B 1 Β j Ech Base St β B 1 Β j Ech Base St β
4 64 50 164 0.9892 65 50 165 0.9906
8 47 138 323 0.9904 47 138 323 0.9904
12 275 53 381 0.9891 276 53 382 0.9900
16 269 133 535 0.9888 269 134 537 0.9905

β = 0.999
            "Optimal" Policy                Optimal Policy 
 Using Graves' Search Procedure Simulated              Using Simulation Simulated

Scenario B 1 Β j Ech Base St β B 1 Β j Ech Base St β
4 65 57 179 0.9991 65 57 179 0.9991
8 58 143 344 0.9991 58 143 344 0.9991
12 288 56 400 0.9984 288 58 404 0.9990
16 279 141 561 0.9988 280 141 562 0.9990  

 
4. CONCLUSION AND FURTHER WORK 
Departing from the traditional computational and 
analytic approaches to looking into the effectiveness of 
distributions used to approximate exact distributions of 
random variables arising in multi-echelon inventory 
models, we have applied the M&S approach in the 
evaluation of a negative binomial approximation as 
proposed by Graves (1996) in a one-warehouse, N-
retailer inventory system. 

Computational evidence offered by Graves (1996) 
suggests the NBD approximation to be fairly accurate, 

and an analytical investigation (Solis, Schmidt, and 
Conerly 2007) has suggested why the approximation is 
effective in certain instances.  

In our simulation studies to date, we have found 
Graves’ search procedures, based on his NBD 
approximation, to be less effective when the number of 
retail sites is larger, the CW order cycle is longer, or 
when the target service level is lower. At the time of the 
conference, we will provide a more thorough report of 
our findings. 

Solis and Schmidt (2007, 2009) have introduced 
stochastic leadtimes τj between the CW and the retail 
sites and investigated how optimal base stock policies 
differ between deterministic and stochastic leadtime 
cases when the CW does not or does carry stock. In the 
former situation where the CW does not carry stock (as 
in a distribution center with cross-docking), an 
analytical investigation was reported (Solis and Schmidt 
2007). In the latter situation where the CW actually 
carries stock, with the model becoming mathematically 
intractable, Solis and Schmidt (2009) applied an M&S-
based heuristic taking off from Graves’ search 
procedures. We will soon apply the M&S approach to 
the stochastic leadtime τj case, whether the CW carries 
stock or not. 

Further, we will also use the M&S approach to 
investigate the implications of stochastic leadtimes τ1 
between the external supplier and the CW. In practice,  
τ1 is probably more prone to randomness than the 
internal leadtimes between the CW and retail sites, over 
which retail firms would expectedly be able to exercise 
greater control. In investigating stochastic leadtimes τ1, 
we would be interested in finding out whether the 
model is more sensitive to randomness in τ1 or to 
randomness in τj.            
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ABSTRACT 

This paper presents the steps and the challenges for 

implementing analytical, physics-based models for the 

insulated gate bipolar transistor (IGBT) and the PIN 

diode in hardware and more specifically in field 

programmable gate arrays (FPGAs). The models can be 

utilised in hardware co-simulation of complex power 

electronic converters and entire power systems in order 

to reduce the simulation time without compromising the 

accuracy of results. Such a co-simulation allows reliable 

prediction of the system’s performance as well as 

accurate investigation of the power devices’ behaviour 

during operation. Ultimately, this will allow 

application-specific optimisation of the devices’ 

structure, circuit topologies as well as enhancement of 

the control and/or protection schemes. 

 

Keywords: FPGA, hardware co-simulation, IGBT, 

power device analytical electro-thermal modeling 

 

1. INTRODUCTION 

In the field of power electronics, circuit and system 

computer simulation has become a vital tool for 

developing successful designs, first prototypes and final 

products with minimal experimental work. Ideally such 

a simulation needs to be sufficiently accurate in order to 

permit a reliable examination of the detailed 

circuit/system operation and  fast enough in order to 

allow quick identification of the required performance 

trade-offs, and thereby be utilised for design 

optimisation. Satisfying both of the above requirements 

for any level of design complexity, however, is still a 

major challenge that today with the increased 

application of power electronic converters in large scale 

power systems, exercises the power electronics industry 

more than ever before. 

There are many reasons accounting for this great 

challenge. First of all the characteristic times within a 

power electronic system may be different by many 

orders of magnitude, ranging from nanoseconds and 

microseconds for the switching transitions of the power 

semiconductor devices and the typical switching cycles, 

through several seconds for the load or fault transient 

responses to several minutes/hours/days for complete 

load/thermal cycles (Pejovic and Maksimovic 1994).  

Thus simulating the full time-domain response of a 

power electronic circuit/system with high resolution 

may require trillions of time steps to be calculated. In 

addition to this, the simulation should be able to 

faithfully capture the switching behaviour of the power 

devices via the use of accurate/detailed models and 

robust enough for handling their inherent nonlinearities. 

At present, implementing such a long-time, detailed 

simulation is infeasible or -in the best case- extremely 

time consuming and therefore impractical. 

Generally the required time for each time step 

computation scales with the detail of the power devices 

representation as well as the circuit/system complexity; 

hence depending on the objective of the simulation, 

different devices’ models, software packages and 

circuits are being used in order to make it practical. On 

the one extreme we have the numerical models 

constructed in 2D or 3D finite differences or finite 

element packages, such as Silvaco Atlas and Sentaurus 

Device. These models can provide a precise picture of 

the devices’ physical phenomena and can be utilised in 

mixed-mode circuit simulations to give accurate results 

regarding the devices’ switching operation, namely 

power losses, transition durations and voltage/current 

overshoots. This kind of simulation however, is 

extremely computationally expensive typically 

requiring several minutes or even hours to simulate just 

few switching cycles (~100-200μs) of simple test 

circuits comprised only of one or two power devices. 

As such this approach is of limited applicability for 

circuit/system designers and is mostly restricted to 

device manufacturers whose objective is mainly the 

enhancement of general device characteristics. 

However, even for this latter application there is 

difficulty in drawing useful conclusions about the 

effects that several structural parameters have on the 

device’s performance since the link of the parameters 

with the simulation output is purely numerical. On the 

other extreme we have the behavioural and average 

device or converter models (e.g. Oh and Nokali 2001, 

Jin 1997) that simulate a device or converter behaviour 

based on databases, curves, expressions or components 

fitted to experimental or datasheet output device or 

converter characteristics. These models can be 

constructed in any circuit or equation solver package 
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and their use can significantly speed up the simulation, 

allowing thereby investigation of complex 

circuits/systems or long load/thermal cycles. However 

the results lack any sort of accuracy and are thus of 

limited creditability. Even when a behavioural model 

claims giving precise results for the certain circuit 

topology used for its experimental extraction, its 

validity in different or more complex topologies is 

extremely limited due to the change of the values of 

several stray components (e.g. capacitances and 

inductances). Furthermore, since these models do not 

consider any device physics or internal parameters, they 

cannot be used for device optimisation. 

Clearly the quest for general-application accurate 

and computationally efficient power semiconductor 

device models has a solution lying somewhere in the 

middle. More specifically the models should be physics 

based (as opposed to behavioural models) and analytical 

(as opposed to numerical models). However, especially 

for the case of high voltage power bipolar devices, such 

as the PIN diode and the IGBT, there has been a great 

difficulty in constructing truthful analytical models. 

This is mainly due to the distributed nature of the 

charge transport which combined with the large base 

thickness (required to achieve high voltage capability) 

amplifies the effects of charge dynamics and thereby 

makes any simple charge control approaches failing 

(Leturcq 1997). On the other hand, however, solving 

analytically the full set of semiconductor charge 

transport equations is impossible. In order to evade the 

issue the full equations’ set is simplified into one 

equation: the ambipolar diffusion equation (ADE); 

which is solvable and still retains the essentials of the 

distributed nature of charge transport. The only way to 

solve this equation without assuming an initial solution 

shape or making oversimplifications is a Fourier-based 

one, proposed by Leturcq (Leturcq 1997). With this 

approach it became possible to develop and validate 

accurate and fairly robust electrothermal, circuit 

simulator (e.g. PSpice) and Simulink p-i-n diode and 

IGBT models [Palmer et al. 2003, Bryant et al. 2007a], 

together with easy parameter extraction procedures 

[Bryant et al. 2007b]. The use of these compact models 

enables reasonably fast simulation times: for the 

inductive chopper circuit case, it typically takes 5-10s 

for every switching cycle (~50μs). This is a great 

improvement against numerical models (~400 times 

faster); however for simulations of more than few tens 

of milliseconds or of more complex circuit topologies, 

the computational time is still prohibitive.  

Nowadays, FPGAs have millions of hardware 

resources and are capable of performing thousands of 

operations in parallel, allowing complicated functions to 

be executed within a single-clock cycle. As such 

FPGAs can be deployed in computationally intensive 

simulations or other processes in order to carry out the 

most intense tasks and thereby increase the overall 

speed of execution.  

This paper presents a new step towards the 

ultimate solution of the power bipolar device modelling 

and simulation challenge, which comes in the form of 

the FPGA implementation of the abovementioned 

Fourier-based, analytical models. The second section of 

the paper provides an overview of the main features of 

the available FPGA technologies and identifies the 

benefits, the constraints and the challenges of using 

FPGAs in our application. The third section provides an 

explanation of the chosen PIN diode and IGBT physics-

based models along with a detailed solution of the 

electrothermal ADE. In the fourth section the strategy 

for implementing the device modeling in parallel FPGA 

programming is presented while conclusions and plans 

of future work are being given at the end. 

 

2. FEATURES, BENEFITS, LIMITS AND 

CHALLENGES OF FPGAs 

 

2.1. FPGA Basics 

The basic layout of an FPGA chip is shown in fig.1.  

 
 

Simplistically this layout can be seen as consisting 

of three main components. First and most important one 

is a large two-dimensional array of configurable logic 

blocks, CLBs, each of which can be programmed to 

perform a combinatorial and/or sequential operation. 

The other basic component is a number of input/output 

blocks (IOBs) at the chip periphery whose purpose is to 

handle the interfacing between the internal chip 

resources and the external circuitry, including the 

signals to and from the CLBs and the signals required 

for programming the necessary logic configurations. 

Finally there is a large interconnection network 

consisting of wires and programmable interconnection 

matrices (PIs) which are responsible for the connection 

of the CLBs to the IOBs and/or with each other. (Xilinx 

Inc. 2012a-b, Altera Corp. 2012a-b) 

Besides the above basic features today’s FPGAs 

also include a number of higher level functionality 

elements such as block RAM blocks, hardwired digital 

signal processing (DSP) blocks, communication blocks 

and clock manager systems. These dedicated resources 

generally speed up the execution of some common 

functions and save the usage of primitive resources for 

other application-specific operations. 

Figure 1- Basic layout of an FPGA 
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2.2. Benefits of FPGAs   

It is evident from the FPGA architecture that the CLBs 

(and the embedded DSPs) can be set up to perform 

arithmetic and logic functions like a microprocessor’s 

arithmetic logic unit (ALU). However, in contrast with 

microprocessors where the arithmetic logic unit is fixed 

and configured for general purpose use, the CLBs can 

be customized to implement only application-specific 

tasks, resulting in improved computational efficiency 

and optimum hardware resources use.  

Moreover due to the numerous available resources 

it is possible to construct a vast number of tailored 

ALUs and use them in parallel in order to enable higher 

computational throughput and vastly superior 

performance. FPGAs can even outperform cluster or 

massively parallel supercomputers with thousands of 

CPUs (and thus ALUs) since in FPGAs there are no 

processor cache misses, there is ultralow latency and the 

execution of operators is efficiently pipelined via point-

to-point interconnects (Zack et al. 2004). As a practical 

proof of the computational accelerations offered by 

FPGAs is the experience with several complex 

algorithms. Comparisons of execution times of FPGA 

hardware co-simulations against offline simulations on 

single or multiple processors show that the use of the 

former results to speed-ups ranging from 10x to 1000x, 

with the mode value lying within 120-200x (Xilinx Inc. 

2009, Gonzalez and Nunez 2009). It should therefore be 

expected that the use of the FPGA technique in our 

device modeling application will result to improved 

computational times as well.  

Besides giving higher speeds, FPGAs also 

consume much less power since they can operate at a 

lower clock frequency than microprocessors (e.g. at 

500MHz instead of 3GHz) and still achieve improved 

performance due to parallelism. This is very 

advantageous in our case since the FPGA device models 

are also intended to be utilized as the basis for real time 

circuit control, and less power consumption means 

amongst others lower running costs and improved 

reliability. Furthermore FPGAs can be considered as 

cost effective, since their average DSP function cost of 

less than $2 is much less than that of DSP devices and 

no more than that of processors (Zack et al. 2004).  

 

2.3. Limitations and Challenges   

From the above it is clear that FPGAs can offer 

significant benefits, however they also exhibit 

limitations and challenges which must be considered in 

order to minimize their effect as much as possible.  

 

2.3.1. Representation of Real Numbers  

The first limitation is the use of fixed-point arithmetic 

instead of floating point one since the latter -though 

possible to implement- results to highly inefficient 

usage of the hardware resources. More specifically, in 

order to enable the representation and handling of the 

standard IEEE-754 floating point structure of the form 

(-1)
(sign)

 x
 
(normalized mantissa) x (base) 

(exponent)
, shown 

in figure 2 (IEEE 2008), each instruction data input and 

output requires the use of special mantissa 

normalisation / denormalisation circuitry employing 

many interconnections, multiplexers,  shifters and 

counters, ultimately leading to excessive logic usage 

and slow clock rates.  

On the contrary the use of fixed-point arithmetic, 

where a number is represented as a scaled integer by a 

fixed number of digits before and after a radix point, is 

well suited for FPGA implementation since 

conventional 2’s complement can be used with only the 

location of the radix point required to be specified. 

However, achieving adequate precision might be 

challenging. First the quantization noise can be much 

larger than in single or double precision floating-point 

arithmetic due to the fact that the represented numbers 

are now uniformly spaced and possibly implemented 

with fewer bits. Also fixed point operations can produce 

results having more bits than the operands resulting to 

information loss due to rounding, truncation or 

saturation. Therefore in order to enable high precision 

with fixed-point arithmetic while at the same time 

achieving optimal utilization of the hardware resources, 

the bit width of each variable needs to be optimized for 

the dynamic range and accuracy of the specific 

algorithm.  

 

2.3.2. Numerical Integration Considerations 

Another challenge in using FPGAs in a simulation of a 

system like ours is the choice of the most appropriate 

numerical integration method, classically distinguished 

by three main properties: (i) fixed time-step size/ 

variable time-step size (ii) explicit/implicit and (iii) 

single-step/multi-step. The choice should be made after 

considering accuracy, convergence, stability, and speed 

issues in conjunction with the co-simulation objective 

and constraints. Below we present the major 

considerations. Details about the choices and the overall 

integration methodology are given later in section 4. 

 Fixed time-step size methods use a constant step 

size throughout the simulation, whereas variable ones 

adjust the step size in every time step depending on the 

model dynamics, namely reducing the size to increase 

accuracy when the model’s states are changing rapidly 

and increasing it when they are changing slowly in 

order to avoid taking unnecessary steps (Greenberg 

1998). In variable step size methods the solution’s 

truncation error is estimated in every step computation 

and is used in order to evaluate the largest allowable 

step size that will keep the error bounded below some 

specified limits. This means that in a variable step size 

technique an additional computational overhead is 

present in every time step, but this is more than 

compensated by the reduction in number of steps. For 

this reason variable step size are the methods of choice, 

however only for offline co-simulations. For real-time 

co-simulations, the integration method should use fixed-

Figure 2 - IEEE-754 floating point number 

structure layout of an FPGA 
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step size in order to assure synchronisation of the data 

exchange between the co-simulation nodes and meet the 

real-time related constraints (i.e the computations to be 

completed within an interval less than or equal to the 

simulation clock period). The use of fixed time-step 

size, however, in an event-based system like ours where 

discrete events (such as control switching pulses) take 

place in an otherwise continuous model, introduces 

inaccuracies whenever these events occur at non-integer 

multiples of the fixed time step and as the simulation 

proceeds the accumulated error might become large 

enough to cause non-characteristic harmonics, 

switching mistakes and other abnormal behaviour 

(Strunz 2004). Using a sufficiently small time step size 

solves the abovementioned problem, but this also 

requires the computational time of the single step to be 

less than the step interval.  Here the difference of our 

co-simulation fidelity objective to that of real-time 

power system platforms should be highlighted. The 

latter concern only with the simulation of the behaviour 

and response of the overall power system (e.g. detection 

of voltage sags or fault propagation) thus their models 

of the power electronic converters are behavioural with 

no concern of what is happening at the device level. On 

the contrary our purpose is to increase the simulation 

fidelity to the level of the exact device operation. This 

means that the use of small time step sizes (<100ns) is 

not only for improved accuracy but a requirement in 

order to capture the switching waveforms.  

 Regarding the choice between explicit and implicit 

methods the decision is taken primarily by stability and 

stiffness considerations. Explicit methods evaluate  a 

state at the next time step as an explicit function of the 

state values only up to the current time step, whereas 

implicit ones evaluate the next time-step state as an 

implicit function of the state values up to the value of 

the next time step as well (Greenberg 1998). Therefore 

for dynamic systems, implicit methods require the 

solution of a system of equations, meaning a higher 

computational cost in every time step. On the other 

hand implicit methods offer much greater stability, 

producing bounded numerical solutions with much 

larger time steps than those required by explicit 

methods for maintaining numerical stability. As our 

system is also stiff –i.e. with time constants ranging 

various orders of magnitude- and the use of small time 

steps is nonetheless mandatory, using explicit methods 

would require extremely small time step sizes (~ps) 

resulting to the evaluation of an extremely large number 

of steps. Off course for real time co-simulations this 

would also call for equivalently small computational 

times. Even assuming the best case scenario of a single 

step calculation requiring just a single FPGA clock 

cycle, the minimum time step size would be limited by 

the FPGA clock frequency (typically up to 500MHz) to 

about 2ns. But even for off-line co-simulations the 

smaller computational cost per step offered by explicit 

methods will almost certainly be well overcompensated 

by the huge increase in number of steps, resulting 

thereby to prohibitive overall simulation times. It 

should also be noted here that with the FPGAs 

calculation parallelism the difference in the 

computational cost per step between implicit and 

explicit methods is greatly nullified. Furthermore it 

should be taken into account that a round-off error is 

introduced in every time step because of the finite word 

length employed in the calculations. For example for 

32bit/64bit floating point words (fig. 2) or equivalently 

fixed-point words with 23/52 bits in the fractional part, 

the accuracy is restricted at best to approximately 7/13 

decimal places. Therefore if the step size is extremely 

small, the small differences in the calculated numbers 

will most likely be rounded and since the number of 

steps is large, the accumulated round-off errors will 

have a significant impact on accuracy (and even on 

numerical stability).  

 Multi-step and single-step methods can both be 

used in our case provided they are stable with 

sufficiently high order (i.e. rate of decrease of the 

accumulated truncation error (global error) with the 

time step size). Single-step methods evaluate the value 

of a state at the next time step using the solution of the 

present time point and estimated values at points 

between the present and next time step (minor points). 

Multi-step methods, on the other hand, approximate the 

state derivatives by polynomials and thereby use many 

past state solutions for the next-time-step state-value 

calculation. Provided that the state trajectories are 

smooth the greater the number of points employed 

(either minor or past) the higher the achievable 

integration order. Therefore since single-step methods 

require evaluation of the state derivative functions at 

many minor points their computational cost per time 

step is generally higher than that of multi-step ones 

which use only past values that are already available. 

And since these minor point single-step calculations are 

primarily sequential, the use of FPGAs cannot nullify 

this burden. It should be mentioned, however, that 

multi-step methods are not well suited when the states 

exhibit discontinuities, since fitted polynomials based 

on past values are not valid in the neighbourhood of a 

discontinuity and their use in such case will lead to 

inaccuracies.  

Lastly it should be highlighted that there is a 

fundamental trade-off between stability and accuracy 

properties with only second order methods being 

unconditionally stable - i.e producing bounded solution 

for any time step size (Hoffman 2001). Generally 

stability is a requirement in order to damp numerical 

oscillations and keep the solution bounded. However 

the initial amplitude of these oscillations depends on the 

order of the numerical integration method. In any case it 

would be undesirable to produce an under-damped but 

still oscillatory response because of large numerical 

errors. Also the existence of oscillations means that a 

small time step size is required to capture them making 

the method highly inefficient and computationally 

expensive. Therefore it is usually beneficial to trade 

some stability for higher order and there are some 

techniques which attempt to find the best compromise.  
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3. PHYSICS-BASED, ANALYTICAL PIN DIODE 

AND IGBT MODELS 

This section first gives an overview of the basic 

geometric structure of the considered power electronic 

devices and then provides a detailed analytical solution 

and modelling of the relevant equations.  

 

3.1. Basic Device Structure  

The basic non–punch-through (NPT) structure of the 

considered devices is shown in figures 4(a) and 4(b) for 

the PIN diode and the IGBT respectively.    

 

 

 

 

 

 

 
 

 
 

 

 

 

 

 

 

 
 

 

 

Figure 4 - Structure of NPT (a) PIN diode, (b) IGBT 

 

The NPT PIN diode consists of a wide N- doped or 

intrinsic (nb denoted by I) drift region (nb also called 

base region) sandwiched between a thin P doped anode 

and a thin N
+
 doped cathode. The resulting P

+
N

-
 and 

N
+
N

-
 (or N

+
I) junctions are referred to as junctions J1 

and J2 respectively. Similarly to diode at the one end, 

the NPT IGBT is featuring a P
+
 anode (collector) and a 

wide N
-
 drift region forming a P

+
N

-
 junction (junction 

J1). However the IGBT is a gate controlled device with 

a MOSFET-like structure at the other end –i.e. P well, 

N
+
 emitter/source and MOS gate. The P well/N

- 
drift 

region and the N
+
 source/P well junctions are referred to 

as junctions J2 and J3 respectively.  

 

3.2. Bipolar Device 1D Modeling  

Generally circuit simulation works by solving a system 

of linear or linearized differential equations describing 

the circuit states (voltages/currents of each component). 

Main purpose of device modeling is to dynamically 

relate the voltage across the device with the current 

flowing though it so that the necessary values can be 

calculated at each time step.  

For both the PIN Diode and the IGBT the device 

voltage can be considered as the voltage across the 

base; which in turn can be divided into the voltage 

across the carrier-storage-region (CSR), the junction 

(Boltzmann) voltages and the voltages across the space 

charge regions. The latter includes the depletion layers 

formed around reversed biased junctions and the non-

conductivity modulated regions in the base (known as 

drift regions). In order to realistically model these two 

bipolar devices, the distributed nature of the charge 

storage in the drift region as well as the floating nature 

of the boarders of the CSR have to be accounted. 

Nonetheless, a dynamic solution is required only for the 

base region. All the other device parts can be considered 

as behaving quasi-statically; as suppliers/collectors of 

charge carriers to and from the drift region (Leturcq, P., 

1997) or in mathematical terms as dynamic boundary 

conditions for the evaluation of the boarders’ positions 

and the CSR charge concentration profile. Knowledge 

of the latter two enables the computation of the voltages 

across the CSR and the space charge regions. The 

following sub-sections describe in detail the analytical 

evaluation of all the required quantities. 

 

3.2.1. Model of the Carrier Storage Region (CSR) 

The charge profile and the depletion layers are primarily 

one-dimensional (nb for the diode for almost 100% 

while for the IGBT for over 90% of the drift region), 

thus a 1-D solution is adequate. Also as a convention in 

both devices a 1D base region width can be assumed, 

denoted by WB. Under the conditions of quasi-neutrality 

and high levels of injection, the charge dynamics are 

described by the ambipolar diffusion equation (ADE), 

which in 1D is: 
 

2

2
hl

p( , t) p( , t) p( , t)
D

τ t

x x x

x

 
 


      (1) 

 

where D is the ambipolar diffusion coefficient, τhl is the 

high-injection-level carrier lifetime and p(x,t) is the 

ambipolar charge carrier density (nb excess holes (Δp) 

and excess electrons (Δn) in equal concentrations). 

Since the carrier distribution inside the CSR can be 

written as a continuous function, the solution of (1) can 

be expressed as a cosine Fourier series (Leturcq 1997): 
 

1
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where ov is the DC component of p( , t)x  at time t, kv  

is the amplitude of the k
th
 harmonic and 1x & 2x  are the 

abscissae of the floating boarders of the charge storage 

region. Furthermore, the Fourier series coefficients kv  

(for k=0, 1, 2, 3, …) can be expressed as follows: 
 

2

1

1
k

2 1 2 1

1 kπ( )
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    (4) 

 

Multiplying (1) by the cosine term, then integrating  

it w.r.t. x from 1x  to 2x  while using (4), the ambipolar 

diffusion equation transforms into the infinite system of 

first-order differential equations described by (5):  
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(5) 

Proceedings of the European Modeling and Simulation Symposium, 2012 
978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds.   

620



 

2 1

2 2
k 1 2

k2
2 1

k

2 1

2
n+k1 2

n2 2
2 1 n 1

n k

d (t) 1 Dk π 1 d( )
= - (t)     

dt τ 4 dt

2 p( , t) p( , t)
      + D ( 1)

( )

2 n d d
- (t) ( 1)    (for k 0)
( ) dt dtn - k

x x

v x x
v

x x

x x

x x x x

x x
v

x x






 
  
  

  
   
   
 

 
     


 

 

The evaluation of the Fourier coefficients from 

system (5) requires the boundary conditions  at the two 

ends of the CSR, namely the abscissae of the boarders 

1x x  and 2x x , their time derivatives 1d

dt

x
 and 2d

dt

x
, 

and the carrier concentration gradients at these points

1

1

p( , t)
g (t)

x

x

x





and 

2

2

p( , t)
g (t)

x

x

x





. The charge 

carrier distribution and the associated boundary 

conditions are illustrated in figure 5 for the case of static 

conduction and turn off transient (for the PIN diode fig. 

5(a,b)) and for the IGBT fig. 5(c))).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

The gradients g1(t) and g2(t) can be calculated from 

the boundary hole and electron currents (i.e. In1, Ip1 at 

x=x1 and In2, Ip2  at x=x2) as in (6) where q is the electron 

charge, A is the junction area and Dn and Dp are 

respectively the electron and hole diffusion coefficients 

(Palmer et al. 2003). The coefficients Dn , Dp and D are 

calculated by equation (7) where μn and μp are the 

electron and hole mobilities, k is the Boltzmann 

constant and T is the junction temperature in K. 
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p p

kT
D = μ

q
 (i)  n n

kT
D = μ

q
 (ii) 

n p

n p

2D D
D =

D + D
 (iii)    (7)  

 
 

3.2.2. Diode Boundary Conditions  

For the diode, the emitter layers (i.e. the P
+
 anode and 

the N
+
 cathode layers) act as recombination sinks for 

the minority carriers. Thus the resulting minority 

currents In1, Ip1 can be characterised by the conventional 

“h parameters” (Schlangenotto et al. 1969) and 

calculated using equation (8) where hp is the 

recombination parameter at the P
+
 layer, hn is the 

recombination parameter at the N
+
 layer and px1 & px2 

are respectively the excess carrier concentrations at x=x1 

and x=x2. The majority currents Ip1, In2 can then be 

calculated by equation (9) where IA is the total anode 

current and Idisp1 & Idisp2 are the displacement currents 

charging respectively the capacitances of the depletion 

layers around junctions J1 and J2 (nb if applicable). The 

latter can be evaluated using equation (10) where ε is 

the material’s electric permittivity, Wd1 and Wd2 are the 

widths of the respective depletion regions and Vd1 and 

Vd2 are respectively the voltages across them. Wd1 and 

Wd2 are related to Vd1 and Vd2 according to equation 

(11) which is classically derived from the Poisson 

equation. In (11) an effective base region doping 

concentration is considered which comprises of the 

background doping, NB, and the density of free carriers 

moving though the region at their saturated velocity vsat.  

The depletion layer voltages Vd1 and Vd2 are in turn 

calculated from the boundary carrier densities using 

equation (12) which is derived by applying proportional 

control with feedback (similar to op-amp circuits) from 

the boundary carrier densities px1 & px2. The feedback is 

such that whenever the depletion layers are active, the 

concentrations px1 & px2 are kept equal to zero as 

physically expected. In control theory terms the values 

of px1 & px2 are equivalent to error signals and the 

motion of the boundaries x1 and x2 (via the change of 

the depletion region widths) is equivalent to the action 

for compensating that error. In our case the depletion 

layer widths are linked to px1 and px2 indirectly via the 

depletion layer voltages. It is possible to link them 

directly (proportionally) but this has been found causing 

convergence and accuracy issues (Bryant et al. 2007a). 

Finally, the abscissae of the CSR boarders can be found 

from the depletion layer widths as in (13).         
 

(c) 

(a) 

(b) 
(b) 

Figure 5 - Charge carrier profile & boundary conditions 

for (a) Diode during static conduction (b) Diode during 

turn-off (c) IGBT during static conduction and turn-off 
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Equations for the Diode boundary conditions: 

1

2
n1 pI =qAh (p )x  

2

2
p2 nI =qAh (p )x  (8) 

p1 A n1 disp1I =I -I -I  n2 A p2 disp2I =I -I -I  (9) 

d1
disp1

d1

dVεA
I =

W dt

 

d2
disp2

d2

dVεA
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W dt
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d1
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p1
B

sat

2εV
W =

I
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Av
 

d1
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B
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2εV
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1 1
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2

2 2

d2
F
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K p p  < 0

x

x x





 

(12) 

1 d1= Wx

 

2 B d2= W - Wx

 

(13) 

   

3.2.3. IGBT Boundary Conditions  

The boundary conditions for the NPT IGBT are 

identical to that of the diode at the end x=x1 with the P
+
 

IGBT collector layer serving as a recombination sink 

for the electrons. Therefore, In1 and Ip1 can be found by 

equation (14) with IC being the collector current and the 

rest of the symbols having the same meaning as before. 

It should be noted here that there is no displacement 

current Idisp1 since the junction J1 is always forward 

biased and thereby no depletion layer is present there. 

This also means that the boundary x1 is always fixed at 

x=0. At x=x2 the situation is different from the diode 

with In2 now being the MOS channel electron current, 

and the Ip2 the hole current collected by the P-well. The 

value of In2 can be calculated by the typical MOSFET 

equations (15(i)-(16)) where VGE is the voltage applied 

to the gate (G) w.r.t the IGBT N
+
 source/emitter (E) , 

VTH is the threshold voltage for channel inversion, VDE 

is the voltage between the “virtual drain” (D) and the 

emitter, Kp is the MOS transconductance and λ is the 

channel shortening parameter. The value of Ip2 can then 

be found from (15(ii)) i.e. by subtracting In2 and the two 

displacement currents at x=x2 from IC. The latter-  

namely Idisp2 and IGC- represent respectively the current 

charging the collector-emitter capacitance, CCE, (formed 

by the depletion region under the p-well) and the 

current charging the collector-gate (Miller) capacitance, 

CCG (nb. or equivalently collector- “virtual-drain” 

capacitance).  The values of Idisp2 and ICG are calculated 

from (17), (18) where Cox is the oxide capacitance per 

unit area, αi is the ratio of the intercell area (nb. area 

between P-wells) to the total die area, A is the total die 

area, lm is the half intercell width and Wd2 is the 

depletion region width formed under the P-wells. The 

latter is associated with the voltage across the layer, 

Vd2, as in the case of the diode via equation (19(i)) with 

Vd2 again serving as the control actuator (equation (20)) 

for keeping the concentration px2 equal to zero (nb in 

this case the time). Equations (17)-(18) can be derived 

respectively from DE
disp2 CE

dV
I = C

dt
 & DG

CG CG

dV
I = C

dt
 

and the expressions of the relevant capacitances (Palmer 

et al. 2003). It should be noted here that the value of 

VDE is assumed to be equal to Vd2 since typically the 

potential at the edge of the depletion layer around the P-

well is approximately equal to that at the end of the 

MOS channel. Lastly, x2 is found by equation (19(ii)).  
 

Equations for the IGBT boundary conditions: 
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3.2.4. Charge Storage Region (CSR) Voltage Drop 

The voltage drop across the quasi-neutral CSR 

region, VB, can be found by calculating the integral 

expression (21) where J is the total device current 

density. In physical terms the first integral represents a 

purely ohmic voltage drop, VΩ, whilst the second one is 

the Dember voltage, VDember, which is much smaller 

than VΩ and is therefore safely neglected. 
 

 

2 1

1 2
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x x
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x x
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where T n B n pp = p ( ) p( )  μ N / (μ + μ ) x x x  for  a time t 
 

 

Since an analytical evaluation of VΩ is impossible 

with px expressed in Fourier series, a piecewise linear 

approximation of px is instead considered. More 

specifically the concentration is evaluated (using the 

Fourier series) at M+1 equidistant points and then 

assumed to vary linearly between them as in figure 6.  

 

 

 

 

 

 

 

 

 

 

 
 

Figure 6– Discretisation of charge carrier profile in CSR 
 

The total base voltage can then be calculated by (22): 
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Note: px1 and px2 are respectively equivalent of px10 and 

px1M. Similarly for p(x1) and p(x2) 
 

It should be noted that for the case of the IGBT the 

assumption of a purely 1D profile needs to be treated 

carefully at the MOS end of the device. As described 

previously in the evaluation of the boarder position, x2, 

the model assumes an effective depletion region width 

equal to that formed under the p-well and controlling px2 

to be equal to zero. However for the calculation of the 

ohmic drop, VΩ, the effect of the accumulation charge 

under the gate overlap should be taken into account as 

otherwise an unrealistically high resistance will be 

predicted.  To account for this effect the value of p(x2) 

used in equation (22) is derived from the penultimate 

one according to p(x2)≈αi p(xM-1).  

 

3.2.5. Calculation of the Devices’ Terminal Voltages 

For the diode the terminal anode-cathode voltage, VAK 

is given by equation (23), i.e. it is equal to the sum of 

the following voltages: (i) the two Boltzmann junction 

voltages VJ1 and VJ2 (equation 24), (ii) the two space 

charge region voltages Vd1 and Vd2 (equation 12) and 

(iii) the CSR voltage, VB, (equation 22 where J=IA/A). 
 

AK J1 J2 d1 d2 BV = V  + V + V + V  + V                 (23) 
 

1 B
J1 2

i

p NkT
V  = ln

q n
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  2

J2
B

pkT
V  = ln

q N

x 
  
 

              (24) 

 

For the IGBT the terminal collector-emitter 

voltage, VCE is given by equation (25), i.e. it is equal to 

the sum of the following voltages: (i) the Boltzmann 

junction voltage VJ1 (equation 24), (ii) the space charge 

region voltage Vd2 (equation 20) and (iii) the CSR 

voltage, VB, (equation 22 where J=IC/A).  
 

CE J1 d2 BV = V  + V  + V                  (25) 

 

The terminal gate–emitter voltage, VGE, can be found by 

solving the differential equation (26) where IG is the 

gate current, CGE is the gate-emitter capacitance 

(constant) and CGC is the non-differential part of 

equation (18). The differential equation (26) can be 

derived by considering Kirchhoff’s current law (KCL) 

at the gate i.e. GE G CGI = I + I . 
 

GE d2
G GC

GE GC

dV dV1
= I + C

dt C + C dt

 
 
 

              (26) 

 

3.2.6. Temperature Dependency 

The models include temperature effects through the 

temperature dependency of the various physical 

parameters. The required device temperature can be 

calculated via a thermal model (e.g. RC network) of the 

device packaging. More details about temperature 

dependency can be found in (Palmer et al. 2003). 

 

4. STRATEGY FOR FPGA IMPLENTATION  

 

4.1. Co-simulation Method   

As described in section 2.3.2 when simulating stiff 

systems like power electronic circuits, an implicit 

method should be preferred due to its stability. 

However, a true implicit approach would call either for 

the system states to be processed all in one platform or 

in the case of co-simulation it would call for a mixed, 

concurrent processor/FPGA evaluation of the involved 

matrices ultimately leading to a very time-consuming 

simulation due to the huge number of (different) data 

exchanges and thereby communication overheads 

during a single time step. The solution to the problem is 

system partitioning i.e. decoupling of the system to at 

least two portions, one or more for processing in FPGA 

and one or more for processing in software. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Without any loss of generality figure 7 shows a 

functional diagram of the considered method where the 

circuit is divided into two subsystems passing to each 

other the required coupling state variables y1 & y2 

augmented by unavoidable errors ε1 and ε2 (due to 

sampling as well as due to truncation and rounding by 

the selected integration method) into inputs u1 and u2. 

Once the system is decoupled, different integration 

methods and/or time step sizes can be used in order to 

ensure stability (Gear et al. 1984). Furthermore, because 

of partitioning the matrices are less sparse resulting to 

only few unnecessary zero-element multiplications and 

hence more efficient usage of the hardware resources. 

For illustration purposes the generalised chopper 

circuit of figure 8 is chosen to be modeled. Although it 

is possible to split the system by pure numerical 

considerations, here for simplicity the system is 

partitioned naturally. In particular the system is 

separated into four subsystems: (i) the PIN diode model 

with internal states xdiod as defined by equation (5), (ii) 

the IGBT model with internal states xigbt as defined by 

equations (5) and (26), (iii) the main circuit with states 

xcirc and (iv) the gate drive circuit with states xdriv. The 

first two subsystems are chosen to be implemented in 

FPGA (since they are the most computationally 

intensive) while the other two in software.  

Figure 7 – Block diagram representation of system 

partitioning into two subsystems 
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With the considered approach the entire system 

with states x can be decomposed as follows: 
 

  

 

 
 
 

, , t

, , t

, , t

, , t

  
  
      
  
     

diod diod dioddiod

igbt igbt igbt igbt

circ circ circ circ

driv driv driv driv

f x wx

x f x w
x

x f x w

x f x w

                  (27) 

 

where fdiod , figbt , fcirc , fdriv and wdiod , wigbt , wcirc , wdriv 

are respectively the vector functions and vector inputs 

of the diode, IGBT, main circuit and gate drive circuit 

subsystems including the coupling variable(s) passed 

into them. More specifically: ,
1diod circw y ,

2driv igbtw y

T T

DC, , V , , , ,    
   2 1 2igbt circ driv circ igbt diode driv circw y y w y y y y

 with the coupling variables being AKVdiodey ,

CEV
1igbty , GEV

2igbty , AI1circy CI
2circy , GIdrivy  

 

It should be noted here that to the internal states of 

the devices’ subsystems it is required to add extra states 

for the calculation of the derivatives as required by 

system (5) and its internal functions (10), (17) and (18).  

 

4.2. Numerical Integration   

The decomposed states of the several subsystems are 

calculated in parallel using a suitable numerical 

integration method. As explained in section 2.3.2 the 

preferred methods should be (i) fixed time step-size, (ii) 

implicit and (iii) multistep. For such methods the 

general solution equation for the value of the next-time-

step subsystems’ states can be written as in (28)  
 

p p

i sub i

i=0 i=-1

= · + t ·  n+1 n-i n-i

sub sub subx x f                 (28)    

 

where m

subx and 
m( , , t )m m m

sub sub sub subf f x w  are respectively 

the state and function vectors of the subsystem at the 

m
th

 time step, αi and βi are method-dependent 

polynomial coefficients (with βi≠0 for implicit 

methods), and 
subt is the subsystem’s integration time-

step size. Based on stability, efficiency, accuracy and 

real-time constraints considerations the chosen method 

for the devices’ subsystems is the 3
rd 

order Gear Method 

(Gear 1971) while that for the circuit subsystems is the 

3
rd

 order Brayton method (Brayton 1972) with some 

modifications as proposed by Shampine  (Shampine  

1980) and others.  

In order to solve equation (28) explicitly in terms 

of n+1

subx , the vector function fsub must be linear. For the 

cases of the diode and the IGBT subsystems where fsub 

is non-linear, this should be linearized according to: 
 

 
 

 

sub sub
sub sub sub sub sub sub sub
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f f
f = x w = A x B w

x w
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Then the evaluation of the time advanced states 

can be done as in (30): 
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n+1 n+1

sub sub

n+1 n+i n-i n-i

sub sub sub subw x fB

x I Α

(30) 

 

where n+1

subf has been substituted by its linear/linearized 

form as in (29) with n+1

subA , n+1

subB being the Jacobian 

matrices of the next time step (nb these are calculated 

numerically using the small perturbation theory). The 

inverse of the matrix  sub -1t    n+1

subM ΑI is found 

using LU decomposition followed by forward and 

backward substitution. 

 

4.3. FPGA Parallel Programming  

In FPGAs the matrix multiplications involved in 

equation (30) can all be performed in parallel in two 

steps as a sum of products (SOP) resulting to great 

computational speed ups compared to serial processing. 

For example for a matrix-matrix MN multiplication, 

where M and N are mxm and mxn matrices, the 

computational cost reduces from mn(2m-1) sequential 

operations to m
2
n parallel multiplications and m(m-1)n 

parallel additions. Besides from the number of 

calculation steps the simulation speeds also depend on 

the overheads imposed by the several processing 

equipment and communication links. Since the most 

critical overhead is that of software-hardware data 

transactions, the considered methodology reduces the 

number of software-FPGA interactions via the use of 

frame signals, i.e. data transaction parallelism.  In 

particular a series of input/output data values are stored 

in a data vector which is transferred in one burst 

into/from an input/output buffer residing on the FPGA.  

 

4.4. Practical Implementation  

The targeted hardware platform is a Digilent Atlys 

development board with Xilinx Spartan 6 FPGA. The 

co-simulation environment is set up in Simulink with 

the software-hardware interface being provided by 

Figure 8 – The generalised chopper cell circuit 
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Xilinx System Generator (XSG), (Xilinx Inc., 2012c), 

and the communication between the PC and the board 

done via 1Gbit Ethernet. An important advantage of this 

method is that it enables rapid implementation and 

verification of the algorithms employed as opposed to 

the more classical approach. The entire system 

development requires the following steps: 

 

1. Floating-point algorithm development and 

verification in Matlab/Simulink via the use 

embedded Matlab functions.  

2. Design elaboration for FPGA implementation 

by including the use of fixed point arithmetic 

and other hardware constraints. The former 

requires selection of the appropriate bit widths 

and radix point position for each block in order 

to enhance/maximise the signal to noise ratio 

(SNR). A safety margin of four bits is also 

added to avoid overflows. It should be noted 

here that the several state variables require 

appropriate scaling in order to reduce the effect 

of round off errors and increase precision. 

3. Design adjustment for bottleneck removal and 

efficient exploitation of the hardware resources 

via critical paths’ pipelining and time division 

multiplexing for resource sharing of unutilized 

functional blocks.  

4. Generation/writing of HDL (VHDL/Verilog) 

code for the several hardware subsystems (nb 

only the device models for the circuit of figure 

8). Placement of the relevant HDL codes into 

XSG “black boxes”.  

5. Set up of the software-hardware interfacing via 

Xilinx Gateway blocks as well as FIFO buffers 

and control for frame-based processing. For 

the latter the FPGA is used in free run mode. 

6. Automatic generation of BIN file using the 

System Generator with Xilinx ISE. 

 

5. CONCLUSIONS  

In this paper the strategy for the FPGA implementation 

of analytical power device models incorporated in a 

circuit has been described. A detailed comparison of the 

co-simulation results and the achieved computational 

accelerations will be presented in a later publication. 

Further work is required towards the development of a 

multi-FPGA platform in order to achieve hardware 

implementation of larger circuit systems employing 

multiple power devices. Furthermore apart from co-

simulation purposes the device models will also be 

exploited for real-time model-based control.  
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