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ABSTRACT 
The objective of the paper is to use a simulator, 
implemented in Anylogic™ by XJ Technologies, for 
testing the effect of demand variability, demand 
intensity and lead time on the inventory management 
costs within a warehouse.  
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1. INTRODUCTION 
Nowadays Inventory Control (IC) has a critical role in 
systems’ management: a correct IC allows the 
manufacturing plant to satisfy customers’ demand 
reducing operation costs; from the other side, IC 
failures may generate serious consequences, as reported 
in Lee and Wu (2006). 

More in detail, the importance of IC becomes more 
relevant when applied to the whole Supply Chain (SC). 
For instance, the Bullwhip effect, very frequent along 
the SC, generates large inventories because of the 
information distortion amplification as the SC moves to 
the upstream.       

According to Stenger (1996), the effective 
planning and control of inventories is very difficult in 
the modern manufacturing systems because the 
theoretical models adopted, based on several restrictive 
assumptions, need a great amount of data and lack 
flexibility. 

There is a long history of literature about Inventory 
Systems (ISs). 

Lee and Billington (1993) provide a detailed 
overview on multi-echelon inventories; Cohen and Lee 
(1988) discuss about the lead time definition for 
replenishment in a network characterized by a single 
plant with multiple inputs. Fleischmann et al. (1997) 
propose a general overview on quantitative approaches 
for production planning and inventory control systems. 

Van der Laan et al. (1996) introduce several 
approaches based on continuous-review models in 
which inventory policies parameters are optimized by 
using queuing theory results. From the other side, 

Whisler (1967) develop a periodic-review model 
adopting a dynamic programming approach. 

Lee and Wu (2006) make studies on replenishment 
policies in order to reduce the number of backorder and 
inventory costs.   

Heizer and Render (2001) classify four types of 
inventory for distinguishing relative costs: 

 
• raw material inventory to reduce suppliers’ 

variability in terms of quality, quantity and 
delivery time;   

• work-in-process inventory for providing 
production changes; 

• maintenance and operating inventory to 
guarantee the correct running of plants; 

• finished products inventory represented by 
items waiting for shipping. 

 
In addition, several research studies have been 

made on a specific SC node, as for instance, the 
warehouse systems. Mason et al. (2003) implement an 
integrated application for warehouse inventory and 
transportation  management. Chen and Samroengraja 
(2000) carry out a research study on a warehouse, multi-
retailer systems   for testing the effectiveness of the two 
allocation policies adopted and to define their optimal 
parameters’ values. Ahire and Schmidt (1996) analyze 
the performance of a warehouse, n-retailer system with 
a continuous review inventory policy.   
As before mentioned, the focus of this paper is to 
present a simulation model for analyzing the 
performance of a warehouse system in terms of 
inventory costs under the effect of different demand 
trends and lead times. In the sequel a brief description 
of each section of the paper is reported. Section 2 
reports the description of the simulation model; Section 
3 deals with the inventory policy implemented while an 
application example is reported in Section 4. Finally, 
conclusions summarize critical issues and results of the 
paper.  
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2. THE SIMULATION MODEL 
The simulation model recreates all the most important 
processes and operations which characterize a 
warehouse system and it becomes a useful tool for 
testing and monitoring inventory management costs in 
function of different inventory policies. 

The model is implemented using the commercial 
package Anylogic™ by XJ Technologies. 

In particular, for reproducing each process and for 
increasing model flexibility, different classes have been 
implemented by using software library objects; in 
addition, ad-hoc programmed routines implement the 
logics and rules governing the system. 
 
2.1. The conceptual model  
Figure 1 proposes the conceptual model of the 
warehouse system under analysis. 
 

 
Figure 1: The Warehouse Conceptual Model 

 
As shown in Figure 1, there are two types of data flows: 

 
• the first one related to information flow from 

retailers; 
• the second one concerns items’ deliveries from 

the warehouse to retailers. 
 
In fact, when retailers send orders to the warehouse 
system, data related to each order are stored in specific 
databases. After the inventory control, order are 
processed and items are prepared for deliveries.  
 
2.2. The model setup 
Data necessary to model setup are stored in dedicated 
databases built in Microsoft Excel concerning:  
 

• the trucks arrival time from Suppliers; 
• the daily number of trucks from suppliers and 

for retailers; 
• the time interval in which trucks deliver 

products to the warehouse from Suppliers.   
• the shelves levels; 
• the number of material handling equipment 

(i.e. forklifts)  
• the shelves capacity  
• inventory unitary costs (including manpower) 
 
Such parameters are evaluated before starting the 

simulation as shown in figure 2.  
 

 
Figure 2: The Model Start-up  

 
The figure 3 shows the orders’ processing block 
diagram.  
 

 
Figure 3: The Orders’ Processing Block Diagram  

 
The inter-arrival time Retailers demand is defined 

by an exponential negative distribution with a λ arrival 
rate. Each quantity requested is determined by uniform 
distributions, as reported in Table 1. 
 

 Table 1: Probability Distribution for each Retailer 
Probability Distribution 

P1 Unif (a1,b1) 
P2 Unif (a2,b2) 
Pn Unif (an,bn) 

 
Pn is the probability related to retailer demand obtained 
from the n-th uniform distribution characterized by the 
two parameters, an and bn. More in detail, each 
distribution is related to a particular scenario 
characterized by particular levels of demand intensity 
and variability and lead times. Next step consists in 
verifying if the current on-hand inventory (OHI) is 
necessary to satisfy retailers’ requests. 

Orders can be: 
 

• fully satisfied; 
• partially satisfied. 

 
Items number of incoming orders is compared with 

the OHI. If there is enough OHI, retailers’ demand is 
totally satisfied and an update of the OHI level is made; 
if demand is partially satisfied or unsatisfied, the OHI is 
too updated and lost sales are recorded. 

Next Section describes the inventory policies 
implemented in the simulation model for answering to 
the following questions: 

 
• the time for purchasing order emission; 
• the quantity to be ordered. 
 

3. THE INVENTORY POLICIES 
IMPLEMENTED  

The objective of this paper is to compare, by using a 
Modeling & Simulation based approach, the 
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performance of a warehouse in terms of inventory costs 
evaluated in function of three classical different 
inventory policies: 
 

• the periodic-review, order-up-to-level policy 
(R, S); 

• the periodic-review, order-point, order-up-to-
level policy (R, s, S); 

• the order-point, order-quantity policy (s, Q). 
 
The notation adopted by authors is the following: 
 

• Ri, review period of the item i; 
• Si(t), order-up-to-level at time t of the item i; 
• si(t), order-point at time t of the item i; 
• Ii(t), on-hand inventory at time t of the item i; 
• QOi(t), quantity already on order at time t of 

the item i; 
• QSi(t), quantity to be shipped at time t of the 

item i; 
• Qi(t), quantity to be ordered at time t of the 

item i; 
• Di(t), demand at time t of the item i; 
• LTi, lead time of the item i. 

  
3.1. The periodic-review, order-up-to-level policy 

(R,S) 
As reported in Silver et al. (1998), this policy is the 
classical replenishment cycle policy, particularly 
adopted by companies not using computer control 
techniques. 

This policy works better when all the items are 
ordered from the same supplier. 

At each review period a control on the Inventory 
Position (IPi(t)) is made and, if necessary, a quantity is 
ordered to increase it up to the re-order level Si(t). 

IPi(t) is evaluated as the on-hand inventory plus the 
quantity already on order minus the quantity to be 
shipped: 

 
)()()()( tQStQOtItIP iiii −+=                                   (1) 

 
In particular, the re-order level Si(t) is evaluated in 

this way: 
 

iii SStLTDtS += )()(                                                   (2) 
 
where: 
 

• LTDi(t) is the demand forecast over the lead 
time; 

• SSi is the safety stock calculated as a standard 
deviation of the lead time demand. 

 
The quantity to be ordered Qi(t) is given from the 
following equation:   
 

)()()()()( tIPSStLTDtIPtStQ iiiiii −+=−=            (3) 

 
This policy is particularly adopted for production 

systems characterized by a demand pattern changing 
with time. 

 
3.2. The periodic-review policy (R,s,S) 
This policy can be considered as a combination of the 
order-point, order-up-to-level policy (s,S) and of the 
periodic-review, order-up-to-level policy (R,S). 

IPi(t) is checked every review period so two cases 
can occur: 

 
• IPi(t) is at or below the re-order point si(t); 
• IPi(t) is above si(t). 
 
In the first case the quantity to be ordered is 

enough to raise the IPi(t) to Si(t) while in the second 
nothing is ordered until the next review. 

According to Silver et al. (1998), it is demonstrated 
that, in function of specific assumptions on demand 
pattern and cost factors involved, the (R,s,S) policy 
generates total costs lower those of other inventory 
policies. 

More in detail, in this policy the re-order point is 
evaluated according to equation 4: 
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The quantity to be ordered is: 
 

)()()( tIPtStQ iii −=      (6) 
 
3.3. The order-point, order-quantity policy (s,Q) 
This policy is a continuous review policy. The fixed 
quantity Qi(t) is ordered when the IPi(t) equals or it is 
less than the re-order point si(t). 

In particular, the quantity to be ordered is defined 
according to the economic order quantity (EOQ). 

As it is possible to understand this policy is simple 
to apply and in particular errors that can occur are very 
low.  

 
4. THE DESIGN OF EXPERIMENTS 
As mentioned into the introduction, the goal of this 
paper is to use the simulator, implemented in 
Anylogic™ by XJ Technologies, for testing warehouse  
performance under different operative scenarios in order 
to understand how changes in some critical input 
parameters (demand variability and intensity and lead 
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time) affect inventory costs monitored in function of 
three different inventory policies.  

The total Inventory management costs are 
evaluated according to equation 7: 
 

)(*)(*)( tLSUPCtAHOIUCSTFCtTMC iiiiii ++=       (7) 
 
where: 
 

• iTFC are the total fixed costs for the item i; 
• iUCS is the unitary storage cost for the item i; 
• )(tAHOIi represents the average HOI at time t 

for the item i; 
• iUPC is the unitary penalty cost for the item i; 
• )(tLSi are the lost sales at time t for the item i. 

 
Each operative scenario is obtained by changing 

system input parameters between specific values and 
conditions. In particular, the input parameters are: 

 
• demand intensity (IN) which can assume three 

different conditions (low, medium, high); 
• demand variability (VAR) which can vary from 

low to high conditions; 
• lead time (LT) which can be changed 

respectively in one day, three and five days. 
 

Table 2 shows factors and levels adopted for the 
design of experiments (DOE). 

 
Table 2: Factors and Levels of DOE 

Factors Level 1 Level 2 Level 3 
IN Low  Medium  High  

VAR Low  Medium  High  
LT 1  3  5  

 
Each factor has three levels: in particular, Level 1 

indicates the lowest value for the factor, Level 2 the 
medium value while Level 3 represents the greatest 
value.  

In order to test all the possible factors 
combinations, the total number of the simulation runs is 
33 (3 factors x 3 levels x 3 values). Each simulation run 
has been replicated three times, so the total number of 
replications is 27 (27x3=81). 
 
5. SIMULATION RESULTS ANALYSIS 

In this Section, results analyses for the total  
inventory management costs evaluated in function of 
the different inventory policies implemented are 
reported. 

Table 3 shows all the 27 combinations of the input 
factors; the first three columns report settings indicating 
the low, medium and high levels for each factor 
considered while the last columns contain the total 
inventory costs results provided by the simulation 
model for the three inventory policies. 
 

Table 3: Output Data for Total Inventory Management 
Costs    

IN VAR LT (R,S) (R,s,S) (s,Q) 
Low  Low  1 141944 149464 148585 

Medium Low  1 334906 350763 342885 
High Low  1 550285 557752 534855 
Low  Medium 1 166029 163635 160014 

Medium Medium 1 375278 380820 369176 
High Medium 1 601292 616563 567996 
Low  High 1 177830 166757 165775 

Medium High 1 407363 411343 392193 
High High 1 754792 639089 651687 
Low  Low  3 154986 159391 152598 

Medium Low  3 360885 365780 386033 
High Low  3 576094 585462 559106 
Low  Medium 3 177588 173490 172565 

Medium Medium 3 411387 415806 399984 
High Medium 3 669729 658459 628045 
Low  High 3 192845 203489 186893 

Medium High 3 441840 438648 436726 
High High 3 709631 732033 709365 
Low  Low  5 163045 168096 157921 

Medium Low  5 370033 383555 382664 
High Low  5 607295 612608 598744 
Low  Medium 5 186265 191701 184587 

Medium Medium 5 412897 462012 436579 
High Medium 5 747470 721440 700442 
Low  High 5 208494 192065 205423 

Medium High 5 467202 502172 508377 
High High 5 754792 837508 723377 

 
5.1. Simulation results analysis for the total 

inventory management costs – demand 
variability 

These results for total inventory management costs are 
obtained in function of different operative scenarios. Let 
us consider the case in which demand variability and 
lead times are kept constants and the demand intensity 
is varied. 

The total inventory management costs comparison 
in correspondence of low demand variability and lead 
time of one day shows that the (R,S) and (R,s,S) have a 
similar performance but the (s,Q) policy performs better 
because it provides the lowest inventory management 
costs.     

For low variability demand and lead time of three 
days, the (s,Q) policy performs better than the others for 
low and high demand intensity while for medium 
demand intensity the (R,S) policy gives lower inventory 
management costs than the others policies. This is 
confirmed by numerical values reported in Table 3.  

In correspondence of a lead time of 5 days, the 
(R,S) policy performs better for low and medium 
demand intensity, but the (s,Q) policy provides the 
lowest total inventory management costs for high 
demand intensity. The (R,s,S) policy gives the highest 
costs. 
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The same analysis is carried out changing 
variability setting to medium and high. In particular, the 
(s,Q) policy performs better than the others. 
 
5.2. Simulation results analysis for the total 

inventory management costs – demand 
variability 

In this section the authors describe the results related to 
demand variability; the total inventory management 
costs are compared keeping constant both demand 
intensity and lead times. 

The demand intensity is set to its lower value and 
lead time to 5 days. For low and medium demand 
variability the (s,Q) policy provides the lowest 
inventory management costs, but for high variability the 
better policy is the (R,s,S) policy.  
  The total inventory management costs trend 
obtained keeping constant demand intensity to its 
medium value and lead time to 3 days is analyzed. For 
low demand variability, the (R,S) policy provides the 
lowest inventory management costs, but for medium 
and high variability the better policy is the (s,Q) policy.   

Keeping fixed intensity to its high setting and lead 
time to one day, three cases occur: 

 
• for low demand variability the better policy is 

the (R,S) policy; 
• for medium demand variability the better 

policy is the (s,Q) policy; 
• for high demand variability the better policy is 

the (R,s,S) policy. 
   

5.3. Simulation results analysis for the total 
inventory management costs – lead time 

The same analyses have been carried out taking into 
consideration lead times values and all the combinations 
of demand intensity and variability. More in detail, in 
this section, authors presents results related to: 
 

• low demand intensity and variability; 
• medium demand intensity and variability; 
• high demand intensity and variability. 

 
The total inventory management costs of the three 
different inventory policies implemented are compared. 
For low demand intensity and variability, these cases 
occur: 
 

• for lead time of one day, the (R,S) policy 
provides the lowest total inventory 
management costs; 

• for lead time of three days, the (s,Q) policy 
performs better; 

• for lead time of five days, the (s,Q) policy 
guarantees the lowest total inventory 
management costs. 

 
 

Figure 12: Total Inventory Management Costs – Low 
Intensity and Low Variability  

For medium demand intensity and variability and 
for lead time values of one day and 3 days, the three 
policies provide approximately the same total costs, but 
for lead time of five days the (R,S) policy provides the 
lowest inventory management costs. 

The total inventory management costs trend for 
high demand intensity and variability is as follows: the 
(R,S) policy is the worst policy for lead time of one 
day; for lead time of three days, the three inventory 
policies provide approximately the same total inventory 
management costs while for lead time of 5 days, the 
best policy is the (s,Q) policy because it provides the 
smallest total inventory management costs. 
 
6. CONCLUSIONS  
In this paper a simulation model of a warehouse system 
has been developed. The software tool adopted for the 
model implementation is Anylogic™ by XJ 
Technologies. The goal of the research work consists in 
testing system behavior under different operative 
scenarios. The performance parameter chosen is 
represented by the total inventory management costs 
evaluated according to three different inventory 
policies, the (R,S), the (R,s,S) and the (s,Q). 

The output data of the simulation model allows to 
understand how demand variability and intensity and 
lead time affect the total inventory management costs. 

Results obtained highlight the weight of each 
factor in the performance parameter evaluation allowing 
to choose the best inventory management policy. 
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