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GENERAL CO-CHAIRS’ MESSAGE

WELcoOME To EMSS 2008

This 20" EMSS edition asserts the importance of
creating a common framework and a high quality
International forum for the Simulation Community. The
inherent complexity of present industrial, business,
design and health care system, the changing mentality
in logistics and the constant need to improve
competitiveness provoke the necessity of developing
better simulation models that could tackle the problem from a global point of view
without neglecting any specific sensible aspect of the system’s dynamic. Complexity
becomes apparent to engineers and managers each time they are asked to take a
decision in a context that it is not possible to predict all the consequences of a
certain action. Simulation techniques have proved to be useful for examining the
performance of different system configurations and/or alternative operating
procedures for complex systems. It is widely acknowledged that simulation is a
powerful computer-based tool that enables decision-makers in business and industry
to improve operational and organizational efficiency.

However, dealing with a good verified and validated simulation model is not an easy
task: the experience of the modeler, its capacity to identify the proper abstraction
level at which the dynamic of the system should be described, the formalism used to
specify the system, and the clarity to discerns what is important and what can be
neglected in the model to satisfy the goal of the experiments, are some key aspects
that can affect the quality of the solution.

Our main target in the organization of this EMSS’08 has been to create a framework
to exchange information, knowledge and the experience acquired by top experts in
the relative fields.

This year, and for the fifth time, the European Modeling and Simulation Symposium
(EMSS’08) has been organized in the International Mediterranean and Latin American
Modeling Multiconference (13M), born in 2004, as a cooperation among a very wide
simulation community that is composed by historical simulation Institutions such as
McLeod Institute of Simulation Science (MISS, www.simulationscience.org) as well as
by new born dynamic organizations such as the Liophant Simulation
(www.liophant.org), the Modeling and Simulation Center - Laboratory of Enterprise
Solutions (MSC-LES, www.msc-les.org), and the Simulation Council of the SCS
International: International Mediterranean and Latin America Council of Simulation
(I_M_CS, www.i-m-cs.org).

We wish you a fruitful conference and a pleasant stay in Campora San Giovanni.

Francesco Longo, MSC-LES, University of Calabria, Italy
Miquel Angel Piera, Autonomous University of Barcelona, Spain
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ABSTRACT

We present our innovative approach to keep navigation
maps up to date by deducing map changes from record-
ed GPS tracks using adequate models and rules.

First, we describe, how models for receiver, mobil-
ity and terrain can be generated from adequately pre-
processed recorded GPS tracks. These models are used
by a server in order to predict plausible extensions of
available navigation maps. In order to allow for multi-
modal track sources (pedestrians, automobilists, bicycl-
ists, horseback riders, etc.), geometrical matches have to
be further checked for plausibility. We give examples of
such plausibility rules we have developed for this pur-
pose.

The main benefits of our development are better
maps and better guidance for various classes of possible
users, from pedestrian, over cross-country skier, to bus
driver, to name just a few.

Keywords: Global Positioning System — GPS, digital
navigation maps, data-driven models, incremental map
enhancement

1. MOTIVATION: SELF-LEARNING NAVI-

GATION MAPS
Although the navigation hardware market has changed
rapidly during the last few years, the digital navigation
maps market has remained rather inflexible: In some
regions of the world, digital maps are still rudimental or
even not available at all.

For instance, the off-road personal navigation for
pedestrians as well as for outdoor and leisure activities
(like mountain biking, hiking, horseback riding, or track
skiing) is just in its infancy, and it is based on point-to-
point navigation as opposed to full-fledged navigable
vector maps of common vehicle navigation systems.

Thus, flexible, adaptive navigation using data that
can be generated, updated, and personalized individual-

ly as well as for the public benefit still remains an inter-
esting research topic with good chances for commercial
value in the near future.

This contribution describes our approach to incre-
mental navigation map generation based on data-driven
models generated from recorded heterogeneous GPS
tracks (Hofmann-Wellenhof, B., Lichtenegger, H., and
Collins, J., 2001) gathered through tracing the paths of
entities with heterogeneous mobility models (pede-
strians, bicyclists, cars, etc.).

2. PREPROCESSING NOISY DATA

In order to enable adequate processing of the track data,
i.e. filter-based preprocessing and verification, as well
as the merging of the data with the existing map, we
base our threshold values for algorithms on systematic
data-driven models.

The data preprocessing covers filtering incorrect
and insignificant track data. Since tracks based solely
on the GPS data tend to be inaccurate in certain situa-
tions (e.g., reflections in built-up areas, changing satel-
lite trajectories; cf. (Hofmann-Wellenhof, B., Lichte-
negger, H., and Collins, J., 2001)), a track filter was im-
plemented to filter out objectionable positioning errors:
Outliers are removed using topological considerations
and mobility constraints (velocity, acceleration) of the
recording entity. Accumulations — which may for in-
stance occur due to the recording entity staying at the
same location for some time — are removed by appro-
priate clustering of GPS points and removing super-
fluous points.

We base our filter algorithms on configurable
thresholds defined by the models as described in the fol-
lowing chapter. The composed data is processed by a
proprietary graph matching algorithm combined with a
set of models that take the varieties of input data into
consideration. This approach provides the core functio-
nality of incremental map learning.



For details on preprocessing and graph matching
approach, we refer to (Vesely, M., Novak, C., Reh, A,,
and Mayr, H., 2008).

3. INDUCTIVELY GENERATED MODELS

From the preprocessed data, suitable models have to be
derived describing the entity and its mobility as well as
GPS signal quality depending on the terrain and the re-
ceiving device. These models can then be used for as-
sessing the quality and topological soundness of future
gathered data.

Depending on the type of entity used for recording
the route (vehicle, pedestrian, bicyclist, etc.), a mobility
model can be defined describing maximum velocity,
probable and maximum curve radii depending on the
velocity, among other parameters.

According to this model, and additionally taking
the respective values from the GPS track data into ac-
count, the most probable path within the limits of the
track data can be determined.

If the same geographic path is recorded several
times by the same entity or different ones, the most
probable course of the real path or road can be deter-
mined by a suitable weighted averaging method which
uses additional models — like Kalman filters — as de-
tailed in (Mayr, 2007).
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Figure 1: Filtered route (gray) on original (black)

Additionally to or instead of the Kalman filter used
for preprocessing, a recorded route can be preprocessed
by checking its attributes for plausibility (cf. Fig. 1).
Therefore we define attributes, e.g. height and velocity
of each recorded point as well as at the distance to the
other points that confirm whether a recorded point is a
plausible point that represents a real part of the recorded
path. If the position data is incorrect because of errors
due to inaccuracies in the position measurement or re-
ceiver-specific faults, it has to be filtered out.

For the preprocessing with plausibility checks three
models are needed:

3.1. Receiver model

The quality of GPS, besides its standard error deviation
due to atmospheric effects and clock synchronization, is
heavily dependent on the satellite geometry. Every
change in the satellite constellation can cause outliers
(see (Hofmann-Wellenhof, B., Lichtenegger, H., and
Collins, J., 2001) for details). Additionally, slow
movement (< 4 km/h) causes GPS-positions to drift,
thus deteriorating the quality of the recorded track. In
some areas signal masking occurs and causes either sig-
nal loss or deficient positioning which makes the data
inadequate for our self-learning system.

The quality of GPS data can be measured by delu-
sion of precision (DOP) — the higher the DOP value the
lower the quality. The receiver model defines thresholds
for horizontal, vertical and positional DOPs (HDOP,
PDOP, VDOP). Recorded positions that show DOPs
above these thresholds don’t suffice specified quality
and are filtered out.

3.2. Mobility model

The mobility model entails attributes that describe the
type of entity used for recording the route. These typical
characteristics can be used for plausibility checks of the
position data by comparing the recorded data with the
model parameters.

Each entity has a maximum velocity that can be
defined in the model. For pedestrians the absolute max-
imum velocity is assumed as 20 km/h, for cars as 260
km/h, etc., as points with a velocity above these defined
thresholds are considered not plausible and thus cannot
be used for the enhancement of maps.

The same applies to the difference in altitude per
seconds as well as possible heading changes and curve
radii depending on velocity. If the recorded curve radius
is smaller than the minimum radius that would be poss-
ible at the recorded speed, the track data is not accurate
at this part of the route. Table 1 (adapted from (FGSV,
1995)) gives an overview of minimum curve radii (v,,,)
depending on velocity (v) for the mobility model “car”.

v [km/h] Fmin [M]
<50 80
51 -60 120
61-70 180
71-80 250
81-90 340
91-100 450
101 -120 720
>121 n.a.

Table 1: Minimum curve radii depending on velocity

3.3. Terrain model

After filtering a series of points it can be necessary to
divide the preprocessed route into two or more new
routes to enhance the learning process. Position values
that are missing due to filtering or signal masking may
lead to implicated connections between points that are
not directly connected in reality. Therefore the system



may learn incorrect data, because curves or intersections
are not recorded.

Thus, to avoid negative influence on the enhance-
ment of the map, the terrain model defines a distance
threshold that specifies the maximum plausible distance
between two points. Our empirical study shows that for
instance for pedestrians the distance threshold should be
set between 10-15 meters, if there are no mapped tun-
nels near the recorded route. Pedestrian routes can be
very short which is why intersections and even whole
parts of a route can be missed easily.

The threshold not only depends on the terrain of the
route (e.g. existing tunnels) and on the type of entity,
but also on the average point distance due to the veloci-
ty of the entity and the sample rate.

4. SYSTEM ARCHITECTURE

In order to enable the capability of extending and per-
sonalizing digital navigation data and, thus, continuous-
ly improve their quality and actuality, we have devel-
oped a software system that allows acquiring GPS
tracks and environment-based attribute data automati-
cally from the recorded GPS tracks, as well as integrat-
ing these into existing data (Fig. 2).
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Figure 2: System Architecture Overview

Our system is comprised of four essential components,
1. navigation entities, 2. central server, 3. data exchange
interfaces, and 4. a data management component, which
are described in more detail below.

4.1. Navigation Entities
Basically, all kinds of GPS-enabled mobile devices can
be used for recording GPS tracks to be uploaded to the
server, if their output data format is among the sup-
ported ones.

In order to prove the feasibility of our approach as
a whole on concrete implementations, we utilize two
map-based navigation systems for mobile devices: an
adapted car navigation system and a PDA-based mobile
navigation and recording system developed from

scratch. For more details on the navigation entities, we
refer to (Vesely, M., Novak, C., Reh, A., and Mayr, H.,
2008).

4.2. Central Server

The server comprises the ability to receive the data from
the recording entities, process them, as well as generate
and administer incremental map updates to be offered
via a public service. This results in the following mod-
ule design (cf. Fig. 3):
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Figure 3: Server Modules Overview

The communication interface module administers
multiple connection interfaces for receiving the data.
The parsers and converters for the most common track
data formats are consolidated in a separate formatters
sub module.

After extracting the raw track data to internal data
structures pooled in the geometry module, data
processing is done in the core module.

In order to enable manual inspection of our ap-
proaches and algorithms, we developed a visualization
module that enables visual evaluation, editing, and fur-
ther management of the digital map data stored in the
relational database.

For the proper management of a vast quantity of
incremental map updates, we have developed a metada-
ta-based versioning module.

All of the above modules rely on the central data-
base interface module which provides an object-orien-
ted abstraction layer above an exchangeable relational
database, allowing manageable parceling and adaptation
of the map data.

For details on our system architecture as well
as on our algorithmic solutions regarding the incremen-
tal map generation and graph matching technique, we
refer to (Vesely and Mayr, 2007; Vesely, M., Novak,
C., Reh, A., and Mayr, H., 2008).

4.3. Data Exchange Interfaces

In order to enable the exchange of attributes and other
metadata related to the tracks, we utilize the XML-
based GPX format (GPS Exchange Format, 2008) as the
main data exchange format. Thereby the users can ei-
ther upload their data directly from their navigation sys-



tem (if supported, like in our PDA-system), or upload
the raw output data via a web portal and specify the me-
tadata and attributes using an interactive web interface.

We base our incremental map data update strategy
on the specification of the EU-supported project “Act-
MAP”, which specifies the strategies and the exchange
format for online incremental updating of digital map
databases. The exchange format specification is based
on the ISO standard Geographic Data Files (GDF). For
further details on ActMAP, we refer to (Otto, H., Beuk,
L., Aleksic, M., Meier, J., Lowenau, J., Flament, M.,
Guarise, A., Bracht, A., Capra, L., Bruns, K., and Sabel,
H., 2004).

4.4, Data Management

The navigation map is based on a graph of vertices and
edges, where the vertices represent the junctions of
more than two edges. In order to provide a serviceable
map, further edge attribute data must be contained in the
map, e.g. the shape points which approximate the true
course of the edges, categorization data, direction of
trafficability, average time of travel on an edge, etc. The
data are stored in a relational database.

In order to enforce performance and minimize
memory load of algorithms working with huge amounts
of graph data, the earth surface is logically divided into
tiles, so-called parcels. They are of the same geographi-
cal size and their indexing is based on geo-coordinates.
The indexes of neighboring parcels can be identified by
simple calculations, thereby allowing for fast and sys-
tematic retrieval of relevant data.

For the appropriate management of all generated
map changes in the relational database, all elements in
the database are version-controlled in order to allow for
backward compatibility, version-switching and update
definition generation for a specific map revision at any
time.

Since our PDA-based navigation solution has to
provide the same data update functionality independent
from the server (“in-the-loop”), we utilize the server’s
data management concept in our mobile solution as
well.

5. USING OUR MODEL BASE FOR PREDIC-
TION OF PLAUSIBLE EXTENSIONS OF
AVAILABLE NAVIGATION MAPS

Since our graph matching algorithm (Vesely, M., No-
vak, C., Reh, A., and Mayr, H., 2008) relies on the sim-
ple map matching approach, its results reflect only the
pure geometrical match of the given GPS track to the
available map data. In order to improve the decision of
the graph matcher, we use a model-driven approach to
check the plausibility of the geometrical match.

A typical example for these induced plausibility
checks is a combination of a pedestrian-recorded track
misleadingly matched by the graph matcher to an edge
classified as highway. Based on the according mobility
model of the recorded track the graph matcher decides
whether a new edge should be generated, or the affected
section of the track is matched to the corresponding

edge in the available map. Fig. 2 shows that, using the
rule base, our algorithm correctly implies that no inter-
section between the pedestrian route and the highway
exists (black — no match, dark gray — match, light gray —
highway).

Figure 4: Pedestrian track crossing a highWay

Another example may be a new highway bridge
built over an existing road. Geometrically, such a bridge
may be misleadingly classified as a crossroads, since in
current map data of navigation systems altitude infor-
mation is not stored for navigation graph elements.
However, the correct inclusion of the bridge into the
existing map data may be deduced from the driving be-
havior of automobilists passing the bridge. If several
recorded tracks show that cars pass the “crossroads”
without reducing the speed, our rule base correctly im-
plies that no intersection between the two roads do exist
and the map data is correctly adapted.

Some routes restrict which type of road users are
allowed to access. If the user who recorded the track is
not allowed to use the mapped route, it is not plausible
that this route is the way the user walked or drove on. A
car route for example can never be matched to a pede-
strian way, a route recorded by a mountain biker never
to a freeway, etc.

The same applies to a driving restriction for certain
road users or at certain times. For example a truck may
be transporting fuel during recording a track. If this
track goes past a road leading through a water protec-
tion area, the graph matcher would match the route to
this road. According to our rule base there exists a cargo
restriction rule whereas the mapped road is not consi-
dered a plausible representation of the driven track.

These examples show that some rules are consi-
dered expedient only for certain mobility models.
Another example is the check if the gross vehicle
weight exceeds the permissible maximum weight of the
matched road segment. In this case the entity cannot be
driven there (legally). This rule, as well as the same rule
applied to height or width doesn’t make sense for pede-
strians or bicyclists.

For checking gathered geometric constellations are
compared to our defined models by our rule base which



concludes whether a match is plausible in order that the
map data can be adapted correctly. If a map or a record-
ed path contains new or additional information, our rule
base as well as our models can be easily extended.

6. ASTEP-BY-STEP APPROACH TO PLAUSI-
BILITY CHECKS

To check the plausibility of the geometrical match we
define a rule base that classifies whether a match de-
fined by the graph matcher is a plausible one, using
three models. Therefore the preprocessing models are
extended to combine information about the map data as
well as additional rule specific information:

o Terrain model for map data: Digital maps do not

only contain information about the position of
streets and their form but also additional characte-
ristics that can be used for our rule base. The Nav-
teq Core Map for instance includes 14 different
attribute  categories that comprise 204 map
attributes which are used for the map representation
as well as for route planning (Navteq, 2008).
Our terrain model for map data combines street in-
formation like intersections, street type or direction
as well as restrictions concerning users, velocity,
direction, turns , etc.

o Terrain model for route data: GPS receivers do not
only record the position but also information about
the date, quality, velocity, etc., which are combined
in a terrain model for route data to be used in our
rule base.

o Mobility model: Additionally to the parameters
needed for the preprocessing steps, we define the
height, width and gross weight of the entity as well
as cargo for checking restrictions and regulations.

According to our models we implement a rule base that
checks step-by-step whether a recorded track or parts of
it are represented in a plausible way by the results of the
graph matcher. The match is considered plausible if no
rule applies that rates the match as not plausible. If there
is more than one match rated plausible, the one with the
total best result in the graph matching and the plausibili-
ty check is considered the best match for the recorded
track.

The rules defined in our rule base are applied to the
terrain model and the motion model of the currently ob-
served track point as well as to the terrain model of the
point on the edge that is considered a geometrically
plausible match by the graph matcher. If the data is
comprised by different entities and therefore more than
one mobility model is used, some rules have to be
checked several times.

In the following, examples of our rules are de-
scribed, abbreviating the terrain model for map data as
TM, the terrain model for route data as 7R, the mobility
model as M, “plausible” as p and “not plausible” as u:

* ~EQ((TM), type(M)) — u

On some streets there are only certain groups of us-
ers allowed. If the type of the entity, defined in the
mobility model, is not declared as an admissible
type of the map edge (EQ), the map edge candidate
is not considered to represent the recorded route. If
there is no information in the terrain model of the
map about which users are allowed, the comparison
is made using the type of the map street. Therefore
the rule base needs the explicit knowledge that in
pedestrian zones only pedestrians are allowed, on
freeways only cars, etc. This information may dif-
fer from country to country, wherefore in certain
cases also the country is needed.

V(TR) + & > Vyu(TM) — u

If the driven velocity exceeds the velocity that is al-
lowed on the matched edge by more than the thre-
shold &, the match is not plausible.

vmax(B) < Vmin(TM —u

If the maximum possible velocity of the entity, de-
fined in the mobility model, is lower than the min-
imum allowed velocity on the matched map path,
then the edge candidate can neither possibly
represent the recorded path nor cross it.

e H(TR) + ¢ # H(TM) — u

If the sea level is defined in the map and exceeds
the sea level recorded at the current point by a pre-
defined threshold ¢ either there is no representation
of the recorded path in the map or another candi-
date, that was considered geometrically plausible
by the graph matcher, has to be checked for logical
plausibility.

one-way(TM) & (dir(TM) + dir(TR)) — u

If the matched street is a one way street and the di-
rection (dir) of the street does not match the direc-
tion of the recorded route, the match is not consi-
dered plausible.

restriction(TM, type(M), cargo(M), date(TR)) — u

If there is a driving restriction on the matched street
at the date and time when the path was recorded for
the type of mobility model and/or regulations con-
cerning the transport of certain goods, the street is
no candidate for representing or crossing the rec-
orded path.

e EQ(location(TM), DOP(TR)) — p



At some locations, like for instance in forests or
street canyons, the quality of positioning with GPS
is often low. The plausibility of a match increases if
the rule applies that the location of the matched
route fits the recorded DOP (EQ).

o —EQ(intersection(TM), v,o.(TM), type(M)) — u

If the recorded route intersects a street on the map,
our rule base checks whether an intersection is va-

lid (£0).

The more detailed the models are, the more rules can be
concluded to reason about the plausibility of the graph
matching result and therefore enhance the quality of the
deduction process. For further details on our rule base
we refer to (Franz, 2008).

7. BENEFITS FROM OUR APPROACH

Our model-based approach allows the integration of
various types of recorded data into one basic set and
enables the computation of the most probable map
graph representing real world paths and roads used by
the recording entities. This results in the following ma-
jor improvements:

e Better Maps: By individual additions of missing
map segments as well as broadcasting them via a
server (after verification), the continuous incremen-
tal update of navigation maps (“improving and ex-
tending the map with each usage”) based on data
integration from different sources (pedestrians, bi-
cyclists, automobilists, etc.) results in harmonized,
accurate, and up-to-date maps, particularly for
highly frequented areas.

o Better Guidance: Our approach enables the creation
of personalized maps adjusted to the personal pre-
ferences and needs of the user, e.g. training courses
for sport and leisure activities (e.g., scenic and
smooth routes, etc.), footpath-maps for pedestrians,
specialized maps suited to navigation of people
with disabilities like wheel-chair users, visually-
challenged or elderly people, etc.

Moreover, due to the modular architecture of our sys-
tem, it can be tailored to the target group’s needs, thus
enabling future navigation systems to utilize our mod-
ules selectively, according to requirements.
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ABSTRACT

An agent based, Biomimetic (biology inspired)
Middleware for resource constrained systems such as
Wireless Sensor Networks (WSNs) by emulating nature
is able to provide infrastructure oriented services that
are characterised by such autonomic and autopoietic
properties such as: (1) self-organisation, (2) self-
shaping, (3) self-monitoring and self-healing. The
paper aims at explaining how these fundamental
properties if imprinted on executing agents can help in
construction of reliable, cooperative and sustainable
information ecosystems such as  biomimetic
middleware. This can occur through application of
genetic evolution and immuno-computing paradigms
(i.e. selection inhibition, random enabling/inhibiting,
preferential attachment, birth, growth and death) .

Keywords: middleware design, autopoietics,
biomimetics, resource constrained system

1. INTRODUCTION

Recent developments in software engineering and
well sensor networks technology, biological science as
advances in the complex systems theory have brought a
new perspective on the different aspects of modeling
(Bruzzone and Longo 2005), (Effroni et al. 2005),
simulation and design of resource constrained systems.
Surprisingly, in a relatively short time very strong links
have been established between these disciplines
resulting in proliferation of various biology inspired
(biomimetic) computing models, methodologies and
techniques (Keele and Wray 2005), (Kennedy 20006),
(Krishnamurthy et al. 2006a), (Krishnamurthy and
Murthy 2006b).

Although fundamentals of biomimetics have been
adopted in many areas of engineering, the theoretical
principles, concept, and characteristics of this new
research domain have not yet been well established or
clearly defined. Application of biomimetics in design
of software systems is not an exception here (Ishida
1997), (Bonabeau et al. 1999), (Dressler and Kriiger,
2004). This is can be mainly attributed to
interdisciplinary nature of the field. The main thrust of
our research into models of Blomimetic Middleware
(BIM) systems is to explore how interdisciplinary
insights could integrate systems theory, biology and
software engineering in order to achieve a beneficial

impact on methodology, architecture and engineering of
newer generation of infrastructure oriented and
sustainable software for Wireless Sensor Networks
(Gustavsson and Fredriksson2003), (Hull 2004).

A traditional approach for modeling and designing
software intensive systems puts a strong focus on
defining required resources for construction, testing and
then operation of the implemented system. Far away
from proper engineering practices the traditional
approaches are additionally limited by economics,
incompleteness of specifications, imprecise system
performance information, over-provisioning as well as
other factors. In the proposed biomimetic approach,
beyond of the analytical concerns for architecture and
design of software infrastructure we provide a
consideration to the autonomic and autopoietic
properties that may be used to improve the resource
management of network systems. Biomimetic
approaches provide an interesting modelling framework
within which we could study the various interactions
among the components of a software system, and how
these interactions can influence the function and
behaviour of the system under consideration.
Architectural models and methods of resource and
congestion management for dynamic wireless sensor
networks (Wan et al. 2003), (Hull et al. 2004), (Wang et
al. 2005) are required to synergise subordination,
tolerance and conflict (collision) relations among its
components (Chaczko, Klempous, Nikodem and
Nikodem, 2007). In particular, in our research we study
how the biomimetic can improve the architectural
qualities of software infrastructure.

In this paper we aim to demonstrate that the
structure of WSNs that adheres biomimetic principles can
improve aspects of system cooperativity and robustness.
In our opinion, the quality of system robustness can be
viewed as the system's ability to recognise the problem
(self-monitoring) and to know what to do in order to
repair the system itself (self-repair). The prime objective
is to demonstrate that we could enhance modeling and
designing of the software systems (and middleware in
particular) using the biomimetic rules and autopoietic
(wher autopoietic = auto — avto in Greek and for self-
and poiesis — moinoig in Greek for creation or
production) principles. Before we could claim a major
methodological breakthrough we have to demonstrate



that by applying the biomimetic approach we can obtain
distribution and provisioning of resources (in constrained
environment) as good (or better) as bio-systems are able
to manage. However, it still remains a question if we
actually can verify their optimality. Within our work we
strive at proving that we are actually able to do it and
derive some primitive measure of its optimality. It will be
our future work to verify wider aspects of the
proposition.

2. AUTOPOIETICS AND AUTONOMICS

In the autopoietic theory originally proposed by the H.
Maturana and F. Varela in 1980 - a living system
(biological organism) can be defined as a circular,
autocatalytic-like and survival oriented process
(Maturana and Varela 1980), (Maturana and Varela,
1987), (Livingston 2006). The theory emphasises
aspects of closure of living systems (bio-organisms)
thus can be perceived as an adequate alternative for the
excessive attention paid to aspects of openness in theory
of open systems. The self-* phenomena (where self-*
denotes various autonomic attributes such as: self-
organisation, self-healing, self-adaptation, self-
monitoring, etc.) can be perceived as autopoietic
phenomena. Software systems equipped with autonomic
properties are capable of performing and managing
majority of their operations completely by themselves
or only with minimal level of human intervention.
Autonomic network systems including autonomic
wireless networks by adopting the concepts of
autonomics are capable of self-managing all its
elements and data communication links. In autonomic
scenarios, wireless communication is complex and
requires form designers to consider a number of
problems related to sensor localisation, clustering,
routing, energy management as well as various
constraint conditions related to transmission collisions,
multipath interference, obstructions that adversely
impact the data throughput of high bandwidth
communications robustness, reliability and scalability
(Loureiro and Ruiz 2007). In order to face the
challenges related to implementation of autonomic
functions in WSN we propose a model of biomimetic
software infrastructure (middleware) system that is
characterised by the following fundamental properties:

2.1. Self-organisation

The phenomenon of self organisation is pervasive in
natural systems (Eigen and Schuster 1982), (Kauffman
1993), (Eigen and Winkler 1993), (Kauffman 1995),
(Bak 1996). It can be defined as a tendency of systems
to evolve into a more organised form in the absence of
external influence (or pressure) as a response to the
system’s environment; It can be also perceived as a
collective, cooperative and coordinated process in
which system’s components reach a higher level of
organisation while interacting among each other and
with the environment. BIM software systems
incorporating a colony (ecology) of numerous of
components (agents) communicating, interacting

(cooperating and competing) among each other and
with the environment. Collectively and cooperatively
these components can perform various tasks as a team,
coordinating their activities to obtain an optimal
efficiency. The sum of dynamic behaviour arising due
to cooperative (competitive in resource constrained
situations) interactions between different parts of the
BIM could result in a coherent behaviour of the system
as a whole. The system sensitivity relies on capability
of middleware services to execute major changes (large
amount of elements can be affected) even if the value of
an observed (control) parameter is modified by a small
volume only. These changes bare resemblance to the
phenomenon of a phase shift in the domain of
physics, where a local event can result in a global
transition (a spontaneous “jump” to state(s) of much
greater organisational complexity (Prigogine et al.
1993) in which new properties may dramatically re-
emerge. Attributes of the BIM can’t be anticipated in
advance from the properties of the individual agent
interactions.  Following the phenomenon of
emergence, various observed degrees of freedom
originating from a network’s parts collapse into a
reduced amount of newer components, now with a
smaller number of adjustable parameters that are
relevant at a global level. Since by principle, the self-
organisation properties cannot be predetermined the
wireless sensor network system facilitated by
middleware evolves to a new configuration or to a
qualitatively different level that is compliant with the
global system and environmental constraints. The
robustness of the self-organising system can be then
measured by a rate at which the system in its newer
configuration is able to detect and handle its faults.

2.2. Self-shaping

We can define self-shaping it as allometric as scale-
invariant, power-law scaling (Mitzenmacher 2003),
(Newman 2005), (Clauset 2007), (Grant 2007) property
of a system that addresses combined aspects of self-
adaptation and self-optimisation. It may be understood
as capability of the system to alter or adjust its
structure, size and constraints (rates) of metabolic
processes according to its varying internal and external
surrounding conditions (Bunk 1998), (West & Brown
2005), (West et al. 2007). Shape alterations follow the
optimal choice principles by adjusting various
parameters in correspondence to the system behaviour
(self-optimisation); In resource constrained networks
there is a requirement for software infrastructure to be
able to self-modify the network shape, adapt to variable
levels of available resources and changes in the
environment. To promote the system emergent
properties such as robustness, survivability or
resilience of the BIM, this needs to occur preserving
aspects of scale-invariant relations (Dorogovtsev and
Mendes 2003) and ego-morphic rules (Chaczko and
Resconi 2007). In their work Dorogovtsev and Mendes
(2003) argue that this property is fundamental as it



ensures presence of all other autopoietic properties (i.e.
self-organisation) in the network system.

2.3. Self-adaptation

The self-adaptation property can be seen as a capability
of a system to modify/alter or adjust its internal
structure or/and behaviour according to varying
conditions in its surrounding.

2.4. Self-healing

The self-healing is to be perceived as a capability that
allows to automatically detect, localise, diagnose and
heal (repair) failures (faults and errors); The process of
self-healing is adaptive, fault-tolerant and inter-
dependent with the mechanism of self-monitoring.

2.5. Robustness

Robustness is also known as the fault tolerance can be
seen as a capability of the system to resist or tolerate
noise, disturbances, faults, stress, modification in
system architecture (structure and behaviour) or
changes in external ecosystem without causing negative
effects on system’s functions and without having long
lasting effects on its structural composition and
dynamics;

2.6. Cooperativeness

Characteristics of cooperativeness is to perceived as a
system’s capability to stimulate collective and
cooperative interactions among its components.
Components can perform various tasks in teams,
coordinating their activities to obtain an optimal
efficiency. In reality, there are various degrees of
cooperation/competitive  (in resource constrained
situations) behaviour at place. The sum of dynamic
behaviour arising from cooperative interactions
between different parts of the system could decide
about coherent behaviour and robustness of the whole
system. Thus robustness of a system can be measured as
a rate at which its components (resources) are repaired
or replaced against the rate (Rs=dCr/dCy) they
disappear.

2.7. Resilience
The property of resilience can seen as capability to
absorb and even utilise (frequently with advantageous
results) noise, disturbances and changes that attain
them, in order to sustain and persist without any
qualitative changes in the architecture of the system.
BIM for resource constrained systems need to be
flexible to change and resistant to damage or faults; the
systems should be able to self-modify their past
behaviour and adapt to newly allocated tasks, changes
in levels of available resources or changes in
environment. BIMs based WSN are robust as they are
able to tolerate failures, non-cooperative behaviour or
conflict (collision) relation among its components. We
should be able to include software functions that apply
genetic mutation and reproduction to seed autonomic
and autopoietic properties in WSN.

3. ALLOMETRY AND SOFTWARE DESIGN

In order for BIM software system infrastructure to
support management of the WSN according to varying
levels of available resources, tasks and changes in the
environment we need to model, design and then
implement the self-shaping (i.e. self modification of
the network topology) function requirement. It is
suggested that this new type of the system property can
be ensured if we follow allometric laws that are often
pertinent to living systems (McMahon and Bonner
1983), (Calder 1984), (Niklas 1994), (Darveau 2002),
Gillooly and Allen 2007). Typical examples of common
allometric laws are:

e Murray’s law can be observed in sections of
human and animal vascular systems (LaBarbera
1990). To a degree it is also satisfied in plants.
Durand (2006) argues that application of Murray’s
law could be very useful in performance analysis
and optimisation of networked systems such as
transportation infrastructure or  electric power
grids. In recent times, the principles of optimisation
analysis and resource management of WSNs has
also been a topic of an intense debate (Das et al.
2004, Hull et al. 2004.). In our work we aim to
demonstrate that, we can better characterise the
structure of sensor networks that can with some
limitations satisfy  the global optimisation of
communication networks by applying the Murray’s
law principle. We take into account the Euclidean
geometry agreeing that the optimisation has to be
achieved within constraints of the classic geometry.
Originally Murray’s law referred to the radii (Ri) of
mammalian blood vessels, since then  many
researchers have indicated that the exponent 4 is ~3
in the following equation:
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A more general form of Murray’s law is
demonstrated in Fig. 1.
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Figure 1: The Relation Between Cross-Sectional
Areas of Adjoining Channels in Minimal
Resistance Networks (Durand 2006).

e Kleiber's law (Kleiber 1932), although somewhat
controversial the law postulates the proportionality
between organismic metabolic rate g, and body
mass M raised to the power 3/4 defined as follows:

go~M*, )



He and Chen (2003) estimated that the power
exponent is to be set respectively 1/2, 2/3, 3/4 for
1- dimensional, 2-dimensional and 3-dimensional
organisms thus reconciling the 3/4 (Kleiber's law)
and the 2/3 (Rubner law) values for power
exponent in the lawand generalising the law which
can then be defined as:

qo NMd/d+1’ (3)

where d is the dimensionality, go the metabolic rate
and M is the mass of the organism (He & Chen,
2003). Drawing from the fractal cell geometry
concepts He and Zhang (2004) brought about a
controversial idea that the fractal dimension
analysis of the exponents leads to a 4/5 allometric
scaling law for the human brain thus concluding a
5th dimension of life. Application of Kleiber's law
finds many followers and opponents (Bejan, 2002),
(Kozlowski et al. 2003), (Kozlowski and
Konarzewski, 2004), (Makarieva at al. 2005),
(Chaui-Berlinck, 2006), (West and Brown 2005),
(Brown, West and Enquist 2005), (Phillips 2006),
(West et al. 2007), (Enquist et al. 2007) of the
metabolic theory of ecology which predicts that
there is a strong relationship between metabolic
rates and body size, mass and even temperature in
all biological organisms; beginning from
unicellular bacteria and finishing on plants and
animals. This occurs over 27 orders of magnitude,
based on the laws of geometry and physics of
networks.

The Square-Cube law is commonly applied in
engineering design. Drawn from the mathematics
of proportion is a principle that states that resources
consumed can be measured in 3 or more different
dimensions (and regarded as a volume). First
demonstrated in 1638 by Galileo's Two New
Sciences. 1t states that: “When an object undergoes
a proportional increase in size, its new volume is
proportional to the cube of the multiplier and its
new surface area is proportional to the square of
the multiplie ”. This can be expressed as:

V2=V; (12/11) 3, 4)

where v; is the original volume, v, is the new
volume, ¢ is the original length and > is the new
length. It is worth to note that it doesn't matter
which length is actually used.

A=A, (12/11) 3 %)

where A, is the original surface area and A4, is the
new surface area. For example, if a cube solid with
a side length of 1m were doubled its size, its
volume would be 8 m* and its surface area would
be 24 m2. This principle applies to geometry of all
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solids. The law would be relatively easily
enforced if applied in 3D topology of networks or
translated into other WSN network measures.

e The proportionality between breathing and heart

beating times ¢ and body mass M raised to the
power 1/4:
f~MM™, (©6)

e  Mass transfer contact area 4 and body mass M-
A~M"8, (7

e The proportionality between the optimal cruising
speed V,,, of flying bodies (insects, birds, airplanes)
and body mass M in kg raised to the power 1 / 6:

Vopt ~30.M"°m.s™, (®)

4. CONSTRUCTAL THEORY AND LIMITS OF

SELF-SHAPING

We are aware that biomimetic approach has serious
limitations.  Stringently applied biological and
allometric rules may also pose threats to the design and
construction of software infrastructure systems. It is a
fact that millions of years of biology have proven to be
very successful. However, there are good reasons to
believe that abrogating these laws for artificially
(human) created systems would likewise cause sadden
system instabilites and even a  complete
(unrecoverable) failure (death). After all as a rule
biological systems die.

In constructal theory defined in 1996 (Bejan 2000,
2002, 2006), (Reis et al. 2004) its author Adrian Bejan
postulated that: "For a finite-size system to persist in
time (to live), it must evolve in such a way that it
provides easier access to the imposed currents that flow
through it ...". In its essence, the constructal principle
states that every system is destined to remain imperfect,
however the constructal principle generates the perfect
form, here understood as the least imperfect all forms
possible. According to the theory, the best that we could
do when designing and implementing software based
systems is to optimally distribute the imperfections
among components of the system. Presumably such
optimal distribution of imperfection among components
of the system will determine the final shape or topology
of the distributed system under study. The limits of self-
shaping can arise from agent/node traffic trajectories
and a structures of strange attractors that may indicate
that changes triggered by a given value of a parameter
might contribute to an undesired phase shift (transition)
and thus consequently impact the system’s stability (the
system can  become chaotic). There are several
techniques discussed by Frazier and Kockelman (2004)
as well as Ramasubramanian and Sriramm (2002) that
can be used to predict which self-shaping transitions may



result in the system to become chaotic. In our simulation
environment we aim to detect such undesired self-
shaping scenarios. The most commonly known is the
largest Lyapunov exponent technique that can help to
predict a chaotic behaviour in the system. The value of
the largest Lyapunov exponent is a measure of the rate
of nearby trajectories convergence/divergence in each
dimension. As the system reshapes (evolves), the sum
of a series of attractor values will diverge or converge.
If the largest Lyapunov exponent exceeds zero then the
system is to become chaotic. To find the largest
Lyapunov exponent (Frazier and Kockelman 2004), we
can apply the following function:

| 1 33 (|t A — o'+ A5
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Theoretically, with At increases, the exponent value
converges to its true value. In reality, this may not be
always the case as the noise and finite number of data
sets determine the range of exponent values. The second
technique that may be used to test for chaotic tendencies
in the system is the Fractal Dimension Indicator
method. For chaotic systems the indicator value will be
simply a non-integer. In his work Abarbanel (1996)
indicated that there are many kinds of fractal
dimensions, but the most practical one is the correlation
dimension. Another technique (Frazier, Kockelman,
2004) to test for the presence of chaos uses the Fourier
power spectrum function. For periodic data, the system
characteristic frequencies of the power spectrum will
spike while for the rest of frequencies it will be close to
zero. For chaotic data, the spectrum will be broadband
and have a broad peak.

5. EXPERIMENTATION

In our simulation experiments we attempt to test
the concepts of Bejan constructal theory and verify if
the underlying principles can be effectively applied in
construction of BIM for a constrained resource system
such as WSN. As a guide the Table 1 list analogies
between constructal theory and software engineering
(architectural design).  Following the constructal
approach for distributing the “imperfection” in the
system, it suggested to seed the more resistive regime
(policies) at the smallest scale of the network
At this stage various experimentation has been
conducted using the originally developed Matlab based
3D WSN simulator designed for the purpose to test
mechanisms of self-organisation and allometric self-
shaping. The simulator was designed to handle various
stressful conditions in WSN networks. Initial tests of
allometric self-organisation in WSNs that follows the
Murray’s law when forming the 3-dimensional lattice
demonstrate favourable patterns of energy usage (see
Figure 2, Figure 3, Figure 4 and Figure 5).

Tablel: Software Engineering vs Constructal Theory

Software Engineering

Constructal Concept

Architectural view, | Flow architecture

composition (geometry, structure)

Evolving component, Change of structure

process

System Requirements Global ° bjective/
constraints

Load balanced architecture Equ1.11br1um flow
architecture

Ob; ect or  component Fundamental relation

relation

Evolving Non-equilibrium

architectures/components | architectures

Removal of design | Increased freedom to

constraints morph

Maximisation of data flow
in ports
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The relations between sensor nodes cross-sectional
areas of adjoining links emulate minimal resistance
networks according to the generalised Murray’s law.
On other hand, simulation results of k-Means clustering
of WSNs with randomly seeded nodes indicate
excessive loss of field energy (Figure 4) and after
routing a higher drop-out rate of cluster heads (CH);
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Figure 2: 3D WSN Simulator Testing the Energy Left in
The Field After the Process of Clustering (by k-
Neighbourhood) in the WSN Organised as a Lattice
Structure of 220 Nodes
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Figure 3: Top View of the Lattice Topology. The Result
of Simulation that Tested the Usage of Energy in the
WSN when Using the Path-cost Routing Algorithm.
White Circles Depict (Energy) Healthy Cluster Heads.
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Figure 5 Top View of the Randomly Seeded WSN
After Routing. Only 20 CH Left from the Original 35
Clusters.

6. CONCLUSION

In this paper we have presented the important
properties of a Bio-Inspired Middleware model for a
resource constrained (WSN) system. Thorough
analysis and simulation of such models is required to
assess suitability of the approach and a better
understanding how the suggested autopoietic properties,
principles and rules could help in design and construction
of new generation of robust and collaborative Multi-Agent
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Systems (MAS) (Gorton 2007). The main point is to seed
and promote the autonomic and evolving computational
properties (abilities) of a WSN system at the local-level
and preserve emergence of robustness at the global-level
when the system undergoes a major transitional phase(s)
change. In order to quantitatively improve BIM model
and understand the implications, we are required to
study the spatial structure of attractors and the spatio-
temporal mappings, cooperative relations, binding
energies, agent trajectories and structures of attractors
in context of applied biomimetic rules and principles.
The spatio-temporal mappings can provide a useful tool
to monitor and possibly adjust stochastic properties,
relations, connectivity and cooperative relations as well
as the interacting agents behaviour in WSN. Simulation
of binding energies, agent/data traffic trajectories and
structures of attractors can provide information about
required parameter values that trigger a change and final
impact of phase shifts (transitions) caused by these
parameters. Presented simulations can help in establishing
whether agent/node movements or traffic trajectory is
directed by a positive value of Lyapunov exponent that
befalls onto a selected attractor. The technique discussed
by Frazier and Kockelman (2004) as well as
Ramasubramanian and Sriramm (2002) can help to
predict if the system has tendency to become unstable
(chaotic behaviour). Similarly to biological systems - the
software intensive, real-time network systems such as
resource constrained WSN are dynamic in spatio-
temporal terms. Various characteristic parameters in these
systems are changing with time, thus full understanding
of both qualitative and quantitative properties of a BIM
using limited capabilities for varying time and topology
parameters in simulations is proven to be difficult and
unrealistic. These issues need to be realised before
dealing with implementations of real systems.

Our study of complex adaptive systems is in its in
intermediate phase, so far we can confirm that
biomimetic functions based on genetic, immuno-
computing and swarm algorithms incorporated in
middleware or network management services have
important roles to play in the architectural design and
optimisation of software-based, resource constrained
systems such as WSN systems (Das, Banerjee, Roy
2004). Furthermore, it is expected that our work on
MAS-based, biology-inspired frameworks and
application solutions would ultimately lead us to
design and development of more reliable and flexible
systems.
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ABSTRACT

There is a need for effective, reliable and economic
diagnostic technique to detect heart problems at an early
stage. This paper presents an innovative approach to the
ECG diagnostic modeling that considers a
representation of the Inverse problem in multi-
dimensional space. Assumptions are made regarding the
shape and values for the electrical sources inside the
human heart in order to estimate the body surface
electrical potentials. An analytical set of expressions
used in the proposed diagnostic model combined with
the effect of associated source parameters is discussed,
analysed and verified. The paper introduces an
innovative Inverse problem method for determining the
inner heart electrical activity parameters. Results can be
then visualized given availability of a stream of body
surface potential data. WSN technology is to be applied
for collecting and processing diagnostic data.

Keywords: ECG diagnostic model, cardioscope,
simulation model

1. INTRODUCTION
The ECG is considered to be one of the oldest
(Einthoven 1908), and most reliable techniques for
detection of heart abnormalities. Inevitably, it is one of
very few techniques that can also be used for
construction of predictive diagnostic models of the
electrical activity of the heart. The reliability of ECG
method depends on two important factors:

1. Quality and accuracy of statistical data that allows
accumulation and correction of ECG shapes with
types of diseases causing it. The ECG involves
recording electrical signals measured from human
body and reflecting electrical activities of the heart.
Also, the method can be used to calculate
characteristic parameters of the heart from captured
electrical signals at the human body.

2. Cardiologists’ experience and diagnostic skills in
analysing heart problems using ECG technique.
The training of cardiologist takes time. There are
recorded cases (and undoubtedly, there will be such
cases in the future) which impose critical situations,
where a doctor’s indecision is intolerable as only a
decision taken fast can save patient’s life.

For the reasons stated above, the research studies of
the heart functions should extensively stress the need
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for modeling, analysis and diagnosis of the heart
problems taking not only predominantly medical but
also an engineering point of view. Two complementary
techniques that use mathematical apparatus in
construction of electric models contribute to
formulation of ECG solution. The first technique allows
building an abstract model representing the system and
then examines the effect of the assumed parameters.
This technique of computing ECG is also known as the
forward problem. The second technique, which is based
on the forward problem, is termed the inverse problem.
It stars from available body surface potential data and
ends up with recognizable electrical activities that can
help in diagnosing heart problems. In the literature, both
techniques are equally well covered. In our study, the
emphasis is on the inverse problem. Since both
problems are complementary, it is necessary to include
some analysis of the forward problem. The introductory
part will provide a brief description of the electric
activity of the heart including the internal sequences of
excitation and an overview of the system used to
measure the ECG. The analytical stage is divided into
three sections: (1) a calculation model for measuring
body surface potentials, (2) collection of readings from
the chest leads connectors (as originally postulated by
Einthoven) and (3) the image reconstruction of the heart
dipole vector that can be used to study the nature of
ECG waves for diagnostic purposes.

This paper presents an innovative and simplified
approach to the ECG diagnostic modeling that considers
the representation of the Inverse problem in multi-
dimensional space (in this study 2D only). Firstly, an
analytical set of expressions for the proposed simplified
model is elaborated on, and then the effect of source
parameters is verified and analysed. Finally, a new
approach to solve the inverse problem itself is
presented. The process of Fourier series analysis helps
to extract information about the source parameters
embedded in the surface potential data. These
parameters help to determine the electrical source width
angle in a real time.

The main aim is to provide an improved model for
the human body for ECG purpose. The model is used to
estimate the body surface electrical potential. Assuming
a certain shape and value for the electrical source inside
the human heart we calculate the body surface potential.
The research also aims to introduce a method for



determining the inner heart electrical activity
parameters and displaying them given a stream of body
surface potential data. Current development involves
design and deployment of WSN technology for
collecting and processing potential data.

2. GENERAL ASPECT

(ELECTROCARDIOGRAPHY)
Active tissue during activity produces electric currents
in the body. So, the heart acts as an electric generator
when it beats. The electrical state of the heart varies
during the cardiac cycle. This variation takes the form
of a wave of electronegative on the outer surface of
myocardial member (i.e. depolarisation). These
electrical changes are similar to those in skeletal
muscles and can be recorded by a sensitive
galvanometer. ECG is a record of the electrical changes
in the heart during any cardiac cycle. In animals
recording is done by putting electrodes directly on the
heart surface. In human, blood and tissue fluids are
relatively good conductor of electric current. So, human
ECG is recorded by putting two electrodes on the skin.
The particular arrangement of the two electrodes is
called a lead.

OF ECG

2.1. Body Surface Potential And The Lead Theory
The conventional electrocardiogram is a time base
record of the potential differences developed in one or
more leads (a lead is a combination of at least two
electrodes). It started by recording the potential
differences between the left arm, right and the left leg
which was described by Einthoven early in the
nineteenth century. These were originally called the
limb leads I, II and III. Each of them refers to the
potential difference between one of the three points and
the electric mid-point of the other two points. Six
additional pericardial chest leads were introduced by
(Wolf Worth and Wood 1932), to provide more
information about the electric activity of the heart.
These are the potential difference between central
terminals of Wilson (the average of the three points on
the chest). These set of leads records the myocardial
activity in the horizontal plane. It is important to note
that an individual chest lead does not represent the
electrical potential of a localised area of the underlying
myocardium. But it represents all the electric events all
over the heart as viewed from that particular lead site.
However, owing to the proximity of the pericardial lead
to the surface of the heart, potentials generated in the
underlying portion of the heart muscle will dominate
other relatively more remote portions.

2.2. Chest Leads

Six electrodes are placed at six different positions
around the chest. These six leads are monitored from six
progressively different positions and they are numbered
V1 to V6 in successive steps. If leads V1 to V6 are
assumed to be the spokes of wheels. The centre of the
wheel is the (A-V) node. These six leads are cutting the

16

plane of the body into top and bottom halves in
horizontal plane. In these leads we show the complex
QRS is mainly positive or negative.

Sinoatrial Node
(SAN)

Left Bundle
Branch (LBB)
Left Posterior
Fascicle (LPS)

Right Atrium

Atrioventricular Node
(AVN)

Right Bundle

Branch (RBB) Left Ventricle

Left Anterior
- ’ Fascicle (LAF)
Right Ventricle [

Purkinje Fibers
(PF)

Figure 1: Cardiac conduction system.

3. RECONSTRUCTION OF THE HEART

DIPOLE VECTOR
Until now, Einthoven's triangle has been widely
accepted for clinical applications as a basic relationship
between the bipolar electrocardiogram leads and the
heart vector. It means that bipolar leads are simple
projections of the cardiac vector. Although this concept
is practically widely accepted, it includes the following
assumptions:

1) The electric activity of the heart is represented at
any instant by a single dipole.

2) The human body is regarded as an imaginary
sphere within infinite conductor, with the cardiac dipole
located at its centre and the electrodes located at
equilateral triangle on the imaginary sphere.

3) The electric conductivity of the body is