
Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2019 
ISBN 978-88-85741-37-9; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.        

I

TTHHEE  77TTHH  IINNTTEERRNNAATTIIOONNAALL  WWOORRKKSSHHOOPP  OONN

SSIIMMUULLAATTIIOONN  FFOORR  EENNEERRGGYY,,  SSUUSSTTAAIINNAABBLLEE

DDEEVVEELLOOPPMMEENNTT  &&  EENNVVIIRROONNMMEENNTT  

SEPTEMBER 18 – 20, 2019 
LISBON, PORTUGAL 

EDITED BY 
AGOSTINO BRUZZONE 

JANOS SEBESTYEN JANOSY 
LETIZIA NICOLETTI 

GREGORY ZACHAREWICZ 

PRINTED IN RENDE (CS), ITALY, SEPTEMBER 2019 

ISBN 978-88-85741-38-6 (Paperback) 
ISBN 978-88-85741-37-9 (PDF) 



 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2019 
ISBN 978-88-85741-37-9; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                                                        

II

 
 
 
 
 
 
 
 
 

 2019 DIME UNIVERSITÀ DI GENOVA, DIMEG UNIVERSITY OF CALABRIA 

 
RESPONSIBILITY FOR THE ACCURACY OF ALL STATEMENTS IN EACH PAPER RESTS SOLELY WITH THE AUTHOR(S). STATEMENTS 

ARE NOT NECESSARILY REPRESENTATIVE OF NOR ENDORSED BY THE DIME, UNIVERSITY OF GENOA OR DIMEG UNIVERSITY 

OF CALABRIA. PERMISSION IS GRANTED TO PHOTOCOPY PORTIONS OF THE PUBLICATION FOR PERSONAL USE AND FOR THE 

USE OF STUDENTS PROVIDING CREDIT IS GIVEN TO THE CONFERENCES AND PUBLICATION. PERMISSION DOES NOT EXTEND TO 

OTHER TYPES OF REPRODUCTION NOR TO COPYING FOR INCORPORATION INTO COMMERCIAL ADVERTISING NOR FOR ANY 

OTHER PROFIT – MAKING PURPOSE. OTHER PUBLICATIONS ARE ENCOURAGED TO INCLUDE 300 TO 500 WORD ABSTRACTS OR 

EXCERPTS FROM ANY PAPER CONTAINED IN THIS BOOK, PROVIDED CREDITS ARE GIVEN TO THE AUTHOR(S) AND THE 

CONFERENCE. 
  
  
FOR PERMISSION TO PUBLISH A COMPLETE PAPER WRITE TO: DIME UNIVERSITY OF GENOA, PROF. AGOSTINO G. 
BRUZZONE, VIA OPERA PIA 15, 16145 GENOVA, ITALY OR TO DIMEG UNIVERSITY OF CALABRIA, PROF. FRANCESCO 

LONGO, VIA P.BUCCI 45C, 87036 RENDE, ITALY. ADDITIONAL COPIES OF THE PROCEEDINGS OF THE EMSS ARE AVAILABLE 

FROM DIME UNIVERSITY OF GENOA, PROF. AGOSTINO G. BRUZZONE, VIA OPERA PIA 15, 16145 GENOVA, ITALY OR 

FROM DIMEG UNIVERSITY OF CALABRIA, PROF. FRANCESCO LONGO, VIA P.BUCCI 45C, 87036 RENDE, ITALY. 
 

 
ISBN 978-88-85741-38-6 (Paperback) 
ISBN 978-88-85741-37-9 (PDF) 
 
 
 
 
 

 
 
 
 
 
 
 
 
 



 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2019 
ISBN 978-88-85741-37-9; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                                                        

III

THE 7TH INTERNATIONAL WORKSHOP ON SIMULATION FOR 
ENERGY, SUSTAINABLE DEVELOPMENT & ENVIROMENT,  

SESDE 2019 
SEPTEMBER 18-20, 2019 

LISBON, PORTUGAL 
ORGANIZED BY 

 
DIME – UNIVERSITY OF GENOA 

 
LIOPHANT SIMULATION 

 
SIMULATION TEAM 

 
IMCS – INTERNATIONAL MEDITERRANEAN & LATIN AMERICAN COUNCIL OF 

SIMULATION 

 
DIMEG, UNIVERSITY OF CALABRIA 

 

MSC-LES, MODELING & SIMULATION CENTER, LABORATORY OF ENTERPRISE 

SOLUTIONS 

 
HUNGARIAN ACADEMY OF SCIENCES CENTRE FOR ENERGY RESEARCH 

 
AUTONOMOUS UNIVERSITY OF BARCELONA 

 
MODELING AND SIMULATION CENTER OF EXCELLENCE (MSCOE) 

 
LATVIAN SIMULATION CENTER – RIGA TECHNICAL UNIVERSITY 

 
LOGISIM 

 
LSIS – LABORATOIRE DES SCIENCES DE L’INFORMATION ET DES SYSTEMES 

 
MIMOS – MOVIMENTO ITALIANO MODELLAZIONE E SIMULAZIONE 

 
MITIM PERUGIA CENTER – UNIVERSITY OF PERUGIA 

 
BRASILIAN SIMULATION CENTER, LAMCE-COPPE-UFRJ 



 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2019 
ISBN 978-88-85741-37-9; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                                                        

IV

 

MITIM - MCLEOD INSTITUTE OF TECHNOLOGY AND INTEROPERABLE MODELING AND 

SIMULATION – GENOA CENTER 

 
M&SNET - MCLEOD MODELING AND SIMULATION NETWORK 

 
LATVIAN SIMULATION SOCIETY 

 
ECOLE SUPERIEURE D'INGENIERIE EN SCIENCES APPLIQUEES 

 

 
FACULTAD DE CIENCIAS EXACTAS. INGEGNERIA Y AGRIMENSURA 

 UNIVERSITY OF LA LAGUNA 

 
CIFASIS: CONICET-UNR-UPCAM 

 
INSTICC - INSTITUTE FOR SYSTEMS AND TECHNOLOGIES OF INFORMATION, CONTROL 

AND COMMUNICATION 

 
NATIONAL RUSSIAN SIMULATION SOCIETY 

 
CEA - IFAC 

 
UNIVERSITY OF BORDEAUX 

 
UNIVERSITY OF CYPRUS 

 
DUTCH BENELUX SIMULATION SOCIETY 

 
UNIVERSITY OF MINHO 

I3M 2019 INDUSTRIAL SPONSORS 

 
CAL-TEK SRL 

 
LIOTECH LTD 

 
MAST SRL 

 
SIM-4-FUTURE 

 



 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2019 
ISBN 978-88-85741-37-9; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                                                        

V

I3M 2019 MEDIA PARTNERS 

 
 

 
 

INDERSCIENCE PUBLISHERS – INTERNATIONAL JOURNAL OF SIMULATION AND 

PROCESS MODELING 

 

INDERSCIENCE PUBLISHERS – INTERNATIONAL JOURNAL OF SERVICE AND 

COMPUTING ORIENTED MANUFACTURING 

  

 

 

IGI GLOBAL – INTERNATIONAL JOURNAL OF PRIVACY AND HEALTH 

INFORMATION MANAGEMENT (IJPHIM) 

  

 

 
HALLDALE MEDIA GROUP: THE MILITARY SIMULATION AND TRAINING MAGAZINE 

 
HALLDALE MEDIA GROUP: THE JOURNAL FOR HEALTHCARE EDUCATION, 
SIMULATION AND TRAINING 

 
 

 

SAGE 
SIMULATION TRANSACTION OF SCS 

  

 
 

 

DE GRUYTER 
INTERNATIONAL JOURNAL OF FOOD ENGINEERING 

  

 
MDPI - SUSTAINABILITY 

 
EUROMERCI: THE ITALIAN MONTHLY LOGISTICS JOURNAL 

  

 



 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2019 
ISBN 978-88-85741-37-9; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                                                        

VI

EDITORS 
 
 
AGOSTINO BRUZZONE 
MITIM-DIME, UNIVERSITY OF GENOA, ITALY 
agostino@itim.unige.it 
 
JANOS SEBESTYEN JANOSY 
MTA EK CENTRE FOR ENERGY RESEARCH HUNGARIAN ACADEMY OF SCIENCES, HUNGARY 
Janos.S.Janosy@energia.mta.hu 
 
LETIZIA NICOLETTI 
CAL-TEK SRL 
l.nicoletti@cal-tek.eu 
 
GREGORY ZACHAREWICZ 
IMS UNIVERSITÉ BORDEAUX 1, FRANCE 
Gregory.zacharewicz@ims-bordeaux.fr 
 
 
 



 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2019 
ISBN 978-88-85741-37-9; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                                                        

VII

THE INTERNATIONAL MULTIDISCIPLINARY MODELING AND 
SIMULATION MULTICONFERENCE, I3M 2019 

 
 
 
GENERAL CO-CHAIRS 

AGOSTINO BRUZZONE, MITIM DIME, UNIVERSITY OF GENOA, ITALY 
MIQUEL ANGEL PIERA, AUTONOMOUS UNIVERSITY OF BARCELONA, SPAIN 

 
PROGRAM CO-CHAIRS 

FRANCESCO LONGO, DIMEG, UNIVERSITY OF CALABRIA, ITALY 
YURY MERKURYEV, RIGA TECHNICAL UNIVERSITY, LATVIA 

 
 
 
 

THE 7TH INTERNATIONAL WORKSHOP ON SIMULATION FOR ENERGY, 
SUSTAINABLE DEVELOPMENT & ENVIRONMENT, SESDE 2019 

 
 
GENERAL CO- CHAIRS 

JANOS SEBESTYEN JANOSY, MTA EK CENTRE FOR ENERGY RESEARCH HUNGARIAN ACADEMY 
OF SCIENCES, HUNGARY 
GREGORY ZACHAREWICZ, IMS UNIVERSITÉ BORDEAUX 1, FRANCE 

 
PROGRAM CHAIR 
            LETIZIA NICOLETTI, CAL-TEK SRL, ITALY 

 
 



 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2019 
ISBN 978-88-85741-37-9; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                                                        

VIII

SESDE 2019 INTERNATIONAL PROGRAM 

COMMITTEE 
 
MICHAEL AFFENZELLER, UPPER AUSTRIA UAS, AUSTRIA 
MATTEO AGRESTA, UNIVERSITY OF GENOA, ITALY 
EMRE ARTUN, MIDDLE EAST TECHNICAL UNIVERSITY, CYPRUS 
AGOSTINO BRUZZONE, UNIVERSITY OF GENOA, ITALY 
DANIEL BUCHBINDER, ALTERNA, GUATEMALA 
STEPHAN HUTTERER, UPPER AUSTRIA UNIVERSITY OF APPLIED SCIENCES, 
AUSTRIA  
JANOS SEBESTYEN JANOSY, MTA EK CENTRE FOR ENERGY RESEARCH 
HUNGARIAN ACADEMY OF SCIENCES, HUNGARY 
MASSIMO LA SCALA, POLYTECHNIC UNIVERSITY OF BARI, ITALY 
LUIS LE MOYNE, UNIVERSITY OF BOURGOGNE, FRANCE 
ARNIS LEKTAUERS, RIGA TECHNICAL UNIVERSITY, LATVIA 
FRANCESCO LONGO, UNIVERSITY OF CALABRIA, ITALY 
MARINA MASSEI, UNIVERSITY OF GENOA, ITALY 
LETIZIA NICOLETTI, CAL-TEK SRL, ITALY 
ANTONIO PADOVANO, UNIVERSITY OF CALABRIA, ITALY 
M.R. RIAZI, UNIVERSITY OF KUWAIT , KUWAIT 
GREGORY ZACHAREWICZ, IMS UNIVERSITÉ BORDEAUX 1, FRANCE 

TRACKS AND WORKSHOP CHAIRS 
 

 
TRANSPORTATIONS 
CO-CHAIRS: ARNIS LEKTAUERS, RIGA TECHNICAL UNIVERSITY. 
LATVIA; LUIS LE MOYNE, UNIVERSITY OF BOURGOGNE, FRANCE 
  
SMART GRID PLANNING, OPTIMIZATION AND CONTROL - SPOC 
CHAIRS: MICHAEL AFFENZELLER, UPPER AUSTRIA UNIVERSITY OF 
APPLIED SCIENCES, AUSTRIA; STEPHAN HUTTERER, UPPER AUSTRIA 
UNIVERSITY OF APPLIED SCIENCES, AUSTRIA 
  
SUSTAINABLE LAND USE AND TRANSPORT ADOPTING M&S 
CHAIR: DANIEL BUCHBINDER, ALTERNA, GUATEMALA 
  
CONSUMERISM 
CHAIR: DANIEL BUCHBINDER, ALTERNA, GUATEMALA 
  
SUSTAINABILITY 
CHAIR: DANIEL BUCHBINDER, ALTERNA, GUATEMALA 
 
SIMULATION AND MODELING IN THE HYDROCARBON INDUSTRY 
CHAIRS: M. R. RIAZI, KUWAIT UNIVERSITY (KUWAIT); EMRE 
ARTUN, MIDDLE EAST TECHNICAL UNIVERSITY, NORTHERN CYPRUS 
CAMPUS, CYPRUS 
 
 
 

 
 
 



 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2019 
ISBN 978-88-85741-37-9; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.                                                                        

IX

CHAIRS’ MESSAGE 
 
Nowadays the greatest challenge of the mankind: the climate change. The 

energy industry must be re-structured in order to accommodate the new 

renewable but unpredictable energy sources. It needs a lot of huge 

investments well before the actual ones paid back the finances. Things are 

proceeding too slowly. We have to change our lifestyle, our consumption 

habits to be more environmental-friendly. Actual transportation methods are 

not suitable any more. Our habitation methods should be improved too. Smart 

houses, smart electrical grids, smart energy storage. 

All this costs too much - that's why the feasibility studies should be carried 

out with extensive simulation to show the effectiveness and financial 

consequences of the planned changes. A lot of work to do - hopefully it is still 

not too few, not too late.  
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ABSTRACT 
The aim of this paper is to develop an accurate model to 

study the impact of texturing angles on doping profiles 

in ion implanted solar cells. This study will help 

designers and manufacturers choose an optimal angle in 

texturing the surfaces of innovative solar cells. Using an 
optimal texturing angle will improve the performance of 

solar cells. Randomly chosen texturing angles may 

decrease the absorption of the sun light or introduce 

excessive defects as clustering or channeling. These 

defects will represent recombination centers for active 

electrons and holes. This will contribute seriously to the 

loss of the active carriers and then to the loss of solar 

cell efficiency. This loss is known as a recombination 

loss. This loss alone may reduce the efficiency of a 

solar cell by 20%. Numerical results showing the effects 

of texturing angles on doping profiles will be presented, 
analyzed, and validated.   

 

Keywords: Mathematical models, simulation, texturing 

angles, solar cells. 

 

1. INTRODUCTION 
Numerical modeling and simulation represent a 

powerful approach that could be used by researchers 

and manufacturers to understand and investigate the 

loss mechanisms that are today limiting the efficiency 

of industrial solar cells.  In this paper, we are 
developing and using an accurate numerical model to 

investigate, understand, and optimize the effects of 

texturing angles on the doping profiles and efficiency of 

modern textured and ion implanted silicon solar cells.  

For the past few decades, the workhorse of the 

terrestrial solar cell industry has undoubtedly been the 

P-type crystalline silicon solar cells.  However, this 

technology is reaching the limits of its efficiency 

potential (Bothe 2005), (Ho 2011), (Fabian 2014).  

Today, there is a need for innovative solar cell designs 

in order to reach higher efficiencies at lower cost.  

 
N-type substrates and ion implantation are among the 

candidates of choice for the new silicon-based solar 

cells in recent photovoltaic market (Bothe 2005), 

(Ohrdese 2011), (Zimbardi 2012).  

 

Phosphorus doped N-type solar cells present significant 

advantages over boron doped P-type solar cells.  

Mainly, N-type solar cells have higher carrier lifetime 

than P-type cells (Benick 2008, 2009), (Rohatgi 2012). 

This is primarily caused by the absence of the well-

known boron-oxygen defects that exist in P-type cells 

(Glunz 2001).  N-type solar cells do not suffer from 

light-induced degradation and are insensitive to 

common contaminants in the fabrication process 

(Rohatgi 2012); (Geerligs 2004).   

Light-induced degradation is a well-known 

phenomenon in boron doped P-type silicon substrates.  

During the fabrication of a solar cell, oxygen impurities 

can be introduced into the bulk. Therefore, under sun 

light illumination, the minority carrier lifetime of the 

solar cell is seen to decrease over time. This issue has 

been caused by  the formation of the metastable boron-

oxygen complexes (Glunz 2001).  

The use of phosphorus doped N-type silicon as 
substrate material of the new solar cells has the 

advantage of bypassing this light-induced degradation 

(Coletti  2012).  

 

Ion implanted solar cells have recently emerged as the 

best candidates to make low cost and high efficient 

industrial solar cells (Rohatgi 2012); (Pawlak 2012); 

(Benick  2009); (Ohrdes 2011); (Zimbardi 2012); 

(Coletti  2012);  (Meier  2010).  

 

Different doping methods are used by different 
companies to doping industrial solar cells. Some 

companies use a blanket doping process from the gas 

phase by using phosphorous-ox-chloride (POCl) or 

from the paste attached by screen printing (Bateman 

2011);  (Ryu 2012);  (Spitzer 1984). But, blanket 

doping is very imprecise and does not allow selective 

doping.   

Recently, most of the solar cell manufacturers are using 

ion implantation technique to doping high efficiency 

and low cost solar cells. Ion implantation process has 

many advantages over the blanket doping process. Ion 
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implantation allows better control of the doping doses, 

doping depths, doping profiles, and doping-induced 

defects by adjusting the doping energy of the ion beam 

and other doping parameters as desired.   

 

Advanced Texturing is one of the best candidates used 
today in photovoltaic industry to enhance the optical 

absorption of crystalline silicon solar cells and make 

lower cost solar cells.  Efficient texturing could reduce 

the sun light reflection losses at the surface of the solar 

cells by more than 10%  (Netsor 2010).  

Randomly textured Silicon (001) wafers are used in 

modern solar cells (Xing 2011);  (Netsor 2010). The 

texturing is fabricated using wet-chemical KOH etch 

including some special additives. After the application 

of etching, the textured solar cell surfaces will consist of 

square pyramids with {111} surfaces of different 

heights and angles.   
 

Ion implantation on solar cells with textured surfaces is 

significantly different from ion implantation on solar 

cells with planar surfaces.  This is due to the fact that 

texturing will increase the surface area of the solar cell 

and introduce extra defects.  The increase of the surface 

area will lead to a reduction in the effective dose of the 

implanted ions. This reduction of the effective dose 

depends strongly on the texturing angle .    The 

texturing angle    may also create new types of 

doping-induced defects.  
 

The goal of this paper is to develop and use an accurate 

mathematical model to investigate, understand, and 

optimize the effects of texturing angle    on the 

doping profiles in ion implanted N-type solar cells with 
textured surfaces.  The measurement of doping profiles 

in textured solar cells is still a challenge. Therefore, 

calculating the doping profiles in textured surfaces 

using mathematical models is strongly needed.  

 

This model has been implemented in the process 

simulation software Suprem-IV and has been used to 

simulate different doping profiles under different 

texturing angles.  

To the best of the authors’ knowledge, no theoretical 

studies exist in literature in two dimensions (2D) about 

the effects of the texturing angle on the doping profiles 
in 2D textured solar cells.   

 

This paper is organized as follows. Section 2 presents 

the theoretical models we have developed.   Section 3 

presents the numerical results and validation.  

Section 4 presents the concluding thoughts and future 

work.   

 

 

2. MATHEMATICAL MODEL  
To improve efficiency of the novel solar cells, the 
reflection of the sunlight should be reduced. Surface 

texturing is used to reduce light reflections and enhance 

light trapping.  When the photons of the sunlight hit the 

surface of the solar cell, some lights are reflected, some 

are passed through, and some are absorbed by the p-n 

junction region.  Absorbing the light produces current 

by creating electron-hole pairs. Roughening the surface 

is called texturing.  Texturing can be done by different 
ways.  

 

Moncrystalline silicon solar cells are generally 

processed in an alkaline texturing solution to produce a 

random set of upright pyramids on the etched surface 

(Singh 2001); (Vazsonyi  1999);  (Nishimoto 2000); 

(Marrero 2007) as shown in Figure 1 from (Jan 2014).  

It is the anisotropic nature of such an etchant that drives 

the formation of a repeated pyramidal geometries with 

different sizes and shapes as in Figure 1. This 

anisotropy is due mainly to the fact that the etch rate in 

the <100> direction is several times greater than that in 
the <111> direction. Many different etchants have been 

investigated, including aqueous solutions of NaOH 

(Singh 2001);  Na2CO3 (Nishimoto 2000);  KOH 

(Marrero 2007) and TMAH (Papet 2006).   

 

The final geometry of the obtained pyramids depends 

strongly on the texturing techniques, texturing 

temperatures, composition of the solution, and on the 

pre-etch properties of the silicon surface. The geometry 

and the size of the obtained pyramids depends on  the 

texturing angle  and width (w) and height (h) of the 

pyramids as shown in the Figure 1.  

 

To help designers and manufacturers of industrial solar 

cells find and use the values of , w, and h  that will 

lower cost and improve efficiency, we should use 

mathematical models and numerical simulations.   

 

 
 

Figure 1: SEMS images of random pyramids. 

 

Let   be the dose of the incident ions from the ion 

implantation process.  Let 
eff be the effective dose of 

the ions that will penetrate the silicon substrate. 

Because of texturing 
eff  is smaller than  . Let’s 

define the texturing angle  to be the angle between 

the incident ions and the  normal to the substrate as 
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shown in Figure 1. Using simple vector analysis, we get 

the relation between , 
eff , and   as follows:  

 

.cos( )eff                                              (1) 

 

When no texturing is applied, 0  , and 
eff  .   

Ion implantation is a random process. In literature 
(Betemann 2011); (Ryu 2012) the distribution of ions in 

the silicon substrate has been represented by Gauss 

probability density function C(x) for symmetric 

distributions and by Pearson IV probability density 

function f(x) for asymmetric distributions. Here, x 

represent the ion penetration depth.  The Gaussian 

density function C(x) is given by: 

 
2( )

( ) exp
22

x R
C x





 
  

 
,        (2) 

 

where,   R  is the projected range,   is the standard 

deviation.  Let 
i   represents the ith moment of C(x). 

Then, we have:   

 

 0

0

( ) ( )

( )

i

i

x R C x dx

C x dx











                   (3) 

 

Let   ,     represent the skewness and the  kurtosis 

of C(x) respectively.  Then, R ,  ,   ,  and    are 

calculated from the four moments of C(x) as follows:  

3 4
1 2 3 4
; ; ;R

 
    

 
               (4) 

The Pearson IV probability density function f(x) is the 
4th solution of the following first-order linear 

differential equation:  

  

2

'( )
0;

( )

f s s a
s x R

f s b cs ds


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 
       (5) 

 

This differential equation has 7 solutions. The 4th 

solution is given by:  

 

 ( ) expf x E F G  .                       (6) 

 

Where,  
1
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2

2
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2 4

c
F a

d bd c
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
                   (8) 

2

2
arctan( )

4

ds c
G

bd c
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


                       (9) 

 

The coefficients a, b, c, d are calculated from the four 

moments of C(x) as follows: 
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The originality in this paper is that the dose    in the 

equations (2) and (6) used to calculate the Gaussian and 

the Pearson IV densities C(x) and f(x) is replaced by the 

effective dose  
eff  which includes the texturing angle 

.  In the new models we are proposing, the ion 

densities C(x), and f(x) are be replaced by the ion 

densities ( , )Cn x   and ( , )fn x   given by: 

 

( , ) cos( ) ( )

( , ) cos( ) ( )

Cn x C x

fn x f x

  

  




             (11) 

 

We have implemented these novel densities in the open 
source process simulator Suprem-IV (Hansen, 1993). 

We have used them to investigate the effects of the 

angle   on the doping profile of Boron in ion 

implanted and textured silicon (001) solar cell shown in 

Figure 2. 
 

3. NUMERICAL RESULTS AND VALIDATION 
We use an N-type silicon (001) solar cell textured with 

identical pyramids of faces (111) as shown in Figure 2. 

The texturing angle   was varied from 20° to 64° 

degrees.  The height of pyramids is 0.12um. The width 
of the pyramids is 0.05um. The dose of Boron is 

15 22 10 cm , implant energy is 10 KeV, the implant 

model is ( , )fn y  . The depth, y,  of the cell is 0.37 

um and the length, x,  is 0.3 um.   Figure 2 also shows 

the 2D Boron doping profile on textured solar cell for 

=36°. Figure 3 shows the cut of the Boron doping 

profile at x=0.15 and =36° and y between 0 um and 

0.15 um.  Figure 4 shows the cut of the Boron doping 

profile at x=0.15 and =64° and y between 0 um and 

0.15 um.  Figure 5 shows the cut of the Boron doping 

profile at x=0.15 and y between 0 um and 0.15 um 

when the surface of the solar cell is not textured. By 

comparing Figure 5 with Figures 3 and 4, we see that 

the texturing of the solar cell changes significantly the 

doping profile. This will affect significantly the 

efficiency of the textured solar cell.  From Figures 3 and 
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4 we see the significant effects of the texturing angle  

 on the doping profile.  Two effects are visible: (i) 

reduction of the doping values with increasing . (ii) 

reduction of the implantation depth with increasing .  

The first effect could be explained by the reduction of 

the effective dose due to the angle   as shown by the 

Equation (1). The other effect (ii) could also be 

explained by the reduction of the effective dose due to 

the angle . Small ion doses will produce shallow 

doping profiles seen in ii).   For =36°, the maximum 

value of the doping is 1.2e+20 (atom/cm-2) (see Figure 

3).  For =64°, the maximum value of the doping is 

7e+19 (atom/cm-2) (see Figure 4).  These 2 values are 

smaller than the maximum value of the doping on non-

textured surface which is 4e+20 (atom/cm-2) (see 

Figure 5).  The implantation depth on textured surface 

for =36°  is about 0.06 um  and on non-textured 

surface for =0° is about 0.08 um.  From these 

simulation results, we could suggest to use smaller 

texturing angles   for ion implantation on textured 

surfaces if shallow profiles are not needed. On the other 

hand, it has been shown in (Zahi, 2018), that with  

smaller angles   around 36°,  the  measurements of 

doping profiles in textured solar cells using the 

secondary ion mass spectrometry (SIMS) technique are 

more accurate than with larger angles.  We should note 

that  the measurements of doping profiles using SIMS 

technique are strongly depending on the texturing 

angles  as well.  The doping profiles obtained in this 

simulation are  in a good agreement with SIMS 

measured  profiles obtained in  (Zahi 2018).  

   

 

 

 

 

 

 

 

 

 

 

 

Figure 2:  2D sample textured solar cell.  

 

 

 

Figure 3:  Boron doping profile on textured surface for 

=36°.  

 

 

 

 

 

 

 

 

 

 

 
Figure 4:  Boron doping profile on textured surface for 

=64°.  
 

 
 

 

 

 

 

 
 

 

 

 

 

 

 

 Figure 5:  Boron doping profile on non-textured solar 

cell (for =0°). 

 4. CONCLUSIONS 
We have shown that the texturing angle   affects 

significantly the doping profiles in textured solar cells.  

The values of the doping and the implantation depth are 

decreasing with increasing . By comparing the doping 

profiles on planar surface shown in Figure 5 with 
doping profiles on textured surfaces shown in Figures 3 

and 4, we see that the shape of the doping profiles are 

also affected by the texturing angle .  In future work, 

we will investigate the effects of the size of the 

pyramids on the doping profiles.  
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ABSTRACT 

The situation on the electricity retail market in the 

Czech Republic is not clear because of the number of 

suppliers and its products. Although the information 

about the prices for the electricity consumption for 

households is available on the web and each household 

can change the supplier nearly with no extra effort and 

cost, households are still often not familiar with the 

individual price items of the products. In this article the 

analysis of the Czech electricity market from the 

distribution rate D25d point of view is made for the 

years 2017-2018 when the household annual 

consumption is simulated via Monte Carlo simulation 

model. The aim of this paper is to select such a supplier 

and product that minimizes the total costs of the 

electricity for a household for the selected distribution 

rate and compare it with the results from the previous 

years. 

 

Keywords: Electricity consumption, distribution rate 

D25d, Monte Carlo simulation, cost minimization  

 

1. INTRODUCTION 

Electricity is nowadays a commodity that is essential 

for nearly all activities we are used to doing. As still 

new and new electricity-based equipment arises we 

might expect the rise of electricity consumption. But on 

the other hand, there is the necessity of renewable 

resource usage and the decrease in the electricity 

consumption of the new machines. That is why the final 

trend in the consumption is not so clear. 

Electricity is used in all sectors of the economy. 

Usually, the biggest part of the electricity is consumed 

by industry followed by services or households, energy 

transfer, transport, etc. The development of the 

consumption in European Union countries in the years 

1990-2016 is shown in Figure 1 – the highest line is 

industry followed by services and residential sector 

(households). The structure of the consumption in 2016 

in the Czech Republic is seen in Figure 2. The situation 

is similar: the highest share of electricity consumption 

is associated with the industry (30%) followed by 

households (26%). 

Based on the data from Eurostat (2019) we see in Figure 

3 that nearly in the half of the European Union countries 

the electricity consumption by households was higher in 

2016 compared to 2006, but in the other half, we see the 

decrease of the electricity consumption.  

 

 
Figure 1: Consumption of electricity by sector in EU 

28. Source: Eurostat (2019a) 

 
Figure 2: National economy sectors’ shares of total 

electricity consumption in the Czech Republic. Source: 

ERU (2016) 

 

The highest increase we see in Romania (20.7%), the 

highest decrease was in Belgium (about 17%, so the rate 

in 2016 was 83% compared to 2006). In the Czech 

Republic, we see the small decrease (1.7%) that is close 

to the EU average (decrease about 0.7%). As Karanfil 

and Li (2015) explain, the electricity-growth nexus is 

highly sensitive to regional differences, countries' 

income levels, urbanization rates and supply risks. The 

increase of the consumption of households might be 

caused by the development of ICT and the growing 

number of various machines and other electrical 

devices, the decrease by the lower demand of new 
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appliances for the electricity consumption. For any 

household it is probably the most used commodity 

although it does not belong to the common consumer 

goods - it is invisible, untouchable and it is used only 

via other equipment. 

 

 
Figure 3: Electricity consumption by households in 

2016 compared to 2006 in EU28. Source: Eurostat 

(2019b) 

 

The liberalization process which started in Europe in the 

period 2003-2009 initiated the possibility to choose the 

electricity supplier by households (Newbery, 2013). 

Each household cannot choose the distributor but only 

the supplier that sells the electricity. The complete list 

of the suppliers and their products and prices is 

changing every year and sometimes it is hard to follow 

the rules nor the conditions for the households to 

understand the situation and to choose the appropriate 

product. The selection of the product depends on the 

contract conditions given by the distributor but mainly 

on the prices set by distributors and suppliers. Various 

techniques and methods can be used to model the 

situation on the market – multi-criteria analysis, 

simulation modelling, optimization (Ventosa et al. 

2005; Kuncova 2015). In this paper the simulation of 

the electricity consumption of one household (tariff rate 

D25d) via Monte Carlo model is applied on the data 

from the years 2017 and 2018 for all suppliers and 

distributors in the Czech Republic. Afterwards, the 

comparison with the previous research (Kuncova, 

Seknickova 2014; Kuncova, Seknickova 2015; 

Kuncova 2015; Kuncova 2016) is added. 

 

2. CZECH ELECTRICITY MARKET 

The development of the energy sector in the Czech 

Republic after the Velvet revolution in 1989 started 

with the restructuring of the centrally run energy system 

and its division into a number of smaller entities with 

one state-owned (Vlcek, Cernoch 2013). Afterwards, 

the privatization of the key energy companies followed. 

Based on the EU demands, the liberalization of the 

Czech electricity market started in 2002, later from 

2006 also the households could choose its electricity 

and gas supplier – but as the situation was hardly 

understandable for a household, the higher number of 

suppliers’ switches has started around the year 2010 

(Vlcek, Cernoch 2013) – see Figure 5.  

Except suppliers, there are other subjects on the 

electricity market, especially 3 distributors (PRE, CEZ, 

E.ON), the Energy Regulatory Office (ERU) and the 

Operator of the market (OTE). OTE predicates the 

whole market consumption and analyses the 

differences, ERU regulates the prices of the transfer and 

distribution of the electricity. The high number of the 

suppliers and their products on the retail market (Figure 

4) embarrasses the position of the households. Based on 

the ERU (2019) data, it is evident that only 9 companies 

(including 3 distributors that also serves as suppliers) 

have been on the market offering D25d rates products 

since 2011.  

 

 
Figure 4: Number of suppliers and its products. Source: 

ERU (2019) 

 

As the ERU offers the online calculator (ERU, 2019) 

and the conditions of the supplier switch are more and 

more explained in media, the number of supplier 

changes increased, mainly last year (Figure 5). The 

reason might be connected with the increase of 

electricity consumption prices – the development of the 

average prices for high and low tariff rates in each 

distribution region for the selected distribution rate 

D25d are shown on Figure 6. This tariff rate is given to 

household when the electricity is used also for the 

accumulative heating and hot water heating for lower 

and middle yearly offtake with operative management 

of the validity period of the low tariff for 8 hours. It is 

the so-called dual tariff rate as it has 2 periods (high 

tariff, low tariff) during the day (ERU, 2019). 

 

 

 
Figure 5: Number of changes of electricity suppliers in 

the Czech Republic. Source: OTE (2019)  
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Figure 6: The development of the average prices in high 

and low tariffs per 1MWh for D25d rate in 3 

distribution regions. Source: ERU (2019), own 

calculations 

 

The final costs for the electricity consumption of the 

household are influenced by consumption, fixed fees or 

taxes. Generally, the prices are divided into two 

components. The first one is the controlled charge for 

services related to electricity transport from the 

generator to the final customer. This charge is annually 

given by ERU (2019). It covers:  

 

• monthly lease for the circuit breaker, 

• price per megawatt hour (MWh) in high tariff (HT),   

• price per megawatt hour in low tariff (LT), 

• price per system services, 

• price for the support of the renewable energy 

purchase, 

• charges for the electricity market operator, 

• electricity ecological tax (28,30 CZK per 1 MWh). 

 

The second part of the total price is given by the 

electricity supplier. It covers:  

 

• fixed monthly fee for the selected product, 

• price per megawatt hour (MWh) in high tariff (HT),   

• price per megawatt hour in low tariff (LT). 

 

The final price is increased by VAT that is 21% from 

2013. 

 

3. DATA AND METHODS 

 

3.1. Data for the Analysis 

Several previous analyses were aimed at the comparison 

of the products offered for the households in the 

distribution rate D25d: Kuncova, Seknickova (2014) 

where multi-criteria evaluation methods were used; in 

Kuncova, Seknickova (2015) the Monte Carlo 

simulation was applied on the data from the year 2015; 

in Kuncova (2015) the multi-criteria comparison, Monte 

Carlo simulation and the linear optimization model 

were used and the results of the product choice 

compared; in Kuncova (2016) the changes in period 

2011-2016 were described and analyzed. To be able to 

compare the results from the years 2017 and 2018 with 

the previous ones the same assumptions are used in this 

article.  

The ranges for the electricity consumption were taken 

from the real data and real household with the 

electricity consumption about 10 MWh annually, 45% 

energy in high tariff and 55% in low tariff and with the 

circuit breaker from 3x20A to 3x25A.  

Data for the 60 products offered by 29 companies for 

the years 2017 and 2018 were taken to find the best 

product for each year with the lowest electricity 

consumption cost. As there are differences in prices in 

the distribution regions, all 3 regions were analyzed 

separately. The distributors’ prices and the average 

prices of the suppliers are in Table 1 and Table 2. As it 

was mentioned above, the prices raised in 2018 

compared to 2017 but the increase was not equal in all 

distribution regions. The most expensive (for the 

households) is still the CEZ region (north part of the 

Czech Republic) which is visible from Figure 6. In this 

region the highest increase of the average suppliers’ 

monthly fee in 2018 compared with 2017 is visible – 

about 34%, while in other two regions it was about 12% 

(PRE region) or 13% (E.ON region).  

 

Table 1: Prices for each distribution area 

year 
distrib. 

region 

circuit-

breaker 

monthly 

fee 

Distrib.  

HT  

price per 

1 MWh 

Distrib. 

LT price 

per 1 

MWh 

Distrib. 

Other 

services 

price per 1 

MWh 

2017 

E.ON 113 1607.38 72.22 

593.84 PRE 116 1503.96 70.58 

CEZ 120 1624.71 64.01 

2018 

E.ON 119 1687.78 77.28 

594.03 PRE 123 1590.53 75.52 

CEZ 127 1719.17 71.669 

 

Table 2: Average prices of the suppliers for each 

distribution area 

year 
distrib. 

region 

Suppliers 

monthly 

fee avg, 

high tariff 

avg,price 

per 1 

MWh 

low tariff 

avg,price 

per 1 

MWh 

2017 

E.ON 43.838 1253.853 826.139 

PRE 46.824 1234.639 820.437 

CEZ 44.990 1244.705 818.420 

2018 

E.ON 49.646 1384.163 951.274 

PRE 52.630 1363.746 945.424 

CEZ 60.446 1369.246 945.424 

 

3.2. Monte Carlo Simulation 

Simulation models can be applied in a situation when 

some variables of the model are uncertain. The 

simulation itself is a technique for imitation of some 

real situations, processes or activities that already exist 

or that are in preparation – just to create a computer 

model (Banks 1998). Monte Carlo simulation (or 

technique) is closed to statistics as it is a repeated 
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process of random sampling from the selected 

probability distributions that represent the real-life 

processes (Turban, Meredith 1994). This method is 

based on running many times and for each sample 

random variates are generated on each input variable 

(Thomopoulos, 2013). Based on the existed information 

the type of probability distribution (that corresponds 

with the expectations about the values of the variable) 

must be selected. The most typical and frequent 

distribution types are normal, triangular, uniform 

(discrete uniform), Poisson, lognormal and exponential 

ones. Mathematical specification of these variables and 

the calculations derived from them might be 

complicated (especially when a non-trivial distribution 

is chosen). But via the simulation Monte Carlo and via 

MS Excel and its add-ins (for example Crystal Ball or 

@RISK) it is possible to analyze the problem and find a 

recommendation for each specified situation. 

Crystal Ball is one of the MS Excel add-in applications 

for the Monte Carlo simulation models. “Oracle Crystal 

Ball solutions begin with Oracle Crystal Ball, the base 

package for predictive modeling, Monte Carlo 

simulation and forecasting. Oracle Crystal Ball 

Enterprise Performance Management builds on that set 

of tools by adding the power of Oracle Crystal Ball to 

your Oracle Enterprise Performance Management 

(EPM) and Oracle Business Intelligence (BI) 

applications” (www.oracle.com). The advantage of this 

software is the usage of Excel tables. It is possible to 

use models created before but change the distribution 

for random inputs generation. Then usually 1000 trials 

are run and afterwards the programme gives all statistics 

(and histogram) of the selected decision cell. Figure 7 

shows all the possible statistical distributions that can 

be chosen.  

 

 
Figure 7: Crystal Ball – Distribution Gallery 

(www.oracle.com) 

 

Monte Carlo simulation is associated with the systems 

affected by randomness when several different 

scenarios are randomly generated to obtain the 

probability description of the selected results 

(Brandimarte, 2014). The method repeats a lot of 

random experiments to find out the possible outcomes. 

This is a typical situation for various decision-making 

processes in finance (Razgaitis 2003), banking 

(Kuncova, Lizalova 2012) and also in energetics to 

generate the whole demand for the distributed units 

(Hegazy et al. 2003) or to generate the annual electricity 

consumption (Kuncova, Seknickova 2014). 

To find the best product the online ERU calculator 

(2019) can be used – the only problem is to set the 

annual electricity consumption. But as the consumption 

is not fixed for more years, the Monte Carlo simulation 

could be another possibility to find the best product 

minimizing the annual electricity consumption costs for 

the given household.  

For the calculations we use the same model as in 

Kuncova, Seknickova (2014; 2015). The ranges for the 

electricity consumption in each month were set as 

values from the normal distribution with the standard 

deviation equal to 20% of the average and the average 

(at about 900 kWh per month – Table 3) was taken from 

the real data of the household.  

Table 3: Parameters of the normal distribution used in 

the simulation model 

Month Mean (kWh) St.deviation (kWh) 

January 933 186.6 

February 973 194.6 

March 900 180 

April 819 163.8 

May 771 154.2 

June 730 146 

July 689 137.8 

August 665 133 

September 730 146 

October 795 159 

November 835 167 

December 892 178.4 

 

The consumption has been generated for each month 

from the normal distribution with 45% in the higher 

tariff rate. In all Monte Carlo simulations, 1000 

experiments have been tried using MS add-in 

application Crystal Ball to randomly select consumption 

for each month and afterwards the annual costs are 

calculated. The formula for the annual cost calculation 

for each supplier’s product is following (ERU, 2019): 

𝐶𝑂𝑆𝑇𝑖𝑗 =  1 + 𝑉𝐴𝑇 ∙

 
 
 
 
 
12 ∙  𝑚𝑓𝑖𝑗 +𝑚𝑓𝑗 + 𝑜𝑡 +

0.45 ∙ 𝑔𝑐 ∙  𝑝ℎ𝑖𝑗 + 𝑝ℎ𝑗  +

0.55 ∙ 𝑔𝑐 ∙  𝑝𝑙𝑖𝑗 + 𝑝𝑙𝑗  +

𝑔𝑐 ∙  𝑜𝑠 + 𝑡  
 
 
 
 

 

(1) 

where  

i … product, i =1, …, 60, 

j … distributor, j = 1, …, 3, 

VAT … value added tax (VAT = 0.21 in 2017 and 

2018), 

mf … fix monthly fee,  

gc … yearly generated consumption in MWh, 

ph … price in high tariff  per 1 MWh, 

pl … price in low tariff per 1 MWh, 

ot … price for other services  per 1 month, 

os … price for other services  per 1 MWh, 

t … electricity tax per 1 MWh (t = 28.3 CZK). 

Proc. of the Int. Workshop on Simulation for Energy, Sustainable Development & Environment, 2019
ISBN 978-88-85741-37-9; Bruzzone, Janosy, Nicoletti and Zacharewicz Eds.

10



The only difference in the formula (1) in the 

comparison with the year 2015 is in the ot part which is 

now calculated for 1 month while in 2015 it was a part 

of os.  

 

4. RESULTS 

The comparison of suppliers is based on the 1000 

simulation made in the MS Excel add-in application 

Crystal Ball. The results of the years 2017 (Table 4) and 

2018 (Table 5) are completely different not only in the 

average annual costs but also from the suppliers’ point 

of view. The best and worst products (out of 60 for PRE 

and CEZ, and 59 for E.ON distribution area) are the 

same for all regions in the given year, but the average 

annual electricity consumption costs are different. The 

cheapest region when the same product is selected 

seems to be PRE in 2017 and E.ON in 2018. The CEZ 

region is the most expensive one.  

The best (cheapest) products in 2018 are about 5-7% 

(based on the region) more expensive than the winners 

in 2017 (Figure 8). The difference between the cheapest 

and the most expensive products in 2017 are about 

17.5-23.5%, in 2018 about 25.5-28%, so in 2018 there 

is not only a price increase but also a widening of the 

gap between the cheapest and the most expensive 

product is visible.  

The difference in average costs does not necessarily 

mean that the product will always be more expensive - 

but even the histograms (Figure 9, Figure 10) show 

quite a significant difference in the resulting costs. 

When we compare the lowest average annual cost in 

2017 and the highest annual cost in 2018, the difference 

is about 36%.  

 

Table 4: Order in 2017 for all distributors and the 

average annual costs 
 distr. 

area / 
order 

Product 

E.ON avg. 

annual 
cost CZK 

PRE avg. 

annual 
cost CZK 

CEZ avg. 

annual 
cost CZK 

1 

CARBOUNION 

BOHEMIA,spol.s.r.o.

, STANDARD 

28742.32 27704.17 28770.51 

2 
CARBOUNION 

BOHEMIA,spol.s.r.o.

, STANDARD 12 

28742.32 27704.17 28770.51 

3 
Nano Energies Trade 
s.r.o., Dobrý skutek 

28778.59 27733.56 28805.33 

4 
Fonergy, PREMIUM 

Aku 8 
28983.79 27929.08 29008.5 

5 
Amper Market, 

HOME_AKU 
29042.79 27994.20 29068.79 

57  

LAMA energy, 
STANDARD 

Akumulace 8 region 

PRE 

32799.81 32421.80 32674.85 

58 
(56) 

ČEZ Prodej, Elektřina 
na dobu neurčitou 

32094.76 
 

32430.87 32783.20 

59 

(58) 

E. ON. Energie, 

Elektřina/Aku 
33221.91 33591.60 33931.83 

60 

(59) 

E. ON. Energie, 
Elektřina 

TrendAku_prosinec 

33796.54 34182.91 34517.13 

 

Table 5: Order in 2018 for all distributors and the 

average annual costs 
 distr. 
area / 

order 

Product 
E.ON avg. 

annual 

cost CZK 

PRE avg. 
annual 

cost CZK 

CEZ avg. 
annual 

cost CZK 

1 Eneka s.r.o., Jednička 29791.17 29842.49 30268.39 

2 
Europe Easy Energy, 
eDOMÁCNOST 

29939.88 29999.12 30420.60 

3 
Eneka s.r.o., 

STANDARD 
29991.84 30047.04 30470.78 

4 
BOHEMIA ENERGY 
entity s.r.o., Benefit 

Plus 

30230.28 30289.52 30711.00 

5 
X Energie, 

PREMIUM 
30230.28 30289.52 30711.00 

57 

(56) 

CARBOUNION 
BOHEMIA,spol.s.r.o.

, STANDARD 24 

38133.93 36780.26 38109.91 

58 

(57) 

E. ON. Energie, 

Komplet Elektřina 36 
38180.19 36827.18 38156.37 

59 

(58) 

CARBOUNION 
BOHEMIA,spol.s.r.o.

, STANDARD 12 

38804.26 37433.77 38775.11 

60 

(59) 

CARBOUNION 
BOHEMIA,spol.s.r.o.

, STANDARD 

39043.67 37667.17 39012.69 

 

 

 
Figure 8: Histograms for the annual costs for the best 

products in 2017 and 2018 

 

 

 
Figure 9: Histograms for the annual costs for the best 

and worst products in 2017  
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Figure 10: Histograms for the annual costs for the best 

and worst products in 2018  

 

The annual electricity consumption average costs for 

the given household and its consumption oscillates 

around 30000 CZK (about 1130 EUR). The probability 

of the lowest annual cost (CARBOUNION BOHEMIA 

spol. s.r.o. STANDARD product) in 2017 is about 80% 

(Figure 11), but the same product in 2018 is the most 

expensive one and the probability that the average costs 

are lower than 30000 CZK goes to zero (Figure 12). 

The best product in 2018 (Eneka s.r.o. Jednička) has the 

probability of the cost lower than 30000 CZK about 

58% (Figure 13). 

 

 
Figure 11: Histograms for the best product in 2017 and 

the probability of the costs lower than 30000 CZK 

 

 
Figure 12: Histograms for the worst product in 2018 

and the probability of the costs lower than 30000 CZK 

 
Figure 13: Histograms for the best product in 2018 and 

the probability of the costs lower than 30000 CZK 

 

According to the results in 2017 and 2018, we see a big 

difference in the best (cheapest) products and also in the 

annual costs as well. When we use the data and results 

of our previous analysis (Kuncova 2015; Kuncova 

2016; Kuncova, Seknickova 2015), the increase in 

annual costs is also evident (Figure 14) especially for 

the most expensive products which are on the same 

level as in the year 2013. On the other hand, the annual 

costs of the cheapest products are closed to the results 

from the year 2015. The differences between the 

cheapest and the most expensive products increased in 

2018 compared with the previous years.  

 

 
Figure 14: The time development of the highest and 

lowest annual cost of electricity savings 

 

Table 5: The best products in the given years for E.ON 
year place distributor E.ON

1. CARBOUNION KOMODITY

2. ELIMON eProdukt 

3. Amper Market

1. CARBOUNION KOMODITY

2. ST Energy standard

3. Nano Energies Trade

1. ST Energy, Standard AKU 8

2. Amper Market, HOME_AKU

3. FOSFA, FEE e-TARIF

1. CARBOUNION BOHEMIA,spol.s.r.o., STANDARD

2. CARBOUNION BOHEMIA,spol.s.r.o., STANDARD 12

3. Nano Energies Trade s.r.o., Dobrý skutek

1. Eneka s.r.o., Jednička

2. Europe Easy Energy, eDOMÁCNOST

3. Eneka s.r.o., STANDARD

2014

2015

2016

2017

2018
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The differences are not only in the final annual costs but 

also in the best (cheapest) products. Table 5 shows the 

top 3 products in the five years in the E.ON distribution 

area. It is evident that nearly each year (except 2014 and 

2015) the winner is different. Indeed, the differences 

between the annual costs may not be too large, but 

based on this analysis, it is advisable to analyze 

suppliers' costs and to use Monte Carlo simulation, 

which can show how much the annual cost of the 

selected products varies.  

Many households still think that it is not necessary to 

change electricity suppliers and that due to the variable 

annual electricity consumption, the cheapest product 

cannot be estimated. However, Monte Carlo simulation 

is able to do this, and the results show that switching 

suppliers/products can save a considerable sum of 

money. 

 

5. CONCLUSION 

The situation on the electricity retail market in the 

Czech Republic is changing every year. All households 

can choose its supplier and the product based on their 

annual electricity consumption. The possibility of 

changing the supplier is also influenced by the setting 

up of a contract with the relevant supplier, where for a 

fixed contract length it is usually possible to switch to 

another supplier only at the price of the contractual 

penalty, which is quite high. As the annual electricity 

consumption is usually not fixed for each year, the 

Monte Carlo simulation model could be a good tool to 

use to be able to compare the products better. According 

to the results of this kind of simulation for the years 

2017 and 2018 it is evident that the electricity prices 

were higher in 2018 and the increase in the annual 

electricity consumption costs in 2018 compared with 

2017 could be higher than 25%. As the winning product 

of 2017 fell to the last place in 2018, it is evident that it 

is recommended to review annually the appropriateness 

of choosing a supplier and consider a possible change. 

Staying with the same supplier can increase the 

electricity consumption cost significantly. 

The presented analysis was based on the real case study 

and related to the D25d tariff rate data. The conclusions 

are connected with this study and cannot be generalized 

for other tariff rates for which a similar analysis would 

be necessary. Equally, it can be expected that the 

savings in electricity supplier switching at low 

consumption levels will be different and probably 

lower. Again, it would be necessary to recalculate it. 

Anyway, with the knowledge of the products offered, it 

is always possible to use, for example, the Monte Carlo 

simulation to test for potential savings in different 

energy consumption situations. 

Although this study is connected with the Czech 

conditions, the liberalization of the European electricity 

market is still work in progress (Boltz, 2013) and so 

similar analysis could be made for other countries with 

respect to their market conditions and rules. 
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ABSTRACT 

Due to the great risk of contamination by leaking in 

underground fuel storage tanks (UST) of gas stations all 

over the world, the establishment of effective 

monitoring methods in this   environment is    extremely 

necessary. Among UST  monitoring methods the 

tightness test is one of the most effective ones in 

identifying leaks, it can be done in two different ways, 

either wet part test or dry part test. But while both of the 

tests are permitted, they show a great difference in 

rigorousness, when it comes to approving or not  a tank. 

This study envisions to deeply explore the causes of the 

difference of rigorousness between both tests, and 

discover ways in which simulations can approach the 

real situation. The research allowed us to identify not 

only the cause of such difference in rigor, but also to 

establish a constant that approximates the theory to the 

real situation. 

Keywords: tank tightness, simulation, evaporation, 

vacuum. 

1. INTRODUCTION

The notion of engineering and development being 

linked to sustainability and environment is an ever-

growing trend. Researches with the goal of developing 

technologies to monitor and reduce pollution have been 

growing and gaining more and more space and visibility 

in the engineering world, as the connection between 

progress and environment has already become a 

necessity, rather than a luxury. 

The vast number of leaking cases in gas stations, 

coming from USTs and piping systems, have caused 

damage to the environment, besides also harming the 

security, health and life quality of the population around 

these sites (SANDRES et al., 2002). This contamination 

can affect not only the soil, but also groundwater and 

cause explosion and fire risk. 

In Brazil, there are more than 40 thousand gas stations 

and soil contamination is currently one of the main 

concerns, once around 30% of these stations present 

problems that can cause contamination. Multiple 

companies deal daily with the unforeseen coming from 

leaking and incorrect storage (TERRA BRASIL, 2017). 

According to a research made by CETESB, gas stations 

are the main responsible for soil contamination in cities 

like São Paulo. The contamination occurs by leaking of 

fuel and gases due to bad installation of the USTs, 

which are fabricated in steel and do not possess 

protection against corrosion. Currently, multiple 

companies have invested in safer tanks, as seen that the 

investment in better installations it’s much smaller than 

the costs of repairs for the problems caused by the 

contamination of the water and the soil (TERRA 

BRASIL, 2017). 

Soil contamination by fuel its a big concern, seen that 

the fuel contains Benzene, Toluene, Ethylbenzene and 

Xylenes(BTEX) in its composition, that are all harmful 

to human health and can cause dangerous diseases. Soil 

contamination occurs when there isn’t proper 

investment in quality equipment, mainly when it comes 

to metallic pipes and purely metallic tanks, because they 

are underground and it is necessary to pay attention to 

signs of corrosion and possible failures (TERRA 

BRASIL, 2017). 

In a gasoline spill, one of the main concerns is the 

contamination of aquifers that are used as source of 

water for human consumption (TEIXEIRA, 2008). Due 

to the fact that it is very little soluble in water, spilled 

gasoline, containing more than 400 components, 

initially will be underground as a liquid of non-watery 

phase. In contact with underground water, gasoline will 

partially dissolve. The mono-aromatic hydrocarbons: 

benzene, toluene and xylenes, called BTEX are the 

components present in the gasoline that have the highest 

water solubility, thus, they are the first contaminants to 

reach the groundwater. These compounds are 

considered dangerous substances because they are 

depressor of the central nervous system. The benzene is 

proven carcinogenic, being able to cause leukemia 

(TEIXEIRA, 2008). 

The gasoline commercialized in Brazil is mixed with 

alcohol in proportions that can go from 20% to 30%, 

according to the current legislation. That makes it 

different from the gasoline sold in other countries, 

where it isn’t mixed with oxygenated compounds. The 

interaction between ethanol and BTEX can cause a rise 
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in mobility and solubility, while also hindering the 

natural biodegradation of these compounds 

(TEIXEIRA, 2008). 

The monitoring ends up being one of the main weapons 

to avoid contamination. The monitoring equipment for 

leak detection helps avoiding possible contaminations 

to the environment and accidents at work. Amongst 

USTs monitoring methods, the tightness test is one of 

the most effectives in the identification of possible 

leaks, being able to be executed in two different ways: 

the wet part test(i.e. part filled with fuel) and the dry 

part test. 

This study compared the results obtained from the 

application of both types of test. The motivation for this 

paper came from the necessity of supplying scientific 

evidence conjugated with experimental data and 

theoretical concepts, some laboratory tests and real tank 

testing practice on site (gas stations) to better compare 

the rigor of the methods of leak detection regulated in 

Brazil by the standard ABNT 13784 in force and 

understand the causes of the difference found in the 

rigor of both methods while finding a way to 

approximate theoretical simulations to the practical 

results. This way, on site comparisons were made 

where, initially a wet part test was performed, and 

following that, the same tank was emptied and a dry 

part test was performed on the same tank. The research 

allowed us to identify a better performance in terms of 

rigor from the dry part test and confirmed the initial 

suspicion of the great influence of the evaporation rate 

of the fuel on the testing of partially full tanks (i.e. 

hybrid situation where there is a coexistence of a dry 

and a wet part in the tank). Based on the results 

obtained in both the theoretical simulations and 

practical tests we were able to find a constant that helps 

correcting any false positives and approximates both 

situations. We have proved that a well-made 

simulation(with the constant) implies on a more realistic 

model, and that was validated. 

2. PETROBRAS’ COMMON GASOLINE

On this article, common gasoline was used as the study 

object, due to it having the highest evaporation rate 

among the liquid fuels commercialized by ANP, thus, 

the parcel of pressure increase allowed by a possible 

hole in the tank is lower, so the test executed with this 

fuel is essentially the most critic case. 

Gasoline belongs in the group of the LNAPL (Light 

Non Aqueous Phase Liquids) e PMOS (Partially 

Miscible Organics Solubility) Mindrisz, et al., (2006). 

Derivative from petroleum, gasoline is composed by 

innumerable chemical compounds (olefins, 

aromatichydrocarbons etc.) among which stand out as 

the most water-soluble contaminants, the BTEX 

compounds, present in 18% of the gasoline weight. A 

particularity differentiates Brazilian gasoline from the 

ones in other nations, the considerable presence of 

ethanol, which currently corresponds to 27% of the 

volume (Portal G1, March 2016). This factor makes it 

possible for similar studies involving other countries’ 

gasolines to be able to present different results when 

compared to the ones made in Brazil. 

Table 1: Main properties of this fuel at 1 atm 

Properties 

Starting Boiling Point >35°C 

Flash Point <-43°C 

Partition Coefficient – 

noctanol/water 

Insoluble in water. Soluble in 

organic solvents 

Auto-Ignition 

Temperature 

Log kow 2-7 

Density 0.73-0.77 

Viscosity 0,6x10-6 m2/s 

Volumetric thermal 

dilation coefficient 

1,2 x 10-3 °C-1 

3. TIGHTNESS TEST: METHODOLOGY, 

THORETICAL FOUNDATION AND 

EQUATIONS.

3.1. Equations for Wet Part Tightness Test 

According to the international standards and the 

standard ABNT 13784 in force in Brazil, the wet part 

test requires that, considering the tank out of operations 

(i.e. sales over) and the liquid at rest. The behavior of 

the volume of liquid inside the tank shall be observed 

for one uninterrupted hour and verified to see if the 

volumetric variation has not exceeded the permitted 

limit in that time. Thus, for academic purposes and to 

make comparisons between laboratorial and on site 

tests, a computational program was developed, capable 

of calculating the diameter of an hypothetical hole 

necessary for the limit situation to occur, which is 378 

ml(0.1 gallon) “leaked” in one hour. Any loss of liquid 

volume that surpasses this limit is enough to deem the 

tank unfit. Thus the flow rate limit of 378 ml/h is used 

as input data on the implemented algorithm. 

Methodology illustration (figure1) and equations 

subsequently described.  

Figure 1 - Schematic representation of the methodology 

used to detect leaks in the wet part of a tank 
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Adopting a conservative approach, simplifying and 

considering, hypothetically, the fluid to be 

incompressible, non-viscous and a stationary flow(i.e. 

permanent flow can be considered due to the negligible 

variations of the water levels to obtain the admissible 

flow rate)., Using Bernoulli the following equations can 

be reached: 

(1) 

Where  e  are the velocities,  and  are the 

pressures,  is the specific mass of the fluid,  is the 

height of the fuel at the start of the test and  is the 

height of the theoretical hole. 

It’s observed on fig.1 that the pressures  e  are 

equal and manometric for the calculations, because 

they’re in contact with the air and that the velocity  is 

negligible, because the volume of liquid inside the tank 

is much bigger than what is leaking. Executing the 

algebraic manipulations necessary to isolate : 

(2) 

To find out the diameter of the hole, the volumetric 

flow rate formula was used ( ): 

(3) 

Where  is the flow velocity and  is the area of the 

hole described by: 

(4) 

Inserting eq.3 and eq.4 into eq.2: 

(5) 

Isolating d, the equation of the necessary hole diameter 

is reached. Given the heights of the hole and the fuel for 

a volumetric flow rate of 378 ml/h, the limit value for 

the permitted hole diameter is found: 

(6) 

3.2. Equations For Dry Part Tightness Test 

For the execution of this type of test, a pump is coupled 

to the tank’s breather, sealing all possible air inlets and 

cracks. With sales already over, as required per the 

ABNT 13784 standard, considering the tank completely 

sealed, the pump starts sucking air out of the tank untill 

a preassure drop between 90 to 100 mmHg is reached 

and then the pump is turned off. This procedure is 

repeated until after the pump’s turning off the pressure 

drop value maintains itself stable inside the 

aforementioned range. After that te tank is put under 

observation for 30 minutes. During this time, the 

pressure raise cannot surpass 10mmHg (current 

standard) or 15mmHg (in study standard). In any case 

that the used limit value for the test is exceeded, the 

tank is deemed unfit. Thus, equally to the previous case 

of the wet part, for academic purposes, a computational 

program was developed, capable of calculating the 

diameter of the hypothetical hole necessary for the limit 

of pressure raise to be achieved. The procedures of the 

implemented algorithm, illustration of the methodology 

(fig.2) and equations are described next. 

3.2.1. Dry Part Test on A Completely Empty Tank 

(i.e. only air) 

Figure 2: Schematic representation of the methodology 

to detect leaks on the dry part of a completely empty 

tank. 

Initial considerations adopted: 

(1) The air behaves as an ideal gas at pressures below 

30 atm. 

(2) The properties of air in the tank are uniform, but 

time dependent. 

(3) Incompressible flow. 

The continuity equation was used to approach the 

problem: 

(7) 

Where: The first term represents the mass variation rate 

inside the control volume and the second term 
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represents the liquid rate of mass flow to the outside 

trough the control surface.  

Once the properties in the tank are considered uniform, 

the specific mass (ρ) can be taken out of the integral: 

 (8) 

So, 

(9) 

The only place where mass crosses the control volume’s 

boundary is at section 1, this way: 

(10) 

On the surface of section 1, the sign of is 

negative, 

    Figure 3: Surface 1 

Thus, 

(11) 

As the flow is considered uniform on surface 1, 

(12) 

Once  (tank’s volume) isn’t a function of time, 

     (13) 

Isolating , : 

  (14) 

Where, 

At this point the concept of stagnation pressure was 

used to find the velocity   with which the air flows 

into the tank. Thus for an arbitrary point inside the tank, 

with the subscript “0” representing the stagnation 

conditions: 

   (15) 

Isolating the velocity: 

  (16) 

Starting here, the subscript  will be used to indicate 

the start of the test and   to indicate the end of it. 

The velocities were obtained through the developed 

equations. Thus, for a vacuum (induced pressure drop) 

of 100 mmHg and a temperature of 27 C (300 K): 

   (17) 

   (18) 

And for an increase of 10 mmHg of pressure according 

to the in vigor standard: 

   (19) 

   (20) 

For a velocity of the sound on air at 27 C, ,  

Where: K is the Volumetric Elasticity Module of the 

air: 

   (21) 

And the Mach numbers, 

   (22) 

   (23) 

The Mach numbers obtained (M>0.3) suggest that the 

flow is actually compressible, different from what was 

initially assumed. 

Correcting the approach to a compressible flow the 

stagnation conditions for a compressible flow are: 
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   (24) 

And 

   (25) 

Isolating the Mach number in the stagnation pressure 

formula: 

   (26) 

The new Mach numbers will be: 

(27) 

(28) 

To find the flow  velocities it is necessary to obtain the 

sound velocity and the temperature inside the tank. 

Thus, using the stagnation condition of the temperature: 

(29) 

For the start and the end of the test: 

   (30) 

   (31) 

   (32) 

   (33) 

In possession of the Mach numbers e the respective 

sound velocities it is possible to calculate the inlet 

velocities of air into the tank: 

   (34) 

   (35) 

Back to the continuity equation: 

   (36) 

The time of the test can be represented by: 

   (37) 

Where, 

   (38) 

With, 

   (39) 

   (40) 

Having , it is possible to find the diameter of the hole 

in an iterative way, varying it until the time of the test 

reaches the desired 1800 seconds (30 minutes). 

3.2.2. Dry Part Test on A Semi Empty Tank 

This is a very common situation, which corresponds to 

a hybrid case with simultaneous coexistence of both wet 

part and dry part. The standardizing and procedures 

adopted to test tightness of the dry part of partially 

filled tanks is similar to the one described in the 

previous section (i.e. completely empty tank).However, 

a fundamental detail has to be considered in this case. 

As there is fuel present in the tank, part of the pressure 

increase will happen simply due to the evaporation rate 

of the fuel during the test, with this, not necessarily 

indicating a leaking through a hole or something 

similar. By neglecting this fact, the testing companies 

risk mistakenly deeming a tank unfit without knowing 

the real cause of the vacuum drop (pressure increase).  

This way, the challenge question that comes with 

applying this method to semi empty tanks is the 

following: A result that deems a tank non-tight and unfit 

has that result because of a real hole or simply due to 

fuel evaporation at low pressures generating a false 

positive of untightness? To help solve this problem, it is 

necessary to determine the parcel of the pressure raise 

in the tank caused only by atmospheric air inlet trough 

possible holes in the tank and, this way, distinguish with 

reliability the two possible sources of pressure increase.  

Throughout the research process, multiple laboratory 

tests were made simulating diverse situations, including 

on site tests contemplating real empty tanks from gas 

stations, which were certified tight. As a result of these 

experiments an empiric constant was obtained. It 

represents the median pressure increase in a tank on 

critical temperature conditions due to natural reasons 

(i.e. a perfect vacuum doesn’t exist) and leftover gas 

after the emptying process of the tank. The value found 

was between 9 and 10 mmHg. This empirical constant 

was used on this paper as the way to correct possible 

distortions in the application of the method and due to 

theoretical approximations, besides other ideal 

laboratory considerations applied to the equations of the 

study. Ratifying the fact that a perfect vacuum does not 

exist. Thus, the empirical constant above served to 
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attenuate the main differences between theoretical 

conditions and the real situations on the gas stations. 

To validate the computational simulation and the 

laboratory tests trough practical dry part tests of semi 

empty tanks, the following considerations were taken: 

(1) At the start of the test, the control volume is 

completely occupied by gasoline vapor, as it is 

denser than air, thus, it tends to expel it. 

(2) The control volume is the dry part of the tank 

not filled with fuel, and the variations on its 

dimensions are negligible. 

(3) A maximum natural increase of 

10mmHg(empiric constant) is expected on the 

simulation and happens, even if there are no 

detectable holes to allow air inlet or increase 

due to evaporation rate of the fuel throughout 

the duration of the test.  

Figure 4 - Schematic representation of the semi empty 

tank at the start of the test 

For this analysis, the Dalton law of partial pressures 

was used. 

   (41) 

   (42) 

(43) 

As the objective is to know the parcel of the pressure 

increase for which the air inlet is solely responsible for, 

the equation to be used is: 

   (44) 

Which can be expanded as: 

   (45) 

As the control volume does not contain any air at the 

start of the test, it is needed to find the final mass of air 

in the tank, which means, how much air entered the tank 

during the test. 

To exemplify and validate the methodology and make 

the due approximations, it will be considered a tank 

with volumetric dimensions equal to the volume of the 

parcel of the tank not occupied by liquid gasoline (Ex.: 

for a tank with 30 thousand liters with 76 cm of column 

of liquid fuel, this theoretical volume will be of 22947 

cubic meters) full of air. As the volume doesn’t change, 

the variation of the mass of air will be given by: 

   (46) 

The volume  is the parcel of tank’s volume that is not 

occupied by liquid gasoline. 

In possession of the value corresponding to the mass of 

air that entered the tank the Eq. (45) can be used to 

calculate the increase of pressure by air inlet into the 

tank. This was always the procedure adopted on this 

research for multiple simulations e practical validation. 

The temperature is the one at the end of the 30 minutes 

of the test. In this specific practical example the 

temperature was measured with the aid of well 

calibrated equipment of Veeder Root brand installed on 

the 30 de setembro gas station in Natal,RN, Brazil. The 

utilized tank in the simulation was of 30,000 liters with 

76 cm of liquid column (common gasoline). The control 

volume (the volume not occupied by liquid fuel) 

corresponds to 22,497 liters. 
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Having the value of pressure increase for which is 

responsible solely the inlet of air in the control volume, 

which is exactly what is necessary to certify tightness, a 

test situation of dry part test on an empty tank(only air) 

with a volume of 22,947 liters and a limit pressure raise 

corresponding to the pressure increase only by air inlet 

is simulated.  

The approach used analyzing only the air is justified by 

the difficulties encountered in analyzing the pressure 

raise caused only by fuel evaporation ( ), due to the 

scarcity of data and lack of depth in studies about the 

properties of the gasoline in pressure conditions 

different from the atmospherical. Given these 

difficulties, the analysis with the Dalton law allows an 

approximation where only the air properties are 

necessary, these being easily accessible. 

4. GENERAL RESULTS OF THE

SIMULATIONS

The following tables present the data regarding the 

results obtained for the smallest hole diameter than can 

be identified by a specific test situation and the 

variables used in the simulation. 

All the data from the simulations were obtained using 

the computational programs developed by the team 

simulating each of the previously detailed models (Wet 

part, empty dry part and semi-empty dry part). 

Table 2: Results for the simulation of a wet part test 

with a completely full tank 

Wet Part Test, Completely full tank 

(Theoretical) 

Volume of the Tank(m³) 30.607 

Liquid Column Height(cm) 254 

Volume of liquid(m³) 30.607 

Flow Rate(l/h) 0.378 

Gravity(m/ s2) 9.81 

Diameter of the hole(mm) 0.1375 

Table 3: Results for the theoretical ideal simulation of a 

dry part test with a completely empty tank 

Dry part test, completely empty tank(Theoretical) 

(Neglecting empirical constant) 

Variation of specific mass(kg/m³) 0.017217 

Volume of the tank(m³) 30.607 

Initial Air Inlet Velocity(m/s) 154.3069 

Initial Specific Mass(kg/ m³) 1.064019 

Specific mass variation rate  
Calculated from the equation in the 

integral form  (kg/m³/s) 

9.53E-06 

Time(s) 1800 

Diameter of the hole(mm) 1.302 

Table 4: Results for the theoretical simulation of a dry 

part test with a completely empty tank considering 

natural reasons 

Dry part test on a completely empty 

tank(Theoretical) 

Considering the empirical constant 

Allowed pressure increase(mmHg) 15 

Empirical constant(mmHg) 10 

Variation of specific mass(kg/m³) 0.017217 

Volume of the tank(m³) 30.607 

Initial Air Inlet Velocity(m/s) 154.3069 

Initial Specific Mass(kg/ m³) 1.064019 

Specific mass variation rate  
Calculated from the equation in the 

integral form  (kg/m³/s) 

9.53E-06 

Time(s) 1800 

Diameter of the hole(mm) 0.753 

Table 5: Results for the theoretical simulation of a wet 

part test with a semi empty tank 

Wet Part Test, semi empty tank (Theoretical) 

Volume of the Tank(m³) 30.607 

Liquid Column Height(cm) 76 

Volume of liquid(m³) 7.660 

Flow Rate(l/h) 0.378 

Gravity(m/ s2) 9.81 

Diameter of the hole(mm) 0.186 

     Figure 5: Veeder Root Equipment 
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Table 6: Results for the real analysis of a dry part test 

with a semi empty tank 

Dry part test, semi empty tank (Real) 

Mass Variation(Kg) 0.131979 

Final temperature(K) 292.7 

M(Molar mass) of the 

air(kg/Mol) 

0.029 

n(number of mos) of Air 0.102979 

Allowed pressure 

increase(mmHg) 

15 

Empirical constant(mmHg) 10 

Pressure increase by air 

inlet(Pa) 

10.92 

Diameter of the hole(mm) 0.097 

With the obtained results, it is possible to verify the 

clear effect of the evaporation rate on the total pressure 

increase during the test. When comparing the smallest 

identifiable hole of the dry part test with a semi empty 

tank versus a completely empty one, the 0.753 mm from 

the latter is approximately 8 times bigger, thus less 

rigorous, than the 0.097 mm found on the former. 

It is also possible to state the superiority of the dry part 

test when compared to the wet part one, as seen that in 

the same situation (semi empty, 76 cm of liquid column 

of gasoline) the dry part test showed itself two times 

more rigorous than its rival, thus, much stricter when 

judging the integrity of the tank. 

The difference in results between the tests using and 

neglecting the empirical constant is alarming, and 

shows how important its use is to approximate the 

simulation to the real situation. 

5. CONCLUSIONS

This study verifies the suspicions of the great difference 

in rigorousness between the two types of tightness test 

for USTs in gas stations allowed by the in force 

standard in Brazil.  

The results of the study confirmed the superior 

rigorousness of the dry past test. It also showed the 

necessity to adopt an empirical constant (obtained 

through extensive practical tests) to approximate the 

theoretical simulations and the real tests. This constant 

being the natural raise of pressure in any tank due to 

natural reasons, something that also allows us to 

reinforce the inexistence of a “perfect vacuum”. 

The results were also capable of confirming the initial 

suspicion of the great influence of the evaporation rate 

of the fuel on the total pressure increase throughout the 

duration of the test. 

A major hindering factor on the dry part analysis of a 

semi-empty tank was the lack of information about the 

properties of the gasoline on non-standard 

conditions(atmospheric pressure and average 

temperature). Deeper studies into the properties of this 

fuel would allow greater precision in determining the 

empiric constant and are an interesting prospect. 
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ABSTRACT 
In most classic vehicle routing problems, the main goal 

is to minimise the total travel time or distance while, the 

green vehicle routing problem, in addition to the stated 

objectives, also focuses on minimising fuel costs and 

greenhouse gas emissions, including carbon dioxide 

emissions. In this research, a new approach in Pollution 

Routing Problem (PRP) is proposed to minimise the 

CO2 emission by investigating vehicle weight fill level 

in length of each route.  The PRP with a homogeneous 

fleet of vehicles, time windows, considering the 

possibility of split delivery and constraint of minimum 

shipment weight that must be on the vehicle in each 

route is investigated simultaneously.  The mathematical 

model is developed and implemented using a simulated 

annealing algorithm which is programmed in MATLAB 

software.  The generated results from all experiments 

demonstrated that the application of the proposed 

mathematical model led to the reduction in CO2 

emission. 

Keywords: vehicle routing, green Vehicle Routing, split 

delivery, simulated annealing. 

1. INTRODUCTION
The Vehicle Routing Problem (VRP) is part of a series 

of problems that are associated with determining a set 

of routes in which each vehicle starts moving from a 

particular warehouse, serving a set of specified 

customers, and returning to the same warehouse. This 

problem was first introduced by Dantzig and Ramser 

(1959) and solved by mathematical methods. In the 

sequel, Laport et al. (1992) developed a variety of 

approaches of the branch and bound method to solve the 

vehicle routing problem. Clarke and Wright (1994) 

proposed a savings algorithm for solving VRP, which 

was the basis for many further kinds of researches. With 

recent advances in solving these problems, and taking 

into account more complex assumptions and 

constraints, metaheuristic methods such as genetic 

algorithm (Potvin and Bengio 1994), Tabu Search 

algorithm (Ho and Haugland 2004), ant colony 

optimization algorithms (Reimann et al. 2002), 

simulated annealing (Saad and Bahadori 2010) and 

particle swarm optimization (Norouzi et al. 2017) are 

developed.  

In 1990, Split Delivery Vehicle Routing Problem 

(SDVRP) and its mathematical model were introduced 

and presented by (Dror and Trudeau 1990) in which the 

economic aspect of the problem is considered when a 

customer is served with more than one vehicle. Dror et 

al. (1994) provided an integer program for the above 

problem and used the branch and bound algorithm to 

solve it. The real application of this problem is studied 

by (Mullaseril et al. 1997) for a food distribution 

network at a dairy farm in Arizona, USA. In their work, 

the delivery of goods to the customer is associated with 

a time limitation and proposed heuristics algorithm by 

(Dror and Trudeau 1990) is applied. Belfior (2009) 

applied SDVRP in a case study in Brazil, for a 

distribution network consisting of a central warehouse 

and 519 customers in 11 sectors using Neighbourhood 

Search algorithm. Tavakkoli-Moghaddam and Safaei 

(2007) developed the Simulated Annealing algorithm 

for SDVRP with the heterogeneous fleet.  

Transportation has irreparable effects on the 

environment; Consumption of resources, toxic effects 

on ecosystems and humans, noise and emissions of 

greenhouse gases (GHG) and pollutants are examples of 

these risks. Apart from the aforementioned negative 

effects, emissions of greenhouse gases and carbon 

dioxide (CO2) are directly linked to the health of the 

community and indirect to the destruction of the ozone 

layer (Bektaş and Laporte 2011). Most research has 

taken into account economic goals by minimising the 

distance, the time required or the number of vehicles 

needed and has neglected attention to environmental 

goals. Hence, the Green Vehicle Routing Problem 

(GVRP) has received the attention of scholars since 

2006. In the following, two categories including Green-

VRP (G-VRP) and Pollution Routing Problem (PRP) 

are dominated which have focused on reducing the 

energy consumption and CO2 emissions respectively 

(Lin et al. 2014).  

In terms of G-VRP, the following studies can be noted. 

Kara et al. (2007) modelled the Energy Minimising 

Vehicle Routing Problem (EMVRP) like the capacitated 

VRP (CVRP) with a new cost objective function based 

on the total load and Arc length. However, the details of 

the formulation of fuel consumption are not provided. 

 Peng and Wang (2009) modelled the VRP based on 

fuel consumption by considering just the load of the 
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vehicle. In their objective function, minimising both 

vehicle travel distance and fuel consumption are 

targeted. They suggested that in order to have lower fuel 

consumption, serving the customers with high demand 

must be prioritised rather than customers with lower 

demand.  A formulation of fuel consumption is done by 

(Xiao et al. 2012). They added a Fuel Consumption 

Rate (FCR) as a load-dependent function into a CVRP 

model and developed a CVRP model with the objective 

of minimising fuel consumption. In their work, they 

investigated both the distance travelled and the 

truckload to determine the fuel costs. Kuo (2010) in 

addition to the travel distances and load weights, also 

added the transportation speed to the fuel consumption 

calculation model in time-dependent VRP. Norouzi et 

al. (2017) developed a new mathematical model based 

on time-dependent vehicle routing problem to reduce 

fuel consumption by using Particle Swarm Optimization 

(PSO) algorithm.  

Among the studies that paid attention to PRP, Maden et 

al. (2010) considered VRP problem with time windows 

constraint and proposed and implemented the heuristic 

algorithm in a case study within the UK which received 

about a 7% saving in CO2 emission. Palmer (2007) 

presented an integrated model for routing and carbon 

dioxide emissions. He considered the role of speed in 

reducing carbon dioxide emissions in various 

congestion scenarios with window time and a reduction 

of 5% in CO2 emissions is achieved. However, the 

effect of the weight of the load was not considered in 

his problem. Bektaş and Laporte (2011) developed a 

comprehensive objective function of carbon emissions, 

driver's cost and fuel consumption within the PRP 

model with or without time windows. In this work, a 

minimum speed of 40 km/h is considered as an 

assumption, which is in contrast to the congestion 

situations. Continuing this research, Demir et al. (2012) 

investigated the optimal driving speed and showed that 

the reduction in CO2 emissions could occur by changing 

the speed within the network. In this study, SD-VRP 

formulation is modified to consider the CO2 emission 

and guarantee minimum vehicle weight fill level on 

board in order to formulate the new PRP optimisation 

model. 

2. MATHEMATICAL MODEL
In this research, a Pollution Routing Problem (PRP) 

with a homogeneous fleet of vehicles, time window, 

considering the possibility of split delivery and 

constraint of minimum shipment weight that must be on 

the vehicle in each route is  investigated simultaneously. 

In the following, an integer linear programming model 

of the problem is described: 

2.1. Input parameters 
V: Total number of customers; V= {0, 1, …, n}; Where 

node 0 corresponds to the depot and the other nodes in 

this set of vertexes represent the customers. 

A: sets of edges; A= {(i,j)│i, j}∈ V and i≠j}.  

K: Number of available vehicles; K= {1, ..., k}. 

Qk= Capacity of k
th

 vehicle (k∈K). 
𝐷𝑖= Customers Demand (i∈V).

dij = Length of edge between the nodes i and j; ; (i,j) ∈A 
and dij= dji 

Msk = Minimum Shipment weight that must be on the k
th

vehicle in length of each route 

𝐴𝑡𝑖𝑘= Arrival time of k
th

 vehicle to i
th

 customer

𝑡1𝑖= Order time of i
th

 customer

𝑡2𝑖= Order due time of i
th

 customer

Cijk= CO2 emission of moving k
th

 vehicle (k∈K)

between the nodes i and j  
Where 

Cijk = ((𝑇𝑊𝑘+𝑊𝑖𝑗𝑘)×E𝑘)×dij

Where 

TWk =Tare Weight of k
th

 vehicle

Wijk= Weight of shipments on board of k
th

 vehicle

between the nodes i and j 

Ek= CO2 emission rate of k
th

 vehicle

2.2.  Decision variables 

𝑥𝑖𝑗𝑘 = {
1      if 𝑗𝑡ℎ   customer is served by 𝑘𝑡ℎ𝑣𝑒ℎ𝑖𝑐𝑙𝑒 

after 𝑖𝑡ℎ customer 
0    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒       

yik=  the quantity of the demand of i
th

  customer which

is delivered by the k
th

 vehicle. 

2.3.  Formulation 
Therefore, the vehicle routing problem formulation by 

Dror et al. (1994) can be modified in order to consider 

the CO2 emission and guarantee minimum vehicle 

weight fill level on board in order to formulate the 

proposed Green Vehicle optimisation model in this 

study. 

The objective function represents minimisation of the 

total CO2 emissions generated by the transportation 

fleet can be written as follows: 

𝑀𝑖𝑛 ∑ ∑ ∑ 𝐶𝑖𝑗𝑘𝑥𝑖𝑗𝑘

𝐾

𝑘=1

𝑛

𝑗

𝑛

𝑖=0

 , 𝑖 ≠ 𝑗  (1) 

The ten model constraints considered in the proposed 

model are: 

a) Constraint represented in equation (2) ensures

that each customer is visited at least once

which guarantees the possibility of a split

delivery.

∑ ∑ 𝑥𝑖𝑗𝑘 ≥ 1,   𝑗 = 1, … , 𝑛,  (2)

𝐾

𝑘=1

𝑛

𝑖=0

 

b) Equation (3) is about entrance and exit flows

(p), where if a node i is visited by vehicle k,

then the amount of product from vehicle k that

enters and leaves that node must equal the
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demand at that node. Conversely, if node i is 

not visited by vehicle k, then the amount of 

product from vehicle k that enters and leaves 

that node must be 0. In fact, this constraint 

guarantee that any vehicle enters each node 

will definitely leave it. 

∑ 𝑥𝑖𝑝𝐾

𝑛

𝑖=0

− ∑ 𝑥𝑝𝑗𝐾

𝑛

𝑗=0

= 0 , 𝑝 =  0, . . . , 𝑛;  𝑘 = 1, . . . , 𝐾, 

  (3) 

c) Equation (4) guarantees that vehicle cannot

continue to serve more customers in length of

each route if the weight of its shipment on

board, coming down is from a specified

minimum shipment weight.

∑ 𝑊𝑖𝑗𝑘 ≥ 𝑀𝑠𝑘 ,

𝑛

𝑖=0

  𝑗 = 1, … , 𝑛;     𝑘 = 1, … , 𝐾  (4) 

d) Equation (5) ensures that the i
th

 customer's

demand is completed if at least one vehicle

passes through it.

𝑦𝑖𝑘 ≤ ∑ 𝑥𝑖𝑗𝑘  ,

𝑛

𝑗=0

  𝑖 = 1, … , 𝑛;  𝑘 = 1, … , 𝐾  (5) 

e) Constraint displayed by equation (6) indicates

that all customers demand is entirely fulfilled.

∑ 𝑦𝑖𝑘 =

𝐾

𝑘=1

𝐷𝑖 ,    𝑖 = 1, … , 𝑛  (6) 

f) Equation (7) imposes that the loading process

on any route should not exceed the capacity of

the vehicle.

∑ 𝑦𝑖𝑘

𝑛

𝑖=1

≤ 𝑄, 𝑘 = 1, … , 𝐾  (7) 

g) Constraint demonstrated by equation (8)

presents the sub tour elimination constraints

where (S) refers to any collection of customers

having at least 2 and at most n-1 members.

∑ 𝑥𝑖𝑗𝑘
𝑖,𝑗∈𝑆

≤ |𝑆| − 1  (𝑆 ⊂ {1, … , 𝑛});  |𝑆| ≥ 2  (8) 

h) Equation (9) enforces that all customers are

serviced no later than their order due time.

𝑡1𝑖 ≤ 𝐴𝑡𝑖𝑘 ≤ 𝑡2𝑖 , 𝑖 = 1, … , 𝑛; 𝑘 = 1, … , 𝐾  (9) 

i) Equation (10) guarantees the decision variables

𝑥𝑖𝑗𝑘 to be binary.

𝑥𝑖𝑗𝑘 ∈ {0,1}, 𝑖 = 0, … , 𝑛 ;  𝑗 = 0, … , 𝑛; 𝑘 = 1, … , 𝐾 (10)

j) Equation (11) guarantees that the decision

variable 𝑦𝑖𝑘 is positive.

𝑦𝑖𝑘 ≥ 0, 𝑖 = 1, … , 𝑛;  𝑘 = 1, … , 𝐾  (11) 

3. SIMULATED ANNEALING
Simulated annealing algorithm is an effective meta-

heuristic optimization algorithm for solving 

optimization problems which is presented by 

(Kirkpatrick et al., 1983) and adapted from the 

Metropolis–Hastings algorithm (Metropolis et al., 

1953). They proposed a gradual freezing technique to 

solve the hard optimisation problems. The main 

advantage of the simulated annealing algorithm is its 

ability to do not remain at the optimal local point and 

move to the global optimum point.  

In generic term, the algorithm consists of two loops: the 

first loop reduces the temperature from the initial 

temperature to the final temperature and the second loop 

identifies the number of repetitions at each temperature. 

The factors affecting the timing of temperature 

reduction include the initial temperature, the final 

temperature, how to reduce the temperature and the 

number of repetitions in each temperature. 

Simulated annealing algorithm starts from an initial 

solution and then in a repeat loop it moves to 

neighbouring solutions. If the neighbour's solution is 

better than the current one, the algorithm puts it as the 

current solution. Otherwise, the algorithm accepts that 

solution with the probability of exp (-ΔE / T) as the 

current solution. In this regard, ΔE is the difference 

between the objective function of the current solution 

and the neighbour's solution and T is a parameter called 

temperature. At each temperature, several repetitions 

are performed, and then the temperature is slowly 

reduced. In the initial steps, the temperature is set very 

high, so it is more likely to accept worse solutions. With 

the gradual decrease of temperature, in the final steps, 

there will be fewer probabilities for accepting worse 

solutions, and so the algorithm converges to a good 

solution. Figure 1 illustrates the general structure of the 

simulated annealing algorithm. 
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Start

Initialize Solution x

Create neighbourhood Solution y

If ΔE <= 0 then accept y

Otherwise, accept it by the 

probability exp (-ΔE / T)

Are the number of iterations 

reached?

Are stopping criteria 

satisfied?

yes

Stop

yes

Decreasing T gradually

no

no

Figure 1: Simulated annealing algorithm flow chart 

4. COMPUTATIONAL RESULTS
To evaluate the efficiency of the proposed mathematical 

method, numerical experiments with a single central 

depot and customer numbers of 20, 40, 60, 80, 100, 

120, 140, 160, 180 and 200 are generated randomly; 

this will lead to ten different experiments. Customer's 

locations are randomly generated in the space of up to 

200 in the x and y directions and depot's location is 

concentrated in the centre of this space randomly. 

Customers' demands weights (kg) are randomly selected 

from minimum 500 to maximum 3500 Kg to allow split 

delivery as the capacity of the vehicle is determined to 

be 3000 kilograms with a CO2 emission rate of 

0.0005442 kg per km (Hill et al., 2012). The number of 

the vehicle is considered equal to the number of 

customers through each experiment. The customer's 

order time (the date that order is placed) is determined 

randomly to be between January 1
th

, 2019 and January 

7
th

, 2019.  

Order due time of each customer is specified to be the 

maximum three days. It means customer's order must be 

filled within three days after that its order is placed.  

In order to evaluate the efficiency and verify the 

proposed model, it was performed using simulation 

annealing through two approaches; one by considering 

the minimum weight of shipments on board (Ms) 

(equation 4) and one without its consideration. 

Comparison of the results shows in all experiments, by 

applying the Ms (Minimum Shipment weight) 

constraint, the obtained outputs from the proposed 

model are improved in terms of both mileage and CO2 

emission (see Table 1). In Figures 2 and 3, the quality 

of the generated results through the ten experiments is 

shown in the improvement of the two criteria of CO2 

emission and mileage. 

Table 1: The obtained reduction rate of mileage and CO2 emission by applying the Ms (constraint represented by 

equation 4) 

Experiment Number Mileage reduction (%) CO2 emission reduction (%) 
1 4.2 2.1 

2 7.2 5.7 

3 9.0 4.4 

4 7.1 4.1 

5 16.3 9.0 

6 11.2 3.6 

7 12.0 4.6 

8 7.6 4.0 

9 10.2 4.9 

10 11.2 6.2 
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Figure 2: Comparison of the generated results in terms of the CO2 emission criterion 

Figure 3: Comparison of the generated results in terms of the Mileage criterion

5. CONCLUSION
In this paper, a new approach for Pollution Routing 

Problem (PRP) with time window and the possibility of 

split delivery was proposed to minimise the CO2 

emission by investigating minimum shipment weight 

that must be on the vehicle in length of each route.  

The proposed mathematical model was developed and 

implemented using a simulated annealing algorithm in 

MATLAB software.   

The results demonstrated that the application of the 

proposed model has led to a reduction in CO2 emission. 
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In relation to future work, the proposed PRP will be 

developed with heterogeneous fleet and limit the 

number of vehicle for further evaluation of its 

effectiveness. 
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ABSTRACT 

Energy efficiency in mobile health applications is a 

relevant problem for long-term monitoring and user 

acceptance. Various parameters influence the runtime of 

the system to some degree. One of the parameters is the 

sampling rate of the individual distributed sensors. 

Increasing the sampling rate can lead to an increase in 

energy consumption within the system. By contrast, a 

reduction can lead to a loss of the data quality, which 

reduces the informative value of the results of algorithms 

that use this data. Using optimization methods from 

reinforcement learning and deep learning to adaptive 

adjust the sampling rates during runtime, energy 

efficiency could be improved in only 40 training runs 

without losing data quality during sampling.  

Keywords: mHealth, energy efficiency, therapy 

systems, reinforcement learning 

1. INTRODUCTION

Monitoring and evaluation of daily activities, 

measurement and control of nutritional habits, 

monitoring of glucose levels, long-term ECGs for the 

detection of ischemia signs up to the mobile early 

detection of emotional break-ins of patients suffering 

from chronic depression. This is just a small overview of 

mHealth solutions in the end-customer market, which 

according to Reuters is expected to grow by more than 

35% over the next three years and is already worth 23 

billion dollars (Orbis Research 2017). This can be seen 

especially in the trend that end customers want to live 

more consciously and healthily and want to have full 

control over their physical health. In the same time, this 

trend makes it possible to expand medical care, even 

where there is no doctor or hospital nearby. 

Many solutions use the already existing infrastructures at 

the end customer's side to perform their services. These 

include personal smartphone and wearables such as 

fitness trackers or smart watches. These are either 

extended with external sensors or the existing sensors in 

the devices are used. In order to be able to collect data 

and draw conclusions from this, the sensors in the 

devices must be used in different ways, which varies 

depending on the particular use case, i. e. so-called 

sampling rates are defined for each sensor, which collects 

data in different time intervals ranging from a few 

milliseconds to hours. The more fine-grained the 

sampling rate time intervals are, the higher the power 

consumption of the individual sensors. This also reduces 

the battery life of the entire system, which can have a 

negative impact on the acceptance and long-term use of 

the system for the end users (both patients and medical 

staff, depending on the application). Thus, in this way, 

user acceptance is also a significant aspect of the 

dissemination of mHealth solutions.  

In particular, algorithms such as deep neural networks, 

which depend on large amounts of data in order to deliver 

good results, require high sampling rates in order to 

obtain the necessary data in order to be trained 

effectively. In order to achieve a long runtime of the 

overall system, the energy efficiency of the application 

can be increased by adjusting the sampling rates. This 

can be described as an optimization problem, whereby 

the objective function is the runtime of the overall 

system. The dependent variables of the optimization 

problem are the sampling rates on the one hand and a data 

quality measure of the used algorithms that process the 

measured data and depend on them on the other. Such a 

data quality measure should avoid that the 

meaningfulness of the algorithms is impaired during 

optimization. 

The work is organized as follows. Section 2 discusses the 

existing approaches. Section 3 deals with the 

optimization problem between total runtime and 

sampling rates. In section 4 the concept is introduced to 

be able to do the optimization. Section 5 describes the 

use case to which the concept was applied. The results of 

the simulation are presented and discussed in section 6 

and section 7 presents the future considerations in detail. 

2. RELATED WORKS

In previous work, several approaches to saving energy 

resources have already been developed. (Nguyen et al. 

2008) describes a simulation system with which strategic 

decisions for the selection of monitoring components, 

like sensors etc., can be determined to reduce the power 

consumption of remote monitoring systems. Here, the 

focus of the work is on the technical description of the 

simulation system as well as the architectural design of 
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the simulation system. The actual optimization, however, 

is carried out manually and not algorithmically.  

(Zois, Levorato and Mitra 2013) presents an advanced 

approach that enables and disables sensors of a 

distributed monitoring system based on their power 

consumption and profile. This means that 

algorithmically, based on quality characteristics, it is 

determined when which sensor must be used. Like this 

paper, at (Zois, Levorato and Mitra 2013) the sensors are 

switched off completely, but no configuration elements 

of the sensors are included.  

Other approaches such as that of (Chai et al. 2014) do not 

consider the sensors and their power consumption per se, 

but rather the data transmission and their frequency. It is 

algorithmically determined when and how many data are 

to be transmitted from which sensor. Thus, the focus of 

the paper is on optimizing the transmission intervals 

between the base station and the sensors without 

specifically addressing the underlying algorithms and 

their optimization. 

As the approach of (Zois, Levorato and Mitra 2013), 

(Chattopadhyay and Mitra 2017) looks at the stochastic 

selection of transmitting sensors in a distributed sensor 

network based on a modified Gibbs algorithm to 

determine the incoming data under uncertainty. 

However, as with (Chai et al. 2014), the focus here is 

again on optimizing the transmission times between base 

station and sensors, without going into the optimal 

selection of sensors at a certain point in time, based on 

the measured data. 

Like (Chai et al. 2014), (Zhang, Zhang and Zhang 2017) 

uses the transmission rate as a variable for optimizing 

energy consumption. They maximize the lifetime of the 

system through a heuristic approach that allows transmit 

power through multi-hop transmission of data from 

sensor to sensor. Although the system is working, it can 

only be used when a multi-hop application is possible. 

(Aleithe et al. 2018) developed a simulation framework 

for troubleshooting mHealth systems. They investigated 

the runtime on the bases of the energy consumption of 

the sensors used. Although the approach identifies 

precise problem sources on the basis of the FMEA, the 

adjustment is still manual and cannot be changed 

dynamically. 

(Wu et al. 2019) consider the energy consumption when 

transferring data to a personal device. The sensors are all 

equipped with an energy recovery module, which allows 

them to generate their own power. During transmission, 

no more energy should be consumed than is produced, 

without causing excessive delays in transmission. Even 

if the energy consumption is taken into consideration, 

due to the energy production of the sensors, this is not the 

main focus for the optimization. 

3. OPTIMIZATION PROBLEM

An interesting parameter for improving distributed body 

area networks is the overall system runtime. Longer 

system runtime, e. g. due to reduced power consumption, 

reduces charging times, battery change, etc. This can be 

achieved by reducing the power consumption of 

distributed sensors, for example, by influencing certain 

parameters of the sensors. For example, sensors can be 

switched on and off or their scanning frequency can be 

changed. The disadvantage of switching the sensors on 

and off is that not all sensors can be completely 

disconnected from the power supply and reconnected 

later. In addition, there may be other functionalities of the 

systems that require certain sensors independent of the 

system under consideration. The scanning frequency of 

the sensors is thus an effective instrument to reduce 

power consumption in the overall system without 

compromising other functionalities. 

The sampling interval for sensors determines how often 

data are collected from the sensors and transferred to the 

system, where each sensor has its own sampling interval. 

The sampling interval is defined with the interval 0 <
𝑇 < +∞ and valid under the condition that 𝑇 ∈
ℝ.Depending on the nature of the sensor, this sampling 

interval can take any positive value. The higher the value 

of the sampling interval, the fewer data from the sensors 

are collected in some time frame. The overall description 

of 𝑇𝑛 is shown in Equation (1), where 𝑡𝑛 is a moment in

a time series which is generated by the sensor. 

𝑇𝑛 = 𝑡𝑛+1 − 𝑡𝑛|n ∈ ℕ{0 ≤ n < +∞},
t ∈ ℝ{−∞ < t < +∞} 

(1) 

If the sampling interval of a sensor is set to four, for 

example, the initial value is read in time zero and every 

four time steps new values are read in each subsequent 

time (Yang 2014). This fact can be illustrated in Figure 1 

more clearly. 

Figure 1: With a sampling interval of 0.2 (black line) 

only rough fragments of the actual signal are read and 

processed. If the sampling interval is decreased to 0.1 

(dotted line), considerably more characteristics of the 

signal can be read and processed at the same time. 

Now, T is defined as sampling interval, which can 

increase or decrease. This is an important fact for the 

optimization problem and the depending variables of T. 

Therefore, it must be defined how T behaves when it 

increases or vice versa. 

𝑇𝑑𝑒𝑐: = 𝑡𝑛(𝑇) > 𝑡𝑛(𝑇𝑑𝑒𝑐) (2) 
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Equation (2) defines, on the one hand, the decreasing of 

T (𝑇𝑑ec). This means that more data are collected in a

shorter time than before. 

𝑇𝑖𝑛𝑐 : = 𝑡𝑛(𝑇) < 𝑡𝑛(𝑇𝑖𝑛𝑐) (3) 

Equation (3), on the other hand, shows that if T increases 

(𝑇𝑖𝑛𝑐), it collects less data at the same time as before,

because it takes more time. 

In a continuous space, as with physical data such as heart 

rates etc., the sampling rate determines how accurately 

the real world can be approximated. Different sampling 

rates with different sensors, therefore, map the signals 

and thus the values from the real world with different 

precision. 

The selection of the optimal sampling rates for a 

maximum total runtime of the system can be described 

as an optimization problem. The runtime dur of the 

system represents the variable to be optimized and the 

sampling rates T of any number of sensors represent the 

parameters. In empirical experiments, it was proved, that 

the duration of a system is dependent on the sampling 

rates of all sensors in the system. Therefore Equation (4) 

defines the duration of the system. 

𝑑𝑢𝑟(𝑇): = 𝑑 ∈ ℕ|0 < d < +∞ (4) 

The problem with this definition of the optimization 

problem is that no clearly defined optimum exists. In this 

way, the optimization would converge against the 

highest possible sampling rates, which would cause 

almost a stagnation of the data collection. One possibility 

to define an optimum is the total runtime of the system 

without sensor reading. However, functionalities based 

on the collected data would be affected. A better 

definition of the optimum is, therefore a quality measure, 

which reflects the quality of functionality or an algorithm 

output and at the same time is used as an optimization 

parameter. For predictive algorithms, for example, such 

a quality measure could be the accuracy of the algorithm, 

cf. Equation (5), with the measured data based on the 

sampling rates of the sensors. 

𝑎𝑐𝑐(𝑇): = 𝑎 ∈ ℝ|0 ≤ a ≤ 1 (5) 

However, these quality measures must be defined 

individually for each algorithm and each function in 

order to measure the best possible representation of the 

quality of the algorithm's output. These quality measures 

limit the optimization of the sampling rates to the degree 

that the sampling rates can only take those values which 

are within a certain tolerance range of the quality 

measure. 

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒(𝑎𝑐𝑐, 𝑑𝑢𝑟) (6) 

Both, the accuracy of the quality measure and the system 

duration, should be maximized after the optimization 

taking into account the dependencies between both 

variables. 

To describe the dependency between acc and dur 

Equations (7) and (8) are provided. 

𝑎𝑐𝑐(𝑇) = {
𝑎𝑐𝑐′(𝑇) ≥ 0, 𝑖𝑓 𝑇𝑑𝑒𝑐

𝑎𝑐𝑐′(𝑇) ≤ 0, 𝑖𝑓 𝑇𝑖𝑛𝑐
(7) 

𝑑𝑢𝑟(𝑇) = {
𝑑𝑢𝑟′(𝑇) ≥ 0, 𝑖𝑓 𝑇𝑖𝑛𝑐

𝑑𝑢𝑟′(𝑇) ≤ 0, 𝑖𝑓 𝑇𝑑𝑒𝑐
(8) 

Both equations show, that if T increases or vice versa, 

acc and dur are reverse related. This is because acc rises 

if more data are available to distinguish between multiple 

data samples. The connection between acc and dur will 

be further described in section 4 and 5. 

Thus, the optimization in this case consists of the 

optimization algorithm, mapped as a reinforcement 

learning (RL) problem, the total runtime of the system, 

the sampling rates of the sensors as optimization 

parameters and the quality measures of the functions and 

algorithms, which should be included as further 

optimization parameters and ensure the quality of the 

system. 

4. MODEL CONCEPT

As described in the previous chapter, the model concept 

presented here consists of several components. These 

components include the simulated environment with the 

associated sensors, the restrictive algorithms with their 

quality measures, which are formulated as boundary 

conditions for optimization, and the optimization 

algorithm itself. Figure 2 illustrates the exchange of 

information between the individual components. 

Figure 2: The optimization algorithm gives the sampling 

rates in the simulation (1). The simulation propagates the 

sampling rates to the sensors (2) and simulates the total 

runtime, which is passed back to the optimization 

algorithm (3). Based on the sampling rates, new test data 

are then generated (4) which are used in the quality 

measurement algorithm (5) to return the accuracy based 

on the current sampling rates to the optimization 

algorithm (6). The optimization algorithm then updates 

its network (7) and generates new sampling rates. 

As it is shown in Figure 2, the environment simulation is 

responsible for generating the duration of the total system 

runtime under the given sampling rates. The restrictive 

algorithms are also re-tested according to the sampling 

rates to calculate the change in the quality measure. The 
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optimization algorithm then calculates new sampling 

rates and the loop starts again. The individual 

components of the model architecture are explained in 

more detail below. 

The model of the environment maps the simulated data 

and the associated sensor network. The data generated 

for the sensors are based on different distributions to 

ensure variance between the individual sensors. This data 

is based on a continuous space, like most of the values 

measured in the real world. In a concrete example, these 

values could be the pulse rate or position determined via 

GPS. Due to the continuous nature of the measured data, 

the choice of sampling rate also determines the accuracy 

of the approximation of the environmental values. This, 

in turn, has an influence on pattern recognition of 

different algorithms whose data basis is subjected to this 

approximation. 

The quality measurement algorithms in the model consist 

of both the algorithm itself and the quality measure. 

Depending on the algorithm, the measurement of quality 

is defined differently. In this process, the quality 

measures flow indirectly into the calculation of the 

optimum to varying degrees, depending on the weighting 

in the reward function of the optimization algorithm. 

There is no restriction on the number of quality measures 

to be used, but there is an increase in the complexity of 

the environment and the difficulty of finding a global or 

near-global optimum when using multiple quality 

measures at once. 

As mentioned above, a reinforcement learning (RL) 

algorithm is defined as an optimization algorithm. 

Reinforcement learning is a semi-supervised learning 

method in the field of machine learning. This method 

consists of the continuous exchange between an action of 

the agent as a reaction to a state of the environment and 

the subsequent new state of the environment and a 

reward signal. Through the continuous exchange of 

status, reward and action, the agent develops a policy that 

attempts to optimize a variable in interaction with the 

environment. 

These RL algorithms have the property of reducing the 

state and action space by learning a function where other 

approaches such as brute force algorithms fail due to the 

complexity of the environment and the resulting runtime. 

In addition, RL algorithms using neural networks enable 

the learning of non-linear contexts. Since the state space, 

i. e. the measured data from the sensors, is subject to 

continuous distribution, policy-gradient functions that 

can deal with continuous environments are suitable for 

the selection of appropriate RL algorithms (Sutton and 

Barto 2018). Recurrent Neural Networks can be used to 

map the temporal dependency between runtime and 

selected sampling rates (Hochreiter and Schmidhuber 

1997). The output layer is a linear output consisting of 

three output nodes (total number of sensors in this use 

case). In contrast to classical classification methods, no 

classification is carried out here, but all values are 

returned directly. This has the advantage that the 

algorithm can adjust several sampling rates 

simultaneously during a one-time step. 

Now that the general structure of the model concept has 

been described, the next chapter will explain the use case 

and simulation structure. 

5. USE CASE SIMULATION

In the last chapter, the components of the presented 

model were introduced and explained in general. This 

chapter applies this model to a concrete use case from a 

current research project. The use case uses wearables and 

the participants' smartphones to identify mood patterns. 

Measured values can be obtained via the sensors from the 

smartphone as well as via the sensors of the wearables, 

which can be used to determine firmly classified mood 

levels. For this purpose, different sampling rates need to 

be set for different sensors. The problem here is the 

tradeoff between the long overall runtime of the system 

and the accuracy of the mood detection. If the sampling 

rate is maximized, the total runtime of the system drops 

to a few hours. If the sampling rates are increased 

simultaneously, the system can operate for up to one day. 

However, this reduces the accuracy of mood detection as 

predictive algorithms depend on the measured data. 

Real data are not yet available for use in the simulation 

since they will be collected later in the research project, 

assumptions about the data must be made in order to 

prove the convergence and thus the functionality of the 

approach. The sensor data of the wearables were 

generated randomized and normally distributed. To be 

able to predict three different moods with the quality 

measurement algorithms, three slightly different 

distributions were added to the simulated data. 

𝑝(𝑥) =
1

√2𝜋𝜎2
∗ 𝑒

−
2𝜎2 

(9) 

Equation (9) shows the used normal (Gaussian) 

distribution for generating the sample data. Depending 

on the mood, different mean values for each mood. Mood 

one got a mean of 2.0, mood 2 a mean of 0 and mood 3 a 

mean of -2.0. All have the same variance of 1. 

The used quality measure algorithm is a fully-connected 

two hidden layer neural network with classification 

output. The quality algorithm was pre-trained with data 

collected from the sensors. All data were labeled with the 

corresponding class labels of the three moods in a one-

hot-encoding. The simulation of the sensors and the 

associated continuous environment was implemented in 

Matlab Simulink® and generates the total runtime of the 

system. For the optimization algorithm, an actor-critic 

reinforcement learning model has been chosen, as this is 

a policy-gradient model that converges well with 

complex, continuous state-action spaces. 
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Figure 3: Illustrate the architecture of the deep neural 

network for the reinforcement learning algorithm 

The neuronal network for the reinforcement learning 

algorithm, displayed in Figure 3, was built up empirically 

and consists of several layers of LSTM cells to map the 

temporal dependencies. The Reward hypothesis is 

formulated as follows: 

𝐸(𝑟) = 𝛿 ∗ ((𝑎𝑡 − 𝑎𝑡−1) + (𝑎𝑡 − 𝑎𝑡0
)) +

(𝑑𝑡 − 𝑑𝑡−1)) ∗ 𝑦−1
(10) 

a describes the accuracy of the quality measurement and 

d the total runtime of the simulated system. δ and γ are 

hyperparameters for balancing the importance of the two 

parameters runtime and accuracy. In this use case, the 

total runtime was measured in seconds, resulting in a 

magnitude of 10⁴. Variations in the accuracy of the 

quality measure were in the range from 10⁻³ to 10⁻¹, 

which required an adjustment of δ and γ to an 

appropriated level. 

The loss function is a standard policy gradient update 

function similar to the publication in this paper (Mnih 

2016). However, a synchronous variant like the one in 

(Wang et al. 2016) was used. This decision was made due 

to the limited resources on the one hand and also based 

on the considerations and arguments and test results of 

(Wu et al. 2017) on the other hand. 

6. RESULTS & DISCUSSION

After a few episodes, the result of several training runs 

with different configurations was a convergence of the 

total runtime. As can be seen in Figure 4 the algorithm 

successfully converged after about ten episodes against a 

longer runtime than initially indicated. 

In 40 episodes the sampling rates were adjusted 15 times 

in each episode. When averaging the episodes, Figure 4, 

a short slump within an episode of the total runtime can 

be considered. Afterward, the expected convergence to 

an optimal overall runtime happens. A view at the 

sampling rates of the sensors in Figure 4 over the 

episodes shows that they also oscillate to an optimum in 

the applied use case. However, a dynamic environment 

has not been included, in which the sampling rates do not 

seek a general optimum state but are adjusted again 

depending on the changes in the environment, e. g. 

through user interaction. 

The presented results are a proof of concept which shows 

that the approach leads to an optimum in principle. The 

fast convergence and the high duration in the example are 

probably due to the simplicity of the environment, which 

consisted of only three sensors and a limiting algorithm. 

A more complex environment would require more effort 

from the RL algorithm. 

Figure 4: The first diagram shows the average total 

system runtime over the episodes with standard deviation 

as an error rate. The second diagram shows the 

development of the total runtime within an episode 

during the adjustment steps. The last illustration shows 

the sampling rates of the sensors and their development 

across the episodes. 

Nevertheless, despite simulative data with fictitious 

distributions, these outcomes can be interpreted as 

representative results, since the concept will behave in 

the same way even with sufficient underlying real data. 

The same applies to determine the accuracy of the quality 

measurement algorithms. These fundamentally influence 

the sensitivity of the algorithm to changes in the dataset. 

A change of the dataset to real data would only shift the 
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optimum between total runtime and accuracy, but not the 

convergence of the RL algorithm, by adjusting the 

hyperparameter in the reward hypothesis. Thus, the use 

of the concept for optimizing the overall runtime in 

mHealth applications can be described as basically 

successful. The following section describes the next 

steps for further evaluation of the concept to test its 

stability under real conditions. 

7. CONCLUSION & FUTURE WORK

This paper presented a concept to increase the overall 

runtime of a distributed sensor system by adjusting the 

sampling rates of the sensors. A reinforcement learning 

algorithm was used to optimize the ratio between sensor 

sampling rates and system runtime. In order to ensure 

that the quality of the collected data is respected, quality 

measurement has also been introduced. The result was a 

convergence of the overall system runtime to an optimal 

level without reducing the quality of the data and the 

resulting knowledge out of the data for further algorithms 

in the system. All calculations were performed on 

simulated data since the evaluation of real data can only 

be carried out after the proof of concept. 

The aim is to replace the simulated data with real test data 

to validate the functionality of the system under real 

conditions. In addition, a dynamic environment will be 

tested in future observations. For this purpose, everyday 

user interactions should be considered when calculating 

the optimum solution. Also, it is planned to test the 

algorithm on a field test with patients of a depression 

study. 
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