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ABSTRACT 

Cloud Computing has become an important paradigm 

for providing IT services. An important aspect that data 

centers which offer cloud services need to deal with is 

the reduction of their energy consumption. A suitable 

way for reducing the energy consumption and thus the 

energy costs is using energy efficient load distribution 

algorithms. These are commonly evaluated by 

simulation. Up to now, there are only few simulation 

tools for clouds that are freely disposable and those that 

do exist have hardly been compared in terms of their 

applicability for determining the energy consumption of 

clouds. Therefore, this contribution presents an analysis 

of simulators that investigates their suitability for 

determining the energy consumption of cloud data 

centers. The findings of the analysis will be supported 

by a unified experiment. The results demonstrate that 

existing work has limitations, for example in terms of 

components that are not considered to be energy-

consuming. 

 

Keywords: cloud computing, energy consumption, 

simulation, survey 

 

1. INTRODUCTION 

In recent years, Cloud Computing has been established 

as a new paradigm for the dynamic provisioning of IT 

services. In spite of the advantages of cloud services for 

both customers and providers, there are also some 

challenges that need to be addressed. One of the most 

important challenges for providers is the  reduction of 

the overall energy consumption that continuously 

increases due to the rapidly expanding demand for 

computational power (Zhang, Cheng and Boutaba 

2010). Current studies have shown that the energy 

consumption of data centers increased by 56% from 

2005 to 2010 (Koomey 2011). Taking into account that 

prices and demand for energy will continue to rise and 

therefore become the dominant factor in the total cost of 

ownership (Orgerie, De Assuncao and Lefevre 2014), it 

is desirable for operators of (cloud) data centers to even 

slightly decrease the energy consumption since this can 

have significant impacts on their profitability. A 

possible way to save energy is load distribution 

(Orgerie, De Assuncao and Lefevre 2014) which is also 

one of the major challenges regarding cloud computing 

(Zhang, Cheng and Boutaba 2010). Besides the fact that 

load distribution in terms of placing or migrating virtual 

machines (referred to as virtual machine scheduling) is 

an NP-hard problem (Zhang, Cheng and Boutaba 2010), 

additional aspects such as the free scalability of the 

resources according to the current workloads aggravate 

the task of distributing load in cloud data centers. 

In recent years, numerous algorithms for load 

distribution in clouds have been developed, many of 

them with the goal to increase energy efficiency. 

However, their effects on energy consumption in a 

specific scenario cannot be predicted trivially (Nehru et 

al. 2013). This is because the possible improvements of 

an algorithm strongly depend on the parameters of the 

specific data center, such as the offered services, the 

configuration of servers, the architecture of the network, 

the network topology and others. Hence, applying the 

same algorithm in different scenarios can lead to 

varying results in terms of energy consumption  (Liu et 

al. 2013). Therefore, there is a need for a solution that is 

able to exactly predict the energy consumption of cloud 

data centers and hence to also evaluate the effects of 

load distribution algorithms on the energy consumption 

of cloud data centers. 

In addition to testbeds and mathematical models, 

simulation is often used in order to investigate clouds 

(Sakellari and Loukas 2013). Since tools for the 

simulation of grids (or other similar paradigms) are not 

applicable to clouds (Buyya, Ranjan and Calheiros 

2009), the number of simulation tools that are available 

for public use is limited. The existing simulators differ 

in several aspects, for example in terms of components 

of a data center that can be modeled. As an example, 

cooling components (which are an important energy 

consumer) cannot be modeled in CloudSim (Calheiros 

et al. 2011) but in CReST (Cartlidge and Cliff 2013). 

In order to be able to investigate the effects if load 

distribution algorithms on the energy consumption of 

data centers, a simulator is needed that is able to exactly 

predict the energy consumption of clouds. Therefore, a 

survey on and an analysis of simulation tools for cloud 

data centers is conducted in this paper. It aims to 
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examine their suitability in terms of determining energy 

consumption in clouds. The survey provides a decision 

basis for choosing simulation tools for energy efficient 

cloud computing. Furthermore, a detailed comparison of 

existing simulation tools can reveal existing flaws that 

may be addressed in future research. Finally, a unified 

experiment is defined and implemented with each 

simulator. The respective results of each simulator will 

be compared in order to verify the findings of the 

analysis of the single simulators. 

 

2. RELATED WORK 

Cloud Computing is a hot topic and is thus subject of 

recent research. Since the research area is emergent, 

research is conducted in many directions. One of the 

most important areas of this research is the energy 

efficiency of clouds (Zhang, Cheng and Boutaba 2010). 

For the investigation of energy aspects, simulation is 

often used. But until today, an analysis and comparison 

of cloud computing simulators has only been carried out 

on a simple level focusing on general aspects of the 

simulators. 

For example, Zhao et al. provide a brief overview 

of existing cloud simulators without analyzing each 

simulator in depth (Zhao et al. 2012). In fact, the 

analysis is limited to only three criteria (underlying 

platform, programming language and whether the 

simulator is either based on software or based on 

software and hardware), while aspects related to energy 

efficiency are not considered. 

The analysis of Sakellari and Loukas presented in 

(Sakellari and Loukas 2013) is more detailed and also 

takes energy efficiency into account. However, the 

analysis in terms of energy is mainly limited to the 

question of whether energy aspects can be taken into 

account at all. Furthermore, general aspects such as the 

programming language are investigated. Details on 

energy consumption, such as the question which 

energy-consuming components can be modeled with the 

simulator are not part of the survey. 

The same applies to (Kumar and Rai 2014), 

wherein the analysis is less detailed as in (Sakellari and 

Loukas 2013) since this work does not mention how 

energy efficiency is meant to be considered. 

A recent survey on cloud simulators is presented 

by Ahmed and Sabyasachi in (Ahmed and Sabyasachi 

2014). In the analysis of the simulators, their features as 

well as their respective shortcomings are discussed. The 

analysis captures, among other things, whether energy 

models are part of the simulator. However, the analysis 

does not cover which energy models are included for 

which components. In addition, the final comparison of 

the tool is only based on the attributes of the analysis. A 

detailed comparison of the capabilities of simulation 

tools in terms of energy aspects is not carried out. 

 

3. ANALYSIS OF CLOUD SIMULATORS 

Before starting the analysis, suitable simulators must be 

identified. Therefore, scientific literature is reviewed 

towards simulation tools for cloud computing. In order 

to identify relevant literature, ACM Digital Library, 

IEEE Xplore Digital Library, Springer Link and Google 

Scholar have been queried for cloud simulators using 

the search term “cloud computing & 

simulat(e|or|ion|ing)”. Emulation environments, test 

beds and mathematical-analytical approaches are 

excluded from the survey. Mathematical-analytical 

approaches are not included since they only depict parts 

of clouds and are not suitable for modeling complex 

communication (Sakellari and Loukas 2013). The 

problem with testbeds or other real-world environments 

is that experiments are expensive, time-consuming and 

not repeatable (Zhao et al. 2012). In this paper, the 

focus is on tools that have been explicitly designed for 

the simulation of cloud computing systems. Therefore, 

simulation tools or frameworks that address data centers 

in general or areas similar to cloud computing (such as 

grid computing) are not included since such tools are 

unsuitable for simulating clouds (Buyya, Ranjan and 

Calheiros 2009). In order to be able to analyze the tools 

in depth (in terms of their source code) and in order to 

be able to carry out the unified experiment with each 

tool, simulators are only analyzed if they are available 

to public and open source. In order to keep the effort for 

the experiments low, other tools that do not provide 

crucial changes to the original are excluded from the 

analysis. 

In total, the search term defined before resulted in 

31 different simulators that have been mentioned in 

scientific literature. Most of them are proprietary 

implementations and not available for public. On the 

basis of the aforementioned aspects, four simulators 

have been identified that are open source and also 

disposable: 

 

 CloudSim (Calheiros et al. 2011), version 3.0.3 

 GreenCloud (Kliazovich, Bouvry and Khan 

2012), version 2.0.2 

 iCanCloud (Núñez et al. 2012), version 0.9 

 CReST (Cartlidge and Cliff 2013), version 0.5 

 

These simulators are analyzed in depth in the 

following. 

 

3.1. Criteria for Analysis 

The analysis of the aforementioned simulators consists 

of three parts: first, general aspects such as the 

evaluation method or the applied programming 

language are investigated. In the second part, the 

simulation tools are examined in terms of their 

suitability for modeling physical components of a cloud 

data center. In the last part of the analysis, the 

simulators are analyzed with respect to issues that are 

important for simulating load distribution and its effects 

on energy consumption but not directly consume 

energy, such as energy models that define how energy is 

consumed by the components of a data center. 

 

Proceedings of the International Conference on Modeling and Applied Simulation, 2014 
978-88-97999-40-9; Bruzzone, De Felice, Massei, Merkuryev, Solis, Zacharewicz Eds.  

150



3.1.1. General Aspects 

The general criteria are loosely based on (Smit and 

Stroulia 2013) and are summarized and described in 

table 1. 

 

Table 1: General Aspects of the Analysis 

Criterion Description 

Objective What was the simulator designed for? 

Evaluation How is the simulator evaluated? 

Type of 

Simulation 

Of which type is the simulation? 

(discrete-event, continuous, …?) 

License License under which the simulator was 

published 

Language Language the simulator is written in 

QoS Is it possible to measure effects on 

quality of service? 

Services Supported cloud-layer 

Basis Implementation basis of the simulator 

 

“Objective” captures the intention of the creators, 

such as estimating the energy-efficiency of clouds or 

determining their availability. The criterion 

“Evaluation” describes the evaluation method that has 

been applied in order to verify the simulator. This can 

for example refer to evaluation methods such as proof-

of-concept or case-study. “Type of Simulation” covers 

the type of the simulation, such as continuous 

simulation or discrete-event simulation. The license 

under which the simulations is released is covered by 

the criterion “License”. This is important due to the 

possibility for e.g. making changes to the source code. 

“Language” refers to the programming language that is 

used for the implementation of the simulator. 

“QoS” depicts whether it is possible to investigate 

indicators that are important for the quality of service, 

such as availability or response time. The criterion 

“Services” refers to the cloud-layer supported by the 

simulator as defined in (Mell and Grance 2011). “Basis” 

indicates the basis on which the simulator has been 

implemented, as far as it is based on another tool or 

framework. 

 

3.1.2. Physical Components 

With respect to more advanced criteria, it is necessary 

that all physical components of a cloud data center that 

consume energy can be modeled. A rough overview of 

the relevant components (confer for example (Brown et 

al. 2007; Jing et al. 2013)) is given in table 2. 

For the analysis, these criteria are even more 

detailed as depicted in table 2. The criterion “Server” 

represents a physical server that has various energy-

consuming components such as CPU, memory, 

motherboard, peripheral slots, fans and maybe a GPU 

(Fan, Barroso and Weber 2007; Greenberg et al. 2008). 

 

Table 2: Physical Components of the Analysis 

Criterion Description 

Server Is it possible to model servers in detail? 

Cooling Can cooling components be modeled? 

Storage 

Systems 

Is it possible to model storage systems? 

Support 

Systems 

Is it possible to model support systems 

such as UPS or lightning?  

Network How is the network simulated? Can 

devices and topologies be modeled? 

 

Furthermore, this criterion also includes racks as 

well as servers in terms of blades (Barroso and Hölzle 

2009). This criterion is fulfilled if all components can 

be modeled; otherwise it is partly fulfilled or not 

fulfilled (if none of the mentioned components of a 

server can be modeled). 

“Cooling” refers to the ability of a simulation tool 

to model cooling units that are common in a data center. 

This can for example refer to CRAC units (“computer 

room air conditioning”), free cooling methods or in-rack 

cooling as described in (Barroso and Hölzle 2009). This 

criterion is fulfilled if at least one cooling system can be 

modeled. 

“Storage Systems” depicts if it is possible to model 

central storage system since these can be important 

regarding the way the migration of virtual machines 

(VMs) is performed (Mishra et al. 2012). This criterion 

is fulfilled if storage systems can be modeled. The 

criterion “Support Systems” states whether support 

systems can be modeled. This refers to uninterruptible 

power supplies (USP) and lighting and is fulfilled if 

both of these can be modeled with the simulator. 

The criterion “Network” addresses several aspects. 

The first aspect is concerned with the question how the 

network is simulated. This can be done using a flow 

model or a packet model, while the latter is more 

accurate (Velho et al. 2013). Further aspects concerning 

this criterion are dealing with the question whether 

network topologies can be modeled (since there are 

different types of topologies which have different side-

effects (Barroso and Hölzle 2009)) and whether 

network devices as energy-consuming components are 

included in the simulator. 

 

3.1.3. Non-Physical Components 

In addition to the physical components, there are also 

non-physical aspects which are relevant for 

investigating load distribution and energy consumption. 

An overview of all the relevant non-physical aspects is 

given in table 3. 

In order to be able to evaluate the effects of load 

distribution algorithms on energy consumption, 

certainly “Load” has to be considered in a simulator. 

Load distribution in clouds can either refer to virtual 

machine scheduling or to the distribution of the 

workload (Beloglazov, Abawajy and Buyya 2012). 
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Table 3: Non-Physical Components of the Analysis 

Criterion Description 

Load Can workload and live migration be 

simulated? 

Virtualization / 

Cloud 

Are virtualization and rapid elasticity 

part of the simulator? 

Software Can software be modeled? 

Energy Models Are energy models provided for each 

component? 

Power Saving 

Techniques 

Are power saving methods a 

component of the simulator? 

 

VM scheduling refers to the placement or the 

migration of virtual machines. The distribution of 

workload means that tasks that are generated by user 

requests are assigned to applications that run in virtual 

machines. In order to fulfill this criterion, both aspects 

must be considered by the respective simulators. 

Since this research focuses on the simulation of 

clouds, it is obvious that the relevant aspects regarding 

cloud computing need to be taken into account. This is 

covered by the criterion “Virtualization / Cloud”. First, 

the concepts of virtualization – which is a key 

technology of cloud computing (Zhang, Cheng and 

Boutaba 2010; Mishra et al. 2012) – need to be part of 

the simulator. Furthermore, key aspects such as rapid 

elasticity and resource pooling (Mell and Grance 2011) 

must be considered. Resource pooling refers to the 

possibility to model multi-tenancy aspects with the 

simulator, which means that it is possible to model 

software that is for example capable to serve different 

customers independently from one another. An example 

for single-tenancy and multi-tenancy is given in figure 

1. Rapid elasticity means that provided computing 

resources are scaled to the actual demand of users. If all 

these aspects are considered, the criterion is fulfilled.  

 

 
Figure 1: Example for (a) Single-Tenancy and (b) 

Multi-Tenancy in Clouds 

 

An important aspect are software components in 

the data center since software determines the workload 

(Barroso and Hölzle 2009). Since applications usually 

do not work in isolation but frequently interact with 

other software components, it is also important to model 

such dependencies. As an example, this becomes 

important when a VM that runs a specific application 

cannot be moved to another physical host because 

another application would fail due to their dependence 

or other restrictions, such as legal issues. Therefore, 

software-dependencies must be taken into account. This 

criterion is fulfilled if both aspects – meaning the 

possibility to model software components as well as 

dependencies between software-components – are 

covered by the simulator. 

Certainly, energy models need to be part of the 

simulation tool in order to determine the energy 

consumption of components. Thereby, the simulator 

should include energy models that cover all physical 

components. As an example, this can be archived by 

providing energy models for all components or by 

providing an energy model that combines all 

components in one model. This criterion is fulfilled if 

the simulator provides energy models for all energy-

consuming components (such as in (Barroso and Hölzle 

2009; Fan, Barroso and Weber 2007)), partly fulfilled if 

at least some energy models are provided, and not 

fulfilled if no energy models are provided. 

Finally, power saving techniques should be 

considered by the simulators since they are crucial for 

data centers in order to save energy (Ge, Sun and Wang 

2013). Such techniques can be applied at the level of 

servers or at the level of networking elements in a data 

center. Since a vast amount of techniques exists (confer 

(Ge, Sun and Wang 2013)), this criterion is fulfilled if 

at least one technique is included in the simulator. 

 

3.2. Analysis of General Aspects 

In this section, the analysis of the general criteria is 

presented. Table 4 summarizes the results of the 

analysis for each of the investigated simulation tools. 

 

Table 4: General Aspects of the Analysis 
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Objective General 

Purpose 

Energy-

Efficien

cy 

General 

Purpose 

General 

Purpose 

Evaluation Proof-

of-

Concept 

Proof-

of-

Concept 

Proof-

of-

Concept 

Proof-

of-

Concept 

Type of 

Simulation 

Discrete 

Event 

Discrete 

Event 

Discrete 

Event 

Discrete 

Event 

License GPLv3 GPLv2 GPLv3 GPLv3 

Language Java C++, 

OTcl 

Java C++ 

QoS Yes Yes Yes No 

Services IaaS IaaS IaaS IaaS 

Basis - ns-2 - OMNet

++ 

 

Except for GreenCloud, the tools were not 

implemented for a particular purpose, but can be 

generally used for the simulation of clouds, while 

GreenCloud was designed for determining the energy 

consumption in clouds. Each simulator is evaluated by a 
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proof-of-concept. CReST is evaluated by conducting 

several experiments identified in literature. The results 

of the experiments are then compared to the results 

found in literature. iCanCloud is evaluated by 

comparing its results with results gained form different 

instance-types from Amazon’s EC2. Kliazovich, 

Bouvry and Khan conduct several experiments in order 

to demonstrate the suitability of GreenCloud 

(Kliazovich, Bouvry and Khan 2012), but do not 

provide data for comparison. Also CloudSim is 

evaluated by conducting several experiments (Calheiros 

et al. 2011). Although Calheiros et al. mention that 

CloudSim is also used in real-world scenarios 

(Calheiros et al. 2011), evidence is not provided for this 

statement. 

As expected due to the nature of clouds, each tool 

is a discrete event simulation. However, the fact that all 

simulators mostly generate deterministic results is 

surprising. Fluctuating demands for resources in the 

workload of a user or a random number of users are 

rarely taken into account. This is surprising since 

fluctuating and unpredictable demands are a 

characteristic of clouds (Cartlidge and Cliff 2013). 

All tools have been released under the GPL 

license. The applied programming languages are C++ 

and Java, while GreenCloud uses a mix of C++ and 

OTcl for defining experiments since it is based on the 

network simulator ns-2 which also uses C++ as well as 

OTcl. Except for iCanCloud, all simulators allow 

investigating impacts on quality of service, although 

this is limited on performance degradations. Impacts of 

load distribution on quality of service cannot be 

measured in terms of common metrics, such as defined 

in (Li et al. 2012). This can be a disadvantage in so far 

that too frequent migration of virtual machines on the 

one hand may significantly reduce the energy 

consumption, while on the other hand leading to an 

increasing response time because the load on the 

physical servers it too high. This can in turn lead to 

contractual penalties and thus unpick the cost savings. 

The only tool that considers other aspects than 

performance degradations is CReST since it is able to 

investigate the availability of physical components. 

Overall, the options for investigating QoS-aspects in 

clouds using simulation are limited. 

Regarding the criterion “Services”, every simulator 

addresses the infrastructure-layer (Mell and Grance 

2011) of the cloud stack. 

 

3.3. Analysis of Physical Components 

Table 5 summarizes the results of the analysis regarding 

the physical components. 

Table 5 already suggests that apparently, there are 

differences between the simulators in terms of which 

components can be modeled. For example, the model of 

a “Server” should consist of a CPU, main memory, hard 

disk drives, a motherboard, one or more peripheral slots 

and fans since these are the major energy consumers of 

a server (Greenberg et al. 2008). 

Table 5: Analysis of Physical Components 
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Server Partly Partly Partly Partly 

Cooling No No Yes No 

Storage Yes No No No 

Support No No No No 

Network Model Flow Packet Flow Packet 

Topologies Partly Yes Partly Yes 

Devices Yes Yes Yes Yes 

 

As mentioned before, also racks and blades are 

included in this criterion since these are common in data 

centers. Taking this fact into account with respect to 

simulators, it can be stated that CloudSim can only 

model CPU, memory, and disk. GreenCloud can model 

everything except for fans, motherboards, and 

peripheral slots. Nevertheless, main memory, disks, and 

network cards are not entities but attributes of a server. 

Furthermore, memory and disk are static values that are 

not varied during the runtime. The same elements as in 

CloudSim can be modeled with CReST. In the context 

of a direct comparison, only networking cards are 

missing in the latter. However, main memory and disks 

can be explicitly modeled as entities in CReST. 

Furthermore it can be stated that iCanCloud can also 

only partly model the energy consuming components of 

a server: CPU, main memory, and disks are included as 

well as servers in terms of racks and blades. Other 

components are not included in the simulator. 

Therefore, it can be concluded that none of the 

simulators can model servers according to their energy 

consuming components. 

“Cooling” is only taken into account by CReST, 

whereas none of the other simulators takes this into 

consideration. This is surprising, since cooling accounts 

for a substantial part of the energy costs in data centers 

– confer for example (Pelley et al. 2009; Barroso and 

Hölzle 2009) – and is important for other aspects as 

well, such as the availability of data centers since these 

cannot operate without cooling (Barroso and Hölzle 

2009).  Therefore, cooling should be taken into account 

when investigating the energy consumption of clouds. 

The only simulator that can model storage systems 

is CloudSim. Since such systems may be important for 

migrating virtual machines between physical servers 

(Mishra et al. 2012), they should also be included in a 

simulator; especially since the energy consumption is 

different when applying central storage systems in 

comparison to servers with integrated storage (Minas 

and Ellison 2009). 

Regarding the network criterion, the analysis 

revealed that GreenCloud and iCanCloud are packet-

level simulators. Packet-simulation is widely used to 

study network protocols and is very accurate, but also 

expensive. An alternative is to implement network 
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simulation by flow-models (Velho et al. 2013) as it is 

done in CloudSim and CReST. Since GreenCloud as 

well as iCanCloud are based on famous open source 

network simulators (ns-2 respectively OMNet++), they 

also provide the possibility to model different types of 

topologies as well as network devices, such as different 

types of switches. Also CloudSim and CReST provide 

the possibility to model topologies as well as network 

devices, although less detailed in comparison to 

GreenCloud and iCanCloud. In CloudSim, different 

types of topologies do not lead to different results, 

which is due to a bug in the implementation. The 

modeling of topologies is thus possible, but is not 

correctly implemented. The criterion is therefore only 

partially fulfilled for CloudSim. Support systems are not 

considered by any investigated simulator, so that the 

criterion “Support Systems” is not fulfilled. 

Summing up, it can be said that none of the 

examined simulators covers all energy-consuming 

components of (cloud) data centers. Therefore, there is a 

high probability that the energy consumption for an 

entire data center estimated by one of the simulators 

will be inaccurate since various components are left out. 

 

3.4. Analysis of Non-Physical Components 

Despite the fact that the physical components are crucial 

for estimating energy consumption and the effects of 

load distribution algorithms on energy consumption, 

also non-physical components are highly relevant. 

Regarding the determination of the energy consumption 

by simulation, energy models are especially important. 

But also other components are of importance for this 

purpose, as described in section 3.1. The results of the 

analysis concerning the non-physical components are 

summarized in table 6.  

 

Table 6: Non-Physical Components of the Analysis 
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Load Yes Yes Yes Partly 

Virtualization / 

Cloud 
Partly Partly Partly Partly 

Software Partly Partly Partly Partly 

Energy Models Partly Partly Partly No 

Power Saving 

Techniques 
Yes Yes No No 

 

Except for iCanCloud, all simulators fulfill the 

criterion “Load” since they provide functionalities to 

model different types of workloads as well as taking 

virtual machine scheduling into account, even though 

most included workloads lead to a deterministic output. 

Only iCanCloud does not include a functionality for 

VM scheduling, which is why “Load” is only partially 

fulfilled. 

Regarding the criterion “Virtualization / Cloud”, it 

is to say that no simulator can meet all of the aspects 

that are relevant to this criterion (confer section 3.1). 

CloudSim does not consider resource pooling. The same 

applies for CReST and iCanCloud. GreenCloud 

provides all the functionalities required for this. 

However, rapid elasticity is only partially fulfilled, as 

the demand is not subject to stochastic influences. Thus, 

rapid elasticity is taken into account in principle, but 

there are no adjustments to the demand at runtime and 

all information is thus known a priori, which is why the 

features for rapid elasticity are not used. With respect to 

the criterion “Software”, only iCanCloud allows to 

model both software components and dependencies 

between software components. The other three 

simulators lack the feature to model dependencies 

between software. GreenCloud is also not able to model 

software. It is only possible to model tasks which 

somehow represent software in GreenCloud. 

Energy models are provided by CloudSim, 

GreenCloud and CReST, whereas iCanCloud does not 

include any energy models. But none of the simulators 

provides energy models for all energy-consuming 

components: CloudSim and CReST do only provide an 

energy model for servers and this model only bases on 

the CPU respectively its utilization, whereas all other 

components are left out. Regarding an energy model for 

servers, the same applies to GreenCloud. Additionally, 

GreenCloud provides an energy model for networking 

devices. 

The last criterion for the non-physical components 

are power saving techniques. Since iCanCloud does not 

even provide energy models, also power saving 

techniques are not included in the simulator. Also 

CReST currently does not include such techniques. 

However, CloudSim and GreenCloud include such 

techniques. CloudSim provides an implementation for 

Dynamic Voltage and Frequency Scaling (DVFS), 

whereas GreenCloud provides implementations of 

DVFS and Dynamic Power Management (DPM). 

Therefore, the criterion is fulfilled for both CloudSim 

and GreenCloud. 

 

4. EXPERIMENT 

The analysis presented in section 3 revealed that there 

are significant differences between the simulators 

regarding the components and concepts they take into 

account. Accordingly, their results in terms of energy 

consumption should also differ significantly. Therefore, 

an experiment that aims to verify this assumption is 

carried out. First, a hypothetical scenario is defined. 

This scenario is implemented with each simulator (as 

far as possible). Finally, the results gained from each 

simulator are compared in order to verify the 

assumption mentioned before. 

 

4.1. Experimental Setting 

In order to keep the effort for implementing the single 

experiments low, a simple scenario based on a three-tier 
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data center architecture is defined. An example for a 

typical three-tier architecture as illustrated in figure 2. 

A three-tier architecture is common in modern data 

centers (Kliazovich, Bouvry and Khan 2012). It consists 

of different types of switches: core layer, aggregation 

layer and access layer. The core layer connects the data 

center to the Internet, the aggregation layer provides 

several functionalities (such as SSL or firewall) and the 

access layer connects the servers that are partitioned in 

a racks (Ge, Sun and Wang 2013). 

 

 
Figure 2: Typical three-tier data center architecture 

according to (Kliazovich, Bouvry and Khan 2012) 

 

The scenario consists of one core layer switch, two 

aggregation layer switches and four access layer 

switches. In total, 40 physical servers are partitioned in 

four racks. Therefore, each rack holds ten single servers 

(blades). The servers are homogenous in terms of their 

provided resources: 

 

 100.000 MIPS (Million instructions per 

second) 

 8 GB main memory 

 250 GB hard disk drive 

 1 GbE (Gigabit Ethernet) network adapter 

 

Additionally, a single user is part of the 

experiment. This user requests a unique service which is 

always served by a virtual machine or an application 

within a virtual machine. The user’s requests results in 

40 different virtual machines. According to the physical 

servers, the virtual machines have the same resource 

demands: 

 

 50.000 MIPS 

 2 GB virtual memory 

 3 GB virtual disk 

 1 GbE virtual network controller 

 

The workload that is generated by the user requests 

leads to a mean utilization of 50% in terms of the CPU 

load of each physical server. Each VM is placed on a 

single server. Live migration of running virtual 

machines is deactivated, so that the processing of each 

user request will have to be finished on the server where 

its serving VM was initially placed. Furthermore, power 

saving techniques are deactivated since not every 

simulator provides such techniques. Additionally, the 

linear energy models of the respective simulators are 

used. Two cooling units are also part of the scenario in 

order to manage the temperature of the data center. 

4.2. Results 

The scenario described in section 4.1 has been 

implemented in all simulators that had been analyzed 

before. As already stated in the analysis conducted in 

section 3, not every detail of the experimental scenario 

can be modeled with each simulator. For example, it 

was defined in the previous section that a linear model 

is used for determining the energy consumption. For 

instance, such a linear model for the consumption of 

servers is included in CloudSim and in GreenCloud. 

Although both models are based on the utilization of the 

CPU, they are not identical (compare (Beloglazov and 

Buyya 2012) and (Kliazovich, Bouvry and Khan 

2012)). While CloudSim and GreenCloud (as well as 

CReST) at least provide an energy model, this is 

completely missing in iCanCloud. 

Another example is that, except for CReST, none 

of the simulators is able to model the cooling units 

(confer section 3). The implementations of the 

experiments are therefore not completely identical. The 

simulation results in terms of throughput or response 

times would probably only be partially comparable – for 

example since CloudSim cannot correctly simulate 

different topologies, which will lead to errors in the 

results regarding response times. However, these 

aspects are not critical for comparing the energy 

consumption determined by each simulator. Therefore, 

the similarity of the various implementations of the 

experiment is sufficient. Indeed, components that 

maybe cannot be modeled with a simulator, such as 

specific types of switches, are especially important to 

the outcome of the experiment. However, profound 

adjustments of the respective simulation tools would be 

necessary for other purposes than the comparison of 

differences in energy consumption in order to get to 

comparable results. 

The simulation results in terms of the energy 

consumption determined with each simulator are 

depicted in figure 3. It shows the mean energy 

consumption determined by each simulator for a time 

frame of 24 hours. 

 

 
Figure 3: Mean Energy Consumption for each 

Simulator in kWh 
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Figure 3 does not contain any results regarding 

CReST. Although the experiment could be modeled in 

great detail with CReST, a program error prevents the 

experiment from being successfully completed. The 

same error also occurs in the sample scenarios provide 

by in CReST, which is why it can be foreclosed that the 

experiment is implemented incorrectly. Therefore, 

results are missing for this simulator. 

As expected, iCanCloud is not able to determine 

the energy consumption of the scenario defined in the 

previous section. Although many components of the 

scenario can be modeled, energy models are not 

included in iCanCloud as already stated above. 

Therefore, the amount of energy consumed by the 

single components cannot be determined, which is why 

the energy consumption is 0 as shown in figure 3. 

Significant consumption values could thus only be 

determined for CloudSim and GreenCloud. As shown in 

figure 3, the values differ greatly from one another. This 

is mainly due to the fact that GreenCloud simulates the 

energy consumption of the network devices as well. 

Since the consumption of both simulators regarding the 

servers is very similar (244,8 kWh in CloudSim and 

256,9 kWh in GreenCloud), the influence of the 

network components – although depending on the 

particular network architecture and topology (Bilal et al. 

2013) – is high. As an example, three-tier architectures 

usually consume plenty of energy. The differences in 

the determined consumption of the servers are the result 

of the functioning of the simulators. For example, there 

are minor differences in the workload profiles: 

GreenCloud reaches a mean utilization of 50% over all 

servers, but the utilization can be higher or lower for 

single servers. Since in all simulators, the energy 

consumption of servers is based on the utilization of the 

CPU, the determined energy consumption is not exactly 

the same due to differing utilization factors, although 

the consumption values are very similar. Since the 

confidence intervals of both results do not overlap, the 

differences in the results are significant. In fact, the 

results are deterministic. Thus, a significant difference 

exists (confer figure 3). 

The assumption made at the beginning of this 

section that the amount components and concepts taken 

into account as presented in section 3 have a significant 

impact on the simulated energy consumption can thus 

be confirmed. 

 

5. DISCUSSION 

The analysis conducted in this paper has revealed some 

differences between the analyzed simulators. 

There is a certain homogeneity between the 

simulators in terms of which components are included 

in the servers. Referring for example to the energy-

consuming components defined in (Fan, Barroso and 

Weber 2007), the amount of considered components is 

not sufficient for providing an accurate prediction of the 

energy consumption and is hence also not sufficient for 

determining the effects of load distribution algorithms 

on energy consumption. The experiment carried out in 

section 4 supports this assumption, although only a 

simple scenario was modeled and only two simulators 

were able to provide results. Considering the 

proportioning of the energy consuming components of a 

data center as illustrated in figure 4, it is likely to expect 

that the results of a more comprehensive simulator will 

differ even more from the analyzed simulation tools 

since these do not even completely include the IT 

equipment (confer the analysis of physical components 

in section 3.3), not to speak of other consumers such as 

cooling. 

The fact that many components are not considered 

by the respective simulators is thereby not surprising 

since appropriate energy models for the single 

components are often hard to find (Kansal et al. 2010). 

As the energy models of servers provided by the 

analyzed simulators are limited on the CPU, the 

simulators are also not applicable for all purposes. 

 

 
Figure 4: Sources of Energy Consumption in Data 

Centers (Source: (Power 2007)) 

 

For example, if storage systems are investigated, 

these will generate a lot more load on the disks than the 

on the CPU (Orgerie, Lefevre and Gelas 2010). Due to 

the higher load, the energy consumption of the disks 

would rise, but that cannot be determined by the current 

energy models. Another type of load would not even 

require a storage system; also an I/O-intensive workload 

would possibly increase the load of the disks and 

therefore their energy consumption. Especially memory 

is to become a dominant factor in the energy 

consumption of servers (Minas and Ellison 2009). 

Regarding an exact prediction of the energy 

consumption, such aspects must be taken into account. 

Surprisingly, cooling is almost ignored by existing 

simulators, which is astonishing considering their 

importance for data centers and their energy 

consumption – cooling accounts for about 25% of the 

energy consumption of data centers (Orgerie, De 

Assuncao and Lefevre 2014; Power 2007). Only CReST 

implements a module for cooling, which however does 

not determine any energy consumption since only a 

thermal model is implemented. However, the 

integration of an energy model for cooling has already 

been prepared in the source code. 

Just like cooling, also storage systems and support 

systems are hardly considered by the simulators. 

However, these are crucial both for the operation of the 

data center as well as for its energy consumption 

(confer figure 3). Especially regarding the physical 

components, there is a lot of potential for improvements 
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on the side of the simulators in terms of their accuracy 

of predicting the energy consumption of data centers. 

There is also potential for improvement in terms of 

the non-physical components of simulators. For 

example, there is a lot of backlog regarding the criterion 

“Virtualization / Cloud”, especially in terms of multi-

tenancy aspects (confer section 3.4). Furthermore, the 

consideration of software within the simulators needs to 

be improved. Especially with regard to non-functional 

properties such as availability, it is important to be able 

to model dependencies between applications. As the 

analysis revealed, this aspect is excluded by most 

simulators. Particularly aspects that are relevant for 

quality of service, such as the availability of a service, 

are ignored by most simulators. 

It is also worth mentioning that none of the 

analyzed simulators was actually evaluated on the basis 

of a complete data center. Due to the fact that relevant 

data for this purpose is hard to get, this is not surprising. 

However, an evaluation that captures a complete data 

center is important in order to provide evidence for the 

validity of the simulation tool. Such an evaluation 

would be a significant asset with regard to the proof of 

the suitability of a simulator for determining the energy 

consumption of data centers. Furthermore, this can help 

when it comes to determining the effects of load 

distribution on other components of a data center, such 

as effects on response time or availability. 

Regarding the simulation of clouds or cloud data 

centers, several issues are still unsolved and should be 

addressed in future work. 

 

6. CONCLUSION 

In recent years, cloud computing has become an 

important paradigm for providing IT services. Besides 

the advantages for cloud service providers, cloud 

computing also comes along with several challenges, 

among which reducing the overall energy consumption 

is one of the most important ones. A common method 

for reducing energy consumption is using load 

distribution in terms of VM scheduling (Zhang, Cheng 

and Boutaba 2010). In the past years, numerous 

algorithms for energy efficient load distribution in 

clouds have been proposed. Such algorithms are often 

evaluated by using simulation approaches (Sakellari and 

Loukas 2013). In order to investigate the applicability 

of existing simulators for determining the energy 

consumption in clouds and the effects of load 

distribution algorithms on energy consumption, an 

analysis of existing simulators was conducted in this 

contribution. 

The four simulators analyzed in this paper have 

similar objectives, but diverse designs and 

implementations. Regarding their suitability for 

determining the energy consumption of cloud data 

centers, the simulators have several limitations when it 

comes to modeling the relevant energy consuming 

components and also non-physical concepts that are 

relevant in the context of cloud computing, such as 

resource pooling (Mell and Grance 2011) or 

availability. The additionally performed experiment 

confirms the assumption that the consideration of other 

components of a data center can strongly affect the 

outcome of the simulation in terms of energy 

consumption. 

In order to get to more accurate results in terms of 

energy consumption, a more comprehensive simulator 

needs to be designed that addresses the shortcomings 

identified in the course of the analysis. 
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