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ABSTRACT 
This study evaluates a number of methods in 

forecasting lumpy demand – single exponential 

smoothing, Croston’s method, the Syntetos-Boylan 

approximation, an optimally-weighted moving average, 

and neural networks (NN).  The first three techniques 

are well-referenced in the intermittent demand 

forecasting literature, while the last two are not 

traditionally used.  We applied the methods on a time 

series dataset of lumpy demand.  We found a simple 

NN model to be superior overall based on several scale-

free forecast accuracy measures.  Various studies have 

observed that demand forecasting performance with 

respect to standard accuracy measures may not translate 

into inventory systems efficiency.  We simulate on the 

same dataset a periodic review inventory control system 

with forecast-based order-up-to levels.  We analyze 

resulting levels of on-hand inventory, shortages, and fill 

rates, and discuss our findings and insights. 

 

Keywords:  lumpy demand forecasting, neural 

networks, inventory control, simulation 

 

1. INTRODUCTION 
When there are intervals with no demand occurrences 

for an item, demand is said to be intermittent.  
Intermittent demand is also lumpy when there are large 

variations in the sizes of actual demand occurrences.  

Intermittent or lumpy demand has been observed in 

both manufacturing and service environments 

(Willemain, Smart, Schockor, and DeSautels 1994; 

Bartezzaghi, Verganti, and Zotteri 1999; Syntetos and 

Boylan 2001, 2005; Ghobbar and Friend 2002, 2003; 

Regattieri, Gamberi, Gamberini, and Manzini 2005; 

Teunter, Syntetos, and Babai 2010).  In proposing a 

theoretically coherent scheme for categorizing demand 

into four types (smooth, erratic, intermittent, and 

lumpy), Syntetos, Boylan, and Croston (2005) suggest 

49.02 CV  and 32.1ADI  for characterizing lumpy 

demand (where 2CV  represents the squared coefficient 

of variation of demand sizes and ADI is the average 

inter-demand interval). 

We apply a number of forecasting methods to actual 

demand data from an electronic components distributor 

operating in Monterrey, Mexico, involving 24 stock 

keeping units (SKUs) each with 967 daily demand 

observations exhibiting a wide range of demand values 

and intervals between demand occurrences.  Values of 
2CV range between 9.84 and 45.93 while values of ADI 

range between 3.38 and 5.44 (see Table 1) – all well 

over the cutoffs for lumpy demand as specified above. 

 

Table 1: Basic Dataset Statistics 
Series 1 2 3 4 5 6

% Nonzero Demand 30.4 32.8 32.7 34.1 35.7 36.2

Mean Demand 251.02 262.08 271.60 274.43 278.01 324.84

Std Dev 1078.80 985.19 1305.36 1221.31 1191.04 1387.20

CV 2
18.47 14.13 23.10 19.81 18.35 18.24

ADI 4.51 4.25 4.78 3.97 3.77 3.73

Series 7 8 9 10 11 12

% Nonzero Demand 32.4 33.3 34.4 33.8 35.0 35.2

Mean Demand 237.09 274.31 253.77 346.04 303.11 321.61

Std Dev 743.88 1134.55 959.19 1710.19 1229.80 1149.70

CV 2
9.84 17.11 14.29 24.43 16.46 12.78

ADI 5.21 4.73 4.03 4.83 5.14 4.83

Series 13 14 15 16 17 18

% Nonzero Demand 33.6 34.1 35.2 35.0 33.8 36.3

Mean Demand 299.15 296.07 288.78 305.81 228.74 352.32

Std Dev 1425.87 1321.28 1090.65 1257.98 889.07 1480.69

CV 2
22.72 19.92 14.26 16.92 15.11 17.66

ADI 5.44 4.68 4.39 4.41 4.30 4.09

Series 19 20 21 22 23 24

% Nonzero Demand 38.1 34.7 35.8 33.0 35.7 32.7

Mean Demand 322.98 355.48 328.70 394.84 314.33 410.00

Std Dev 1054.75 1609.05 1390.67 2675.95 1438.57 1929.56

CV 2
10.66 20.49 17.90 45.93 20.95 22.15

ADI 3.90 4.86 4.09 4.37 3.38 3.39  
 

Seven forecasting methods were initially 

evaluated, namely: 

 

 single exponential smoothing (SES) 

 Croston’s method 

 Croston’s method with two separate smoothing 

constants 

 the Syntetos-Boylan approximation 

 the Syntetos-Boylan approximation with two 

separate smoothing constants 

 a five-period weighted moving average with 

optimized weights 

 neural networks. 
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1.1 Well-Referenced Methods for Forecasting 
Lumpy Demand 
Croston (1972) noted that SES, frequently used for 

forecasting in inventory control systems, has a bias that 

places the most weight on the most recent demand 

occurrence.  He proposed a method of forecasting 

intermittent demand using exponentially weighted 

moving averages of nonzero demand sizes and the 

intervals between nonzero demand occurrences to 

address the bias problem.  Leading application software 

packages for statistical forecasting incorporate 

Croston’s method (Syntetos and Boylan 2005; Boylan 

and Syntetos 2007). 

While Croston assumed a common smoothing 

constant , Schultz (1987) suggested that separate 

smoothing constants, i  and s , be used for updating 

the inter-demand intervals and the nonzero demand 

sizes, respectively.  Eaves and Kingsman (2004) 

provide a clear formulation of Croston’s method with 

‘two alpha values’.  In the current study, for each 

demand series, we identify the combination of two 

alphas corresponding to the best forecast in the 

calibration sample.  We then apply the best combination 

of i  and s  for each series to forecast the test sample.  

Syntetos and Boylan (2001, 2005) reported an 

error in Croston’s mathematical derivation of expected 

demand, leading to a positive bias.  Syntetos and 

Boylan (2005) proposed what is now referred to in the 

literature as the Syntetos-Boylan approximation (SBA) 

– which involves multiplying Croston’s estimator of 

mean demand by a factor of  21 i , where i  is the 

exponential smoothing constant used in updating the 

inter-demand intervals.   

We note, however, that Syntetos and Boylan 

(2005) used the same smoothing constant for updating 

demand sizes as for updating inter-demand intervals in 

applying SBA to monthly demand histories over a two-

year period of 3000 stock-keeping units (SKUs) in the 

automotive industry.  As we do with Croston’s method 

in the current study, we likewise consider SBA with 

separate smoothing constants, i  and s , for updating 

the inter-demand intervals and the nonzero demand 

sizes.  Other than Schultz (1987), only Syntetos, Babai, 

Dallery, and Teunter (2009) and Teunter, Syntetos, and 

Babai (2010) have to-date reported using two separate 

smoothing constants on inter-demand intervals and 

demand sizes in empirical investigation – in the two 

latter studies, applied to the SBA demand estimator.   

The use of low  values in the range of 0.05-0.20 

has been recommended in the literature on lumpy 

demand (Croston 1972; Johnston and Boylan 1996).  

Syntetos and Boylan (2005) used the four  values of 

0.05, 0.10, 0.15, and 0.20 for the SES, Croston’s, and 

SBA methods.  We use these same four values in the 

current study. 

 
 

1.2 ‘Non-Traditional’ Methods for Forecasting 
Lumpy Demand 
Sani and Kingsman (1997) observed that less 

sophisticated (e.g., moving average) methods can prove 

superior to Croston’s method in practice.  Eaves (2002) 

also found that forecasting methods simpler than 

Croston’s or SBA method can provide better forecasting 

results for intermittent and slow-moving demand.  

Regattieri, Gamberi, Gamberini, and Manzini (2005) 

studied monthly demand data pertaining to spare parts 

for Alitalia’s fleet of Airbus A320 aircraft in 1998-

2004.  They found weighted moving average (WMA) 

forecasts, based on selecting the best sets of weights for 

three, five, and seven-month periods, to perform 

generally better than Croston’s, SES, and other 

smoothing methods (SBA was not considered). 

In the current study, we applied a five-day 

weighted moving average method with optimized 

weights (WMA5) – to correspond to weekly demand 

over a five-day work week.  The method averages the 

last five lagged values of lumpy demand through 

optimized weights. The lagged value 1 means the 

demand during the last time period and so on.  To 

determine the optimized weights, the method runs a 

standardized linear ordinary least square (OLS) 

regression on current period demand as target variable 

and the five most recent lagged period demands as 

predictor variables. The beta values of the lagged 

demands are normalized so that the values add up to 

1.000. The normalized values (see Table A.1 in the 

Appendix) are used as the moving average weights.  

The method determines the weights from calibration 

data (as discussed in Section 2.1) only. 

Researchers have used neural network (NN) 

models in various forecasting applications.  NN models 

can provide reasonable approximations to many 

functional relationships (e.g., White 1992; Elman and 

Zipser 1987), with flexibility and nonlinearity cited as 

their two most powerful aspects.  Hill, O’Connor, and 

Remus (1996) compared forecasts produced by NN 

models against forecasts generated using six time series 

methods from a systematic sample of 111 of the 1001 

time series in a well known ‘M-competition’ 

(Makridakis, Andersen, Carbone, Fildes, Hibon, 

Lewandowski, Newton, Parzen, and Winkler 1982).  

They found NN forecast models to be significantly 

more accurate than those of the six traditional time 

series models for monthly and quarterly demand data 

across a number of selection criteria.  Very few 

previous studies have used NN to forecast irregular or 

lumpy demand (e.g., Carmo and Rodrigues 2004; 

Gutierrez, Solis, and Mukhopadhyay 2008).  

We used a multi-layered perceptron (MLP) trained 

by a back-propagation (BP) algorithm (Rumelhart, 

Hinton, and Williams 1988).  We followed guidelines 

proposed by a fairly recent study on MLP architecture 

selection (Xiang, Ding, and Lee 2005) which suggests 

that one should first try a three-layered MLP.   One 

should also start with the minimum number of hidden 

units required to approximate the target function.  
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Functions learned by a minimal net over calibration 

sample points work well on new samples.  We used 

three layers of network: 

  

 one input layer for input variables 

 one hidden unit layer 

 one output layer of one unit. 

 

We chose three hidden units, which is a reasonably low 

number required to approximate any complex function.  

The network connects all hidden nodes with the input 

nodes representing the last time period’s demand value 

and cumulative number of time periods with zero 

demand.  The output node representing the current 

period’s demand value connects to all hidden nodes.  

We used 0.1 for the learning rate and 0.9 for the 

momentum factor, as recommended by seminal research 

(Rumelhart, Hinton, and Williams 1988). 

NN usually can approximate any function with the 

proper choice of parameters and a specific network 

structure (Lippmann 1987).  Eventually, after a repeated 

change of network structure and parameter values, one 

can find a “successful” combination of calibration and 

validation samples which provides a false impression of 

model generalization.  In this study, we choose a simple 

network structure with the same parameter values 

across all 24 lumpy demand series.  We validate once 

and report the results without going back to improve 

upon them.  If, accordingly, the NN model with this 

restriction outperforms other methods on the test 

sample, we are able to conclude the model to be 

superior.  We do not change the parameter values of NN 

across all the 24 time series.  On the other hand, we 

relax the restriction on other methods by trying out 

different parameter values as recommended in the 

literature. 

 

2. DATA SET PARTITIONING AND 
FORECAST ACCURACY MEASURES 

 
2.1  Data Set Partitioning 
We initially used the first 624 observations of the 967 

daily demand observations in each of the 24 time series 

to “train” and validate the models (the training sample).  

We then tested, at each of the four values of , the other 

forecasting models under consideration on the final 343 

observations (the test sample).  This generated an 

approximately 65:35 (65% training data and 35% test 

data) partitioning.  Researchers typically use an 80:20 

split to validate models (Bishop 1995).  To compare the 

forecasting methods further we have also ran the models 

on 50:50 and 80:20 data partitions.  Due to space 

limitations, however, we report results only for the 

65:35 data partitioning in this paper. 

 
2.2  Forecast Accuracy Measures 
Mean absolute percentage error (MAPE) is the most 

widely used accuracy measure for ratio-scaled data.  

The traditional definition of MAPE involves terms of 

the form 
tt AE  (where At and Et, respectively, 

represent actual demand and forecast error in period t).  
Since lumpy demand involves periods with zero 

demands, the traditional MAPE definition fails.  We 

used an alternative specification of MAPE as a ratio 

estimate (Gilliland 2002), which guarantees a nonzero 

denominator: 
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Willemain, Smart, Schockor, and DeSautels (1994) 

conducted a study comparing performance of SES and 

Croston’s method in intermittent demand forecasting, 

using (i) MAPE based on the above ratio estimate, (ii) 

median absolute percentage error (MdAPE), (iii) root 

mean squared error (RMSE), and (iv) mean absolute 

deviation (MAD) as forecast accuracy measures.  

However, they reported only MAPEs, noting that 

relative results were the same for all four measures.  

Eaves and Kingsman (2004) applied MAPE, RMSE, 

and MAD in comparing the performance of several 

methods (SES, Croston’s, SBA, 12-month simple 

moving average, and the previous year’s simple 

average) in forecasting demand for spare parts for in-

service aircraft of the Royal Air Force (RAF) of the 

UK.  Using demand data over a six-year period for 

18750 SKUs randomly selected out of some 685000 

line items, they found SBA to provide the best results 

overall using MAPE, but the 12-month simple moving 

average yielded the best MADs overall.       

Armstrong and Collopy (1992) did an extensive 

study for making comparisons of errors across time 

series.  For selecting the most accurate method, they 

recommend the median RAE (MdRAE) when few time 

series are available.  The relative absolute error (RAE) 

is calculated for a given series, at a given time t, by 

dividing the absolute error under method m, 
ttm AF ,

, 

by the corresponding absolute error for the random 

walk, 
ttrw AF ,

.  We compute the random walk 

forecast by simply adding one unit to the actual demand 

in the immediately preceding period.  Hence, 

 

  ttttmt AAAF   1RAE 1,
.  (2)

  

MdRAE is simply the median of all tRAE  values 

across the entire test sample. 

Syntetos and Boylan (2005) employed two 

accuracy comparison measures: relative geometric root-

mean square error (RGRMSE) and percentage best 

(PB).  The first measure is as follows: 
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where the symbols Am,t and Fm,t denote actual demand 

and forecast demand, respectively, under forecasting 

method m at the end of time period t.  PB, another scale-

free accuracy measure, is the percentage of time periods 

that one method outperforms all the other methods.  We 

use absolute error as the criterion to assess alternative 

methods’ performance under the PB approach.  

Gutierrez, Solis, and Mukhopadhyay (2008) used 

MAPE as well as RGRMSE and PB to assess 

performance of the SES, Croston’s, SBA, and NN 

forecasting methods.     

In the current study, we assess and compare the 

performance of the seven forecasting methods – 

specified in Section 1 – as applied to the test samples in 

the 24 time series in the dataset, using four scale-free 

error criteria: (i) MAPE, (ii) MdRAE, (iii) RGRMSE, 

and (iv) PB.  We used SAS software release 9.1 for our 

empirical investigations of both forecasting 

performance (reported in Section 3) and inventory 

control performance (reported in Section 4). 

 

3. EMPIRICAL INVESTIGATION OF 
FORECASTING PERFORMANCE 

Like Syntetos and Boylan (2005), Gutierrez, Solis, and 

Mukhopadhyay (2008) applied four  values: 0.05, 

0.10, 0.15, and 0.20.  The latter study found the SES, 

Croston’s and SBA methods to work best with  = 0.05 

for all 24 time series considered, which appears 

consistent with the lumpiness observed in the dataset. 

For the Croston’s and SBA methods with separate 

smoothing constants, we identified in the current study 

– for each demand series – the combination of i  and 

s  corresponding to the best forecast in the training 

sample, based upon a minimum MAPE criterion.  We 

then use the best combination for each series (see Table 

A.2 in the Appendix) to generate forecasts on the test 

sample.  (Eaves and Kingsman (2004), in applying the 

SES, Croston’s and SBA methods, likewise optimized 

smoothing constants using MAPEs only, but cautioned 

that the smoothing methods may yield better results if 

smoothing constants were optimized using a different 

forecast accuracy criterion.) 

Figure 1 shows the relative performance of all the 

seven methods with respect to MAPE under the 65:35 

data partitioning.  NN MAPEs are superior for 20 of the 

24 time series.  WMA5 is clearly the worst performer in 

all series.  For four series (4, 22, 23, and 24), NN, 

Croston, SBA, and SES perform quite closely.  If 

MAPE is the criterion to select the best method, a 

simple NN model is clearly the best performing method 

overall. 

In the current study, we did not observe any 

substantial improvement in forecast accuracy arising 

from using separate smoothing constants, i  and s .  

To execute forecasting and demand management, 

calibration of two-alpha combinations will add more 

complexity to the process.  In light of practical 

implications, we decided to drop the two-alpha Croston 

and SBA methods.  Moreover, because the SBA method 

is consistently superior to Croston’s method, we 

proceed to investigate only four methods – SES, SBA, 

WMA5 and NN. 

 

 
Figure 1: Comparison of MAPEs 

 

Figure 2 shows the performance of the four 

remaining methods with respect to PB.  NN is again the 

superior method overall, while WMA5 ranks second. 

 

 
Figure 2: Comparison of Percentage Bests 

 

Table 2 shows, for the 65:35 data partitioning, the 

best performing method across the 24 series for each 

accuracy measure.  NN is the best method overall with 

respect to MAPE, MdRAE, and PB, while NN and 

WMA5 perform equally well with respect to RGRMSE.  

However, WMA5 performs poorly when MAPE is the 

criterion for selecting the best method.  The other two 

methods, SES and SBA, which were developed and 

heavily researched for forecasting of intermittent/lumpy 

demand, did not perform as well as NN and WMA5.   

 

4. EMPIRICAL INVESTIGATION OF 
INVENTORY CONTROL PERFORMANCE 

Demand forecasting and inventory control have 

traditionally been examined independently of each other 

(Tiacci and Saetta 2009; Syntetos, Babai, Dallery, and 

Teunter 2009).  In reality, demand forecasting 

performance with respect to standard accuracy measures 

may not translate into inventory systems efficiency 

(Syntetos, Nikolopoulos, and Boylan 2010).  In an 
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intermittent demand setting, a periodic review inventory 

control system has been recommended (Sani and 

Kingsman 1997; Syntetos, Babai, Dallery, and Teunter 

2009).  A number of recent studies that address both 

forecasting and inventory control performance for 

intermittent demand (e.g., Eaves and Kingsman 2004; 

Syntetos and Boylan 2006; Syntetos, Babai, Dallery, 

and Teunter 2009; Syntetos, Nikolopoulos, and Boylan 

2010; Teunter, Syntetos, and Babai 2010) have 

employed the order-up-to (T,S) periodic review system 

(see, for example, Silver, Pyke, and Peterson 1998) – 

where T and S represent the review period and order-up-

to level, respectively. 

 

Table 2: Best Method by Forecast Accuracy Measure 

MAPE MdRAE RGRMSE PB

1 NN NN WMA NN

2 NN NN NN NN

3 NN NN WMA NN

4 NN NN WMA NN

5 NN NN NN NN

6 NN NN NN NN

7 NN NN WMA NN

8 NN NN NN NN

9 NN NN NN NN

10 NN NN NN NN

11 NN NN NN NN

12 NN NN NN NN

13 NN NN WMA WMA

14 NN NN WMA WMA

15 NN NN NN NN

16 NN NN NN WMA

17 NN NN NN NN

18 NN NN NN NN

19 NN NN NN NN

20 NN NN WMA NN

21 NN NN WMA WMA

22 SBA NN WMA WMA

23 NN WMA WMA WMA

24 SBA WMA WMA WMA

Overall NN NN N/W NN

Series

65:35 Data Partitioning

 
 

In the study by Eaves and Kingsman (2004) earlier 

discussed in Section 2.1, simulations of a (T,S) system 

were performed on actual demand data, aggregated 

quarterly, for the 18750 randomly selected SKUs.  

Forecast-based order-up-to levels S were determined as 

the product of the forecast demand per unit of time and 

the “protection interval”, T+L (where L is the reorder 

lead time).  Implied average stockholdings were 

calculated using a backward-looking simulation 

assuming a common fill rate (or percentage of total 

demand filled by on-hand inventory) of 100%.  SBA 

yielded the lowest average stockholdings among the 

five forecasting methods evaluated. 

Syntetos and Boylan (2006) used a dataset 

consisting of monthly demand observations over a two-

year period for 3000 SKUs in the automotive industry.  

They modeled demand over T+L in a (T,S) system by 

way of a negative binomial distribution – a compound 

Poisson distribution whose variance is greater than its 

mean.  Two target fill rates were considered: 90% and 

95%.  Using two cost policies in simulation 

comparisons, they demonstrated the superior inventory 

control performance of the SBA forecasting method 

relative to Croston’s, SES, and 13-month simple 

moving average methods. 

Two recent studies (Syntetos, Babai, Dallery, and 

Teunter 2009; Teunter, Syntetos, and Babai 2010) used 

a large dataset from the RAF of the UK, involving 84 

monthly observations of demand for 5000 SKUs over 

seven years (1996-2002).  The first 24 observations of 

each time series were used to initialize estimates of 

demand level and variance, and the second 24 

observations were used to optimize separate smoothing 

constants, 
i  and 

s , on inter-demand intervals and 

demand sizes, respectively.  Simulation of inventory 

control performance in applying the SBA method was 

then performed over the final 36 observations.  In the 

2009 article, the authors noted that in many 

intermittent-demand situations the ADI is larger than the 

lead time (or the lead time plus one review period).  

They accordingly excluded those SKUs in the RAF 

dataset with ADI less than T+L (with T = 1 month in 

this case), resulting in 2455, or 49% of the original 

5000 SKUs, actually being considered.  In the 2010 

article, lead time demand was modeled as a compound 

binomial process, with demands in successive periods 

being identically and independently distributed.  Both 

studies introduced a new approach to determine, in a 

(T,S) inventory control system, order-up-to levels 

utilizing both inter-demand interval and demand size 

forecasts explicitly whenever demand occurs.  Using 

various service-oriented and cost-oriented criteria, the 

two studies observed the superiority of the new 

approach compared to the classical approach which uses 

only the SBA estimate of average demand size.          

Sani and Kingsman (1997) have earlier applied 

simulation of real data (consisting of 30 long series of 

daily demand data over five years for low demand 

items), involving a single run for each data series, as a 

form of empirical evaluation.  In the current study, our 

simulations have also taken the form of a single run 

performed on the test sample consisting of the final 343 

daily demand observations for each of the 24 series in 

the dataset.  Simulation experiments involving multiple 

runs have not been attempted owing to the difficulty of 

mathematically modeling the degree of demand 

lumpiness observed in our dataset.   

We assume in the current study a (T,S) periodic 

review inventory control system with full backordering.  

For initial simulation runs, T is five days (one week) 

and we assume a deterministic reorder lead time, L, of 

10 days (two weeks).  Let tI  and tB , respectively,  

denote on-hand inventory and inventory shortage/ 

backlog at the time of review t, and 
jF  represent the 

forecast demand for period j (j = t+1, …, t+T+L).  

Without providing a safety stock component, the 
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replenishment quantity based upon a forecast-based 

order-up-to level is 

  

tt

LTt

t jt BIFQ   

1
.    (4)   

 

In our simulation studies, we continue to 

investigate only the four methods remaining under 

consideration – SES, SBA, WMA5 and NN – as 

identified in Section 3.  Figure 3 shows the mean 

inventory on-hand for each of the 24 SKUs throughout 

the test sample.  We excluded WMA5 from this figure, 

because means for most series are well over those 

computed when using SBA, SES, and NN.  We find that 

the mean inventory on-hand arising from the use of NN 

is lower, in most instances, than when SBA or SES is 

used.   
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Figure 3: Mean On-Hand Inventory with No Safety 

Stock Provision 
 

In Figure 4, however, we observe average 

backorders to be higher with NN than with SBA or 

SES.  Mean shortages are much lower with WMA5, 

consistent with the much higher average on-hand 

inventory levels observed in Figure 3 for this method.  

Figure 5 shows that the percentage of time when 

inventory shortages occur is generally highest when NN 

is used.  In like manner, we see in Figure 6 that the 

average fill rate is lowest overall when NN is used. 

We reiterate that Figures 3-6 pertain to the case 

where there is no safety stock provided.  The literature 

on inventory control suggests a safety stock component 

in order-up-to levels to compensate for uncertainty in 

demand during the “protection interval” T+L.  For each 

demand series, we calculated the standard deviation trs  

of daily demand during the training sample.  Initially, 

we set the safety stock level to be k standard deviations 

of daily demand during the training sample – i.e., trsk   

– with k = 4, 6, 8, 10, and 12.  We then proceeded to 

conduct single run simulations over the 343 

observations in the test sample for each of the 24 series.  

The values of k we have thus far tested give rise to 

safety stocks which are, more or less, comparable with 

the dLTz   suggested when daily demand 

during the protection interval is assumed to be 

identically and independently normally distributed with 

standard deviation d  (e.g., Silver, Pyke, and Peterson 

1998).  With the safety stock component, the 

replenishment quantity to order is  

 

tttr

LTt

t jt BIskFQ   

1
.   (5) 
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Figure 4: Mean Shortage with No Safety Stock 

Provision 
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Figure 5: Percentage of Time Stocking Out with No 

Safety Stock Provision 

 

When safety stock is set at 
trs4 , mean shortages 

as shown in Figure 7 have decreased significantly, 

although levels of on-hand inventory, as expected, have 

markedly increased.  We see in Figure 8 that mean fill 

rates have substantially improved overall compared 

with those seen in Figure 6, even as mean fill rates 
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when using NN continue to be generally lower than 

when WMA5, SES, and SBA are applied. 
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Figure 6: Average Fill Rates with No Safety Stock 

Provision 
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Figure 7: Mean Shortage with Safety Stock = trs4  
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Figure 8: Average Fill Rates with Safety Stock = trs4  

We continue to see essentially the same mean fill 

rate comparisons as k is increased to 6, 8, 10, and 12.  

Mean fill rates when k = 8 are shown in Figure 9.  We 

observe that all four methods under consideration lead 

to fill rates of 100% for series 22 and series 24. 
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Figure 9: Average Fill Rates with Safety Stock = trs8  

 
Figure 10 shows the average on-hand inventory 

levels when k = 8.  (Since fill rates arising from all 

methods are already at 100% for series 22 and series 24, 

these two series have been left out of Figure 10.)  On 

the other hand, average backorder levels are shown in 

Figure 11.  The lower mean fill rates with NN as 

forecasting method are clearly associated with generally 

lower average on-hand inventory levels but also 

generally greater mean shortages. 
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Figure 10: Mean On-Hand Inventory with Safety Stock 

= trs8  

 

Overall average fill rates across all 24 SKUs for 

each of the four methods under consideration are 

reported in Table 3 for the values of k tested.  
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Figure 11: Mean Shortage with Safety Stock = 
trs8  

 

Table 3: Overall Average Fill Rates with Safety Stock = 

k Standard Deviations of Daily Demand 
k SBA SES WMA NN
0 69.5 74.9 86.2 50.2
4 82.8 86.1 91.9 68.8
6 86.8 89.5 93.8 74.6
8 89.8 92.3 95.2 79.3
10 91.9 94.1 96.3 83.1
12 93.9 95.4 97.2 86.3  

 

We have also conducted simulations with L = 3 

days, for k = 0, 3, 5, 6, 7, 8, and 9.  Similar comparisons 

of average on-hand inventory, backorders, and fill rates 

have arisen. 

In view of the much higher levels of average on-

hand inventory associated with demand forecasting 

using WMA5, we focus our attention on NN, SBA, and 

SES.  At similarly specified safety stock levels, we 

observe much lower mean fill rates (i.e., inferior 

customer service levels) when NN – the “best” of the 

four methods based upon ratio-scaled traditional 

forecast accuracy measures – is applied in comparison 

with fill rates attained when using SES and SBA.  In the 

same vein, NN yields relatively lower average on-hand 

inventory levels (i.e., lower inventory carrying costs) 

but higher mean shortages (i.e., higher backorder costs).  

While our dataset does not include specific cost 

information, a distributor of electronic components will 

be expected to pay significant attention to customer 

service levels and backorder costs. 

Of additional interest is how SES and SBA 

compare in terms of stock control performance when 

demand is lumpy.  Eaves and Kingsman (2004) and 

Syntetos and Boylan (2006) have found SBA to 

outperform several forecasting methods, SES included, 

when demand is intermittent though not lumpy.  While 

SES is less sophisticated than SBA, the former yields 

generally higher average fill rates and lower average 

backorders than the latter.  On the other hand, however, 

SES leads to somewhat higher average on-hand 

inventory levels than SBA. 

 

5. CONCLUSIONS AND FURTHER WORK 
In the current study, we find support for earlier 

assertions that demand forecasting performance with 

respect to standard accuracy measures may not translate 

into inventory systems efficiency.  In particular, an NN 

model was found to outperform the SES and SBA 

methods in performance with respect to a number of 

scale-free traditional accuracy measures, but appears to 

be inferior when it comes to inventory control 

performance.   

We intend to do further simulation work that will 

search, for each SKU in the dataset, for the value of k 

(and, hence, the safety stock component of the forecast-

based order-up-to-level) that would meet a specified fill 

rate.  Simulation studies of periodic review inventory 

systems generally involve searching for order-up-to-

levels satisfying a target customer service level – e.g., a 

probability of not stocking out or a fill rate – often with 

a cost minimization objective (Solis and Schmidt 2009).  

For instance, Syntetos and Boylan (2006) evaluated 

performance of forecasting methods at target fill rates of 

90% and 95%, while Teunter, Syntetos, and Babai 

(2010) considered target fill rates of 87%, 91%, 95%, 

and 99%.  Boylan, Syntetos, and Karakostas (2008) 

initially set a fill rate of 95%, but later treated fill rate as 

a simulation parameter varying from 93% to 97%.  

Starting with comparable target fill rates, we will 

conduct simulation searches, with the resulting levels of 

on-hand inventory and backorders accordingly 

compared across the forecasting methods in terms of 

potential cost implications.    

Based on the simulation searches outlined above, a 

more rational comparison between methods, especially 

between SES and SBA, should be possible. 

 
APPENDIX 

 

Table A.1: Optimized Weights for WMA5 
Optimized Weights on Lagged Demand

Series Lag 1 Lag 2 Lag 3 Lag 4 Lag 5
1 0.434 0.348 0.036 0.055 0.127
2 0.113 0.086 0.174 0.344 0.282
3 0.151 0.162 0.205 0.133 0.349
4 1.017 -0.113 0.030 0.019 0.047
5 0.064 0.226 0.061 0.126 0.524
6 0.130 0.295 0.082 0.059 0.433
7 0.274 0.038 0.484 0.125 0.079
8 0.172 0.149 0.122 0.190 0.366
9 0.215 0.210 0.228 0.109 0.237
10 0.212 0.220 0.152 0.198 0.218
11 0.095 0.144 0.527 0.067 0.168
12 0.048 0.131 0.100 0.012 0.709
13 0.041 0.320 0.262 0.232 0.145
14 0.078 0.042 0.710 0.023 0.147
15 0.018 0.246 0.100 0.557 0.079
16 0.297 0.296 0.120 0.203 0.085
17 0.167 0.229 0.364 0.119 0.122
18 0.175 0.061 0.136 0.294 0.333
19 0.154 0.313 0.176 0.054 0.303
20 0.150 0.429 0.139 0.162 0.119
21 0.185 0.153 0.186 0.294 0.181
22 0.102 0.166 0.083 0.240 0.408
23 0.151 0.449 0.032 0.152 0.216
24 0.158 0.080 0.628 0.065 0.069  
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Table A.2: Minimum MAPEs of Two-alpha SBA and 

Two-alpha Croston’s Methods on Training Sample 
Two-alpha SBA Method Two-alpha Croston's Method

Minimum Minimum
Series MAPE (%) i s MAPE (%) i s

1 164.0 5% 5% 165.9 5% 5%
2 152.9 5% 5% 154.5 5% 5%
3 164.3 10% 5% 166.2 10% 5%
4 166.0 10% 5% 167.9 15% 5%
5 160.5 10% 5% 162.3 10% 5%
6 154.8 10% 5% 156.4 5% 5%
7 154.5 10% 5% 156.0 10% 5%
8 159.5 10% 5% 161.1 10% 5%
9 147.4 10% 5% 148.8 10% 5%

10 165.8 10% 5% 167.7 10% 5%
11 159.1 10% 5% 160.8 10% 5%
12 154.0 10% 5% 155.6 10% 5%
13 161.8 5% 5% 163.6 5% 5%
14 161.8 5% 5% 163.5 5% 5%
15 158.7 5% 5% 160.4 5% 5%
16 158.1 5% 5% 159.8 5% 5%
17 154.7 10% 5% 156.3 10% 5%
18 160.3 5% 5% 162.1 5% 5%
19 231.6 15% 20% 235.3 15% 20%
20 159.1 5% 5% 160.9 5% 5%
21 157.1 5% 5% 158.9 5% 5%
22 161.4 5% 5% 163.2 5% 5%
23 155.0 5% 5% 156.7 5% 5%
24 163.6 10% 5% 165.4 10% 5%  
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ABSTRACT 
The concept of random yields or uncertain supply is 

not new in inventory management. While this aspect 

has been extensively studied in the literature over 

several decades, the factors impacting uncertain 

supply have been largely been limited to quality 

defects, uncertain capacity and sourcing issues. The 

concept of random yields is very much applicable to 

the reverse logistics and remanufacturing activities 

that has received increased attention in recent years. 

The purpose of this paper is to demonstrate the 

modeling of the newsvendor problem with uncertain 

supply via spreadsheet based simulation as a 

managerial tool for optimizing the performance of a 

remanufacturing operation.  

 

1. INTRODUCTION 
Extensive amount of literature has been developed on 

the subject of Monte Carlo simulation and 

Newsvendor problem over the last several decades. 

The purpose of the paper is to demonstrate the use of 

spreadsheet simulation for remanufacturing operation 

from a managerial point of view, and hence we limit 

the discussion of the mathematical models in this 

area of study to a brief discussion. The second 

section of the literature review discusses the literature 

that has utilized spreadsheets as a means of 

simulation. Literature pertaining to the advantages of 

using spreadsheets for simulation and the various 

applications developed using spreadsheets would be 

the point of discussion in this section. In the last 

section we would review the literature addressing the 

issue of random yields in reverse 

logistics/remanufacturing scenario. 

The classical newsvendor/ newsboy problem 

also known as the single period problem (SPP) aims 

at maximizing the expected profit for a single period 

under uncertain demand scenario. Khouja (1999) has 

presented a detailed review of literature pertaining to 

the SPP and classifies the extensions to this problem 

in eleven categories. One of the categories amongst 

these eleven is that of ‘random yields’. The classical 

newsvendor problem assumes deterministic supply. 

The ‘random yields’ extension relaxes this 

assumption and considers stochastic supply. This 

type of situation is particularly applicable to 

electronic fabrication and assembly, chemical 

processes and in general processes having an 

unpredictable quality performance (Yano & Lee, 

1995). The concept of random yield was initially 

introduced by Silver (1976) in which he proposes an 

extension to the EOQ (Economic order quantity) 

model by assuming uncertain yields. Yano & Lee 

(1995) present a comprehensive review of literature 

dedicated to inventory models assuming random 

yields. They report that modeling of costs, modeling 

of yield uncertainty and measures of performance are 

the three main issues while analyzing inventory 

systems with random yields. Silver (1976) provides a 

list of causes that may lead to uncertain supply which 

includes inventory errors, capacity issues, raw 

material constraints, quality issues (internal and 

supplier). The literature can generally be divided 

depending on the source of supply uncertainty. 

Uncertain supply due to quality issues have been 

discussed by Shih (1980), Gurnani et al. (2000), 

Inderfurth (2004),  Maddah and Jaber (2008), 

Maddah et al. (2009). Capacity issues have been 

addressed by Erdem and Ozekici (2002), and Hariga 

and Haouari (1999). Ozekici and Parlar (1999), 

Keren (2009), Yang et al. (2007), and Rekik et al.  

(2007) consider sourcing and supply chain factors of 

random yield while defective inventory records 

leading to random yield have been discussed by 

Sahin et al. (2008), Fleisch and Tellkamp (2005), 

Hesse (2007).  

A brief overview of each section is presented as 

follows. Section 2 and 3 describes some relevant 

work in spreadsheet simulation and reverse logistics 

and random yields. Section 4 and 5 presents the 
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research question and decision environment 

respectively. Section 6 explains and applies the 

research approach using Monte Carlo simulation 

viewed as a newsvendor problem in the context of a 

remanufacturing decision. Section 7 analyzes the 

output data and provides a specific scenario analysis. 

Finally, the last section details the conclusions and 

briefly summarizes the contribution of the paper. 

 

2. SPREADSHEET SIMULATION FOR 
INVENTORY PROBLEMS 

Spreadsheets provide an easy and effective tool for 

building simulation models. Spreadsheet simulation 

is especially suited for static simulations such as the 

Monte-Carlo method. The ready availability and 

widespread familiarity make spreadsheets a useful 

platform for developing simulation and decision 

making tools that are simple and user friendly. Such 

tools can provide valuable assistance to the managers 

for decision-making and would help them improve 

the performance of their operations. Several papers 

discussing the use of spreadsheet simulation for 

facilitating the understanding of supply chain 

concepts amongst students can be found in recent 

literature. One of the first papers on this subject is Al-

Faraj et al. (1991). They address the newsvendor 

problem and provide a spreadsheet based support 

system for controlling the inventory and service 

level. Pfeifer et al. (2001) make a case for using 

spreadsheet based simulation for teaching the 

classical newsvendor problem in management 

schools. They claim that spreadsheet based 

simulations are more realistic, and are a more suitable 

way of introducing students to uncertainty and more 

complicated scenarios as compared to other 

approached like decision trees and mathematical 

analysis.  Walker (2000) presents a spreadsheet based 

decision support tool for managing the single period 

inventory problem. Sezen and Kitapci (2007) also 

present similar demonstration of spreadsheet based 

simulation for analyzing a supply chain inventory 

problem. Evans (2000) proposes the use of 

spreadsheets for teaching for simulation concepts. He 

uses the newsvendor problem for demonstrating the 

methodology of utilizing spreadsheets for 

constructing such simulation while noting several 

advantages of using them. Stahl (2005) also provides 

a spreadsheet based demonstration for the 

newsvendor problem based on Monte-Carlo 

simulation and reiterates the usefulness of such 

application in teaching as done by other authors. 

Seila (2005) also discusses the usefulness of 

spreadsheets for constructing simulations. He also 

provides a demonstration using the inventory model 

while also putting forth the limitations of the 

spreadsheets when dealing with complex data 

structures and algorithms, their slow speed and 

limited data storage. 

 

3. Reverse logistics and random yields 
The number of research papers considering random 

yield in reverse logistics/remanufacturing activities is 

comparatively low. Thierry et al. (1995) identify the 

information on the magnitude and uncertain of the 

returned products as one of the strategic issues in 

product recovery management. Guide (2000) has 

identified, uncertain timing and quantity of returned 

products as one of the seven characteristics that 

impact the reverse logistics/remanufacturing 

production planning and control activities. Ferrer 

(2003) evaluates the options that a manager of a 

remanufacturing unit has when faced with random 

yields and high lead time supplier and evaluates 

various scenarios comparing the value of information 

on random yields and having a highly responsive 

supplier. In more recent works, Bakal and Akcali, 

(2006) evaluates the effects of random yields on the 

profitability of an automotive remanufacturing 

facility where the firm has the power to influence 

both the supply and demand of the remanufactured 

products through pricing. Diaz (2010) used random 

varieties to exemplify the application of Monte Carlo 

simulation in a shorter version of problem while 

educating in supply chains and reverse logistics 

concepts. Longo and Mirabelli (2008), De Sensi et al. 

(2008), Curcio and Longo (2009), Cimino et al. 

(2010) used random variates and simulation both in 

normal supplì chains and in the case of reverse 

logistics for studying inventory problems. 

In the preceding sections, we have reviewed 

the literature pertaining to random yield in general 

and to reverse logistics/remanufacturing in particular. 

We have also reviewed the literature highlighting the 

importance and usefulness of spreadsheets based 

simulation. This review emphasizes the overall lack 

of literature dedicated to developing managerial tools 

for management of reverse logistic/remanufacturing 

operations and also points to the spreadsheet based 

simulation as a suitable platform for developing such 

a tool. In the next section, we would discuss a 

research associated to these issues and propose a 

model to assist the decision-making process in this 

context. 

 

4. RESEARCH QUESTION 
In general, firms that are faced with critical decisions 

in relation to undertaking significant additional 

production loads tend to be risk averse. The inherent 

uncertainty related to resources, demand, and supply, 

makes the decision difficult. However, most firms are 

pressured to increase efficiencies while keeping or 

increasing responsiveness. Thus, the enterprise is 
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expected to find and engage in activities that 

maintain or increase the difference between revenues 

and costs. Remanufacturing is an alternative activity 

that reduces this gap. What is uncertain are the 

various impacts on profits stemming from decision 

related to remanufacturing. Thus, the goal is to model 

and simulate the impacts on profits for the likely 

near-future electric energy portfolios within 

Southeastern Virginia 

 

5. DECISION ENVIRONMENT 
The objective of this case study is to present a 

common decision-making situation that can be 

modeled and simulated using Monte Carlo. This 

paper considers a hypothetical but realistically 

represented firm that manufactures a large number of 

electronic components. As most firms, there are 

subsets of components that are highly demanded and 

very profitable. The products analyzed in this paper 

are assumed to be highly sold in the winter season. 

The cost of producing each item is $8.15 while sold 

at $10.00. The volume of sales is 10,000,000 items 

per season.  Returns varies between 3%-6%. 

Traditionally, items that have been returned to the 

firm are sold to third party companies that scrap 

them, and according to market circumstances, these 

companies dissemble them to be used as raw 

components. They receive $0.25 apiece. However, 

the demand for their product has increased 

exponentially.  Expansion of current capacity is on its 

way. Marketing research indicates that new segments 

are willing to purchase like-new remanufactured 

products. Remanufactured items can be sold at $7.85 

per item. The forecasted demand has discrete 

probability distribution according to table 2. The 

associated costs of retrieving and collecting are $0.50 

each Inspecting and dissembling $2.30 per item  50% 

of this product can be remanufactured. 

Remanufactured costs are estimated to be $4.25 per 

item. After the season, unsold remanufactured items 

can be sold to other forms of secondary markets for 

2.50 each.  While you don’t have to make the 

decision, you have been asked to analyze the current 

situation and make a final recommendation on 

whether or not to remanufacture this item. Based on 

the probabilities distribution of remanufactured 

products you have to suggest how many of the next’s 

period items to collect and remanufacture. Because 

the profits have been extensively studied in the 

Tidewater region, you know that they are normally 

distributed. 

 

Table 1: Return Rates 

Demand Probability 

150 0.3 

200 0.2 

350 0.3 

250 0.15 

300 0.05 

 

Table 2: Probabilistic Demand 

Supply Probability 

400 0.2 

350 0.3 

600 0.15 

300 0.2 

500 0.15 

 

6. RESEARCH APPROACH 
This research proposes a Modeling and Simulation 

(M&S) approach to investigate decisions concerning 

the remanufacturing process. The four basic steps 

that gird our approach are as follows: 1) represent 

input data and generate random variates, 2) simulate 

the supply and demand 3) determine Measures of 

Performance, and 4) analyze output data. 

Monte Carlo simulation produces a probability 

that an outcome will occur. As a result, multiple sets 

of trials are required. Since the frequency of possible 

outcomes can be controlled, this frequency is always 

known. In this context, we need to mimic how the 

supply of returned products as well as the demand for 

them will be. We generate random numbers for the 

demand and the supply in separated streams. Each 

stream represents the supply and the demand 

respectively. A uniform distribution is used to 

perform the drawing of these random numbers.  

Let ξ  represent the stochastic supply, C the 

collection costs, I  the inspection costs, %RmPerc  

portion of remanufacturable products, RmC the 

remanufacturing costs, R the revenues, RP  the 

remanufacturing price, Rf the refunds, and P profits 

generated by the sales of remanufactured 

components.  

The collection and inspection cost, TCC , 

are determined by: 

(C + I)TCC ξ=
 (1)

 

The total remanufacturing costs, TRmC , is given by:  

* * %TRmC RmC RmPercξ=
 (2)
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The total revenues, TR  from remanufactured items 

sales is given by the Remanufacturing price times the 

minimum between the supply and demand. 

*min( , )TR RP ξ δ=
 (3)

 

Refund for unsold items: 

*max( ,0)TRf Rf ξ δ= −
 (4)

 

Total Profits, P :  

P TR TRf TCC= + −
 (5)

 

After calculating the mean, it is usual to accompany 

this with a confidence interval. It provides the 

accuracy of the estimate.  From statistics: estimated 

mean ( + /- a multiple of the standard error, so: 

 ( .  )

. 
.    

 

Confidence Interval X Multiple Std Error X

Std Deviation s
Std Error X

number observations n

= ± ×

= =
 

 

According to normal distribution Multiple for 

confidence level 95% = 1.96 (Central limit theory). 

Thus, for 95% confidence:  

 (1.96 )
s

Confidence Interval X
n

= ± ×
 (6)

 

 

7. RESULTS 
In this exercise, we analyze three possible scenarios 

that include:  

Probability of making any profit P(Profit>0) 

Count Number of Profits 0
(Profit 0)P

n

>
> =

 (7)
 

Probability of any lost  P(Profit<0) 

Count Number of Profits 0
(Profit 0)   or  1 (Profit 0)P P

n

<
< = = − >

(8)
 

Probability of making more profits than the most 

conservative strategy P(Profit>125) 

Count Number of Profits 125
(Profit 125)P

n

>
> =

 (9)
 

The estimated average of current situation can be 

calculated by the cost of good sold times the volume, 

which results in $815. The total revenues is given the 

current price times the current volume, so we have 

$1,000. As a result, the difference between revenues 

and posts provide us with profits, which is estimated 

to be $125. 

The estimated average profit resultant from 

the Monte Carlo simulation is $278.87. The average 

profits considering current situation (without 

remanufacturing) is $125. Since the difference is 

positive 153, there is no doubt that engaging in 

remanufacturing activities improves the probabilities 

of making additional profits. The estimated 

Confidence Interval (95%) is between 258.11 and 

299.63. 

Additional information will assist the decision-

making process from the risk aversion perspective. 

We used the three scenario described above to guide 

our suggestion. 

• Probabilities of making any profit = 67.10% 

• Probabilities of lost = 32.90% 

• Probabilities of more profits than current 

situation= 54.45% 
Given this outcome, the critical question to answer is 

deciding what to recommend. Firm’s risk aversion is 

intimately related to answering this question. 

 

CONCLUSIONS 
Analyzing uncertainty in supply and demand is not 

new. Research related to these issues has been 

studied widely. However, most studies focus on 

quality defects, uncertain capacity, and sourcing 

issues. Random yields definitions can be related to 

the reverse logistics and remanufacturing analyses.  

In this paper, we modeled a common reverse logistic 

problem using a newsvendor formulation. In the 

analysis, we used a spreadsheet model to represent 

not only the stochastic demand, but also the uncertain 

supply.  We used Monte Carlo simulation to 

determine the effects of several operational 

constraints on several measures of performance 

including costs, revenues, and profits. We used a 

theoretical --but realistic model-- to illustrate such 

procedures. We applied scenario analysis to study the 

effects on making profits and obtaining a profit 

threshold.  

We conclude that Monte Carlo Simulation is a 

well-suited approach to represent probabilistic 

demand and supply. We determine  that Monte Carlo 

yield insights into various effects on common 

operational measures of performance such as costs, 

revenues, and profits. The approach is used in the 

newsvendor context that assists decision-makers in 

single period decisions. 
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ABSTRACT 
The focus of this paper is an hazelnuts industrial plant 

located in Calabria (Italy). The objective is to 

implement a support tool (a simulator) to be used for 

carrying out specific analyses in order to test system 

performance under different operative scenarios 

improving and/or optimizing, if required, system 

design.   After the modeling phase, the simulation 

model has been verified and validated. Four different 

performance parameters are introduced to evaluate 

system behavior in correspondence of different 

operative scenarios. 

 

Keywords: industrial plant, Modeling & Simulation, 

performance analysis 

 

1. INTRODUCTION 
During the last years several research works in the area 

of Modeling and Simulation (M&S) applied to 

production systems and industrial plants design and 

management have been proposed (Callahan et al. 2006). 

 The M&S approach generally does not provide 

exact or optimal solutions to problems but allows the 

users to analyze the behavior of complex systems, to 

perform what-if analysis and correctly choose among 

alternative scenarios (Karacal 1998; Banks 1998). In 

fact, oppositely to analytical approaches, the main 

advantage of M&S when studying and analyzing 

manufacturing and logistic systems is the possibility to 

take into consideration multiple aspects without 

introducing restrictive assumptions. Other advantages 

of M&S include (Banks 1998): 

 

• understanding why certain phenomena occur in 

real systems; 

• diagnosing problems considering all the 

interactions which take place in a given 

moment; 

• identifying constraints, e.g. performing 

bottleneck analysis, it is possible to discover 

the causes of delays; 

• building consensus by presenting design 

changes and their impact on the real system; 

• specifying requirements during the system 

design. 

 

 A state of art overview highlights a great number of 

research works in the field of M&S for production 

systems and industrial plants design and management, 

see Berry (1972), Nunnikhoven and Emmons (1977), 

Stenger (1996), Mullarkey et al. (2000), Longo et al. 
(2005). According to Banks (1998), simulation plays an 

important role above all for its main property to provide 

what-if analysis and to evaluate all the benefits and 

issues related to the environment where it is applied.  

As a consequence simulation models are decision 

support tools adopted by company managers to solve 

problems. In fact, a simulation model is able to 

reproduce the evolution of the system taking into 

consideration several operative scenarios. Simulation 

models are classified in function of decisions they 

support. Strategic decisions typically concern 

production systems and industrial plants design and 

resources allocation in the medium/long period. Tactical 

decisions are related to planning and control of 

production systems and industrial plants in the medium 

period (weeks or months). Finally, operative decisions 

concern production systems and industrial plants 

management in the short period.  

The main objective of this paper is to present a 

simulation model used as decision support tool for 

investigating the behavior/performance of an industrial 

plant devoted to produce hazelnuts. Simulation Model 

development, verification and validation and 

preliminary analysis are presented. The paper is 

organized as follows: Section 2 reports a description of 

the hazelnuts industrial plant; section 3 presents the 

simulation model as well as verification and validation 

results while section 4 describes the preliminary 

analysis and simulation results. Finally, conclusions 

summarise critical issues and main results of the study. 

 

2. THE HAZELNUTS INDUSTRIAL PLANT 
As before mentioned, the production system considered 

in this research work is located in Calabria, south part 

of Italy, and manufactures hazelnuts for satisfying the 
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demand of the Pizzo Handmade Ice Cream Consortium, 

see Cimino et al. (2009).  

 The industrial plant has a rectangular shape 

with a surface of about 2000 m2. Figure 1 shows the 

industrial plant layout (red arrows show the material 

flow through the different work stations). 

 

 
Figure 1: The Layout of the Manufacturing System 

 

 According to Figure 1, the plant layout is 

subdivided in 8 different areas/departments each one 

including different workstations carrying out the 

following main operations: 

 

• pre-cleaning; 

• drying; 

• calibration; 

• shelling; 

• selection; 

• roasting; 

• graining; 

• pasting; 

• packaging (large and small bags). 

 

 Figure 2 shows the flow chart of the production 

process including all the main operations and 

highlighting the amount of product at the end of each 

operation. 

 

3. THE SIMULATION MODEL  
Based on authors experience ( simulation is the most 

effective tool for designing and analyzing 

manufacturing systems, industrial plants and supply 

chain as well (Bruzzone and Longo, 2010; Castilla and 

Longo, 2010; Cimino et al., 2009; Longo and Mirabelli, 

2009; Longo and Mirabelli, 2008). In fact, one of the 

most important advantages of simulation is to explore 

and experiment possibilities for evaluating system 

behavior under internal/external changes. 

 As a consequence, for a complete scenarios 

analysis based on a well defined experimental design 

(i.e. full or fractional factorial experimental design), a 

specific feature of the simulation model is flexibility. 

Consider as example Bocca et al. (2008); the authors 

implement a simulation model of a real warehouse 

highlighting the importance of building flexible 

simulation models for carrying out experimental 

analysis. Cimino et al. (2009), Longo and Mirabelli 

(2008) use flexible simulation model to analyze the 

performance of real manufacturing systems and supply 

chains by monitoring multiple performance measures 

under multiple system configurations and constraints. In 

the next section the implementation of the simulation 

model is briefly described. 

 

 
Figure 2: The production process flow chart 

 

3.1.  The production system processes modeling  
The simulation model presented in this research work 

reproduces all the most important processes and 

operations of the hazelnuts industrial plant. The 

software tool adopted for the simulation model 

implementation is the commercial package Anylogic™ 

by XJ Technologies. 

In particular, for reproducing all the logics and 

rules used within the industrial plant and for increasing 

model flexibility, different classes are implemented by 

using software libraries objects and ad-hoc Java 

routines. The simulation model is in two parts: the flow 

chart (or structure diagram) and the animation. 

The flow chart displayed in Figure 3 recreates 

system structure and contains software libraries objects 

opportunely connected and integrated in order to 

reproduce with high accuracy the flow of entities (raw 

material, semi-finished or finished products and 

workers) through the model. 

More in detail, entities defined in the simulation 

model can be classified into static and dynamic entities. 

Static entities (or resources) belong to specific 

areas of the model supporting dynamic entities that pass 

through. From the other side, dynamic entities represent 
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the objects flowing through different classes of the 

simulation model (workstations of the real 

manufacturing system). As a consequence, in the 

simulation model implemented static entities are 

represented by workers while hazelnuts are the dynamic 

entities. 

 

 
Figure 3: The Simulation Model Structure Diagram 

 

 Figure 4 shows the simulation model animation 

which faithfully reproduces the hazelnuts flow in the 

real system.  

 

 
Figure 4: The Simulation Model Animation 

 

3.2. The Graphic User Interface  
The main variables of the simulation model are 

completely parameterized in order to reproduce 

different operative scenarios. To this end the authors 

developed a dedicated Graphic User Interface (GUI) 
with a twofold functionality: 

 

• to increase the simulation model flexibility 

changing its input parameters both at the 

beginning of the simulation run and at runtime 

(by using sliding bars, buttons and check 

boxes) observing the effect on the system 

behaviour (Input Section); 

• to provide the user with all simulation outputs 

for evaluating and monitoring system 

performances (Output Section). 

 

 The Input Section reported in Figure 5 is 

subdivided in five different subsections: 

 

• the Industrial Plant parameters section in 

which, for each department, the productive 

capacity of machines and intermediate buffers 

capacity can be modified; 

• the Consumption of raw material section 

which contains the parameters related to the 

quantity of hazelnuts to be processed and their 

arrivals frequency; 

• the Workers section in which the number of 

workers to be allocated in each department can 

be easily selected; 

• the Work shifts section in which the user can 

decide for each production line/department the 

work shifts (up to three work shifts per day); 

• the Products mix section in which the 

production mix can be defined. 

 

 
Figure 5: The GUI Input Section 

 

 The Output Section provides the user with the 

simulation outputs to evaluate and monitor the 

industrial plant performances. According to Figure 6 the 

output section is subdivided in three different 

subsections: 

 

• the Plant production section in which the 

quantity of dried, roasted, grained hazelnuts 

and hazelnuts paste is displayed; 

• the Packages section in which the number of 

packages for each product is reported; 

• the Plant performance section in which the 

performance of the whole industrial plant is 

monitored. Furthermore, for each department, 

output data related to machines average 

utilization level and buffers saturation level 

can be collected.  

 

 
Figure 6: The GUI Output Section 
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4. MODEL VERIFICATION AND VALIDATION 
Verification is the process of determining that a model 

implementation accurately represents developer 

conceptual description and specifications (Balci 1998). 

 The simulation model verification has been made 

using the debugging technique. As explained in Dunn 

(1987), debugging is an iterative process that aims at 

finding and eliminating all the bugs due to model 

translation. The model is opportunely modified and 

tested (once again) for ensuring errors elimination as 

well as for detecting new errors. All the methods 

(routines written in Java) have been iteratively 

debugged line by line, detecting and correcting all the 

errors. 

   

4.1. The Validation   
Validation is the process of determining the degree to 

which a model is an accurate representation of the real 

world from the perspective of the intended use of the 

model (Balci 1998). Data used for simulation model 

validation regard an historical period of 5 years, from 

January 2005 to December 2009. 

 In order to evaluate simulation data accuracy, four 

different statistical indexes are introduced: the Root 

Mean Squared Error (RMSE), the Mean Absolute Error 

(MAE), the Modeling Efficiency (EF) and the 

Coefficient of Residual Mass (CRM). 

In particular, the RMSE and MAE indexes are 

calculated according to Fox (1981): 
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in which Pi represents values estimated by the model 

and Oi are values observed on the real system. MAE is 

less sensitive to extreme values than RMSE. The lower 

are these indexes, the higher is the model accuracy. 

 The other two indexes, the EF and CRM, are 

calculated using the following formulas (Loague and 

Green 1991): 
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in which Ō is the average value of observations on the 

real system. The optimal value for EF is 1; values 

greater than 0 indicate that model estimated values are 

better than the average of the observations while 

negative values confirm that the average of observations 

is a better estimator of model accuracy. The optimal 

value for CRM is 0; positive values indicate that model 

underestimates measured data while negative values 

indicate the opposite. 

 In order to assure the goodness of simulation model 

statistic results each simulation run has been replicated 

5 times so Pi are the average values of each run. 

 Let us consider results of the validation on dried 

hazelnuts annual production. 

 

Table 1: Validation on Dried Hazelnuts Annual 

Production 

year Pi 
(t/year) 

Oi 
(t/year) RMSE MAE EF CRM 

1 66 63,04 

2 415,4 420,29 

3 220 210,14 

4 700,4 765,60 

5 512,6 506,88 

29,71 17,72 0,99 0,03  

 

 
Figure 7: Dried Hazelnuts Annual Production (real and 

simulated) 

 

 According to Table 1, RMSE, MAE, EF, CRM 

values are good estimators of simulation data accuracy. 

Moreover, Figure 7 shows real and simulated curves of 

dried hazelnuts annual production (with different 

industrial plant setting and production mix every year): 

these curves are nearly similar so the simulation model 

is an accurate representation of the real system. Figures 

8–9–10 report validation results for roasted, grained 

hazelnuts and hazelnuts paste (again each year the 

production mix is different in order to test simulator 

capability in different operative scenarios). 

 

 
Figure 8: Roasted Hazelnuts Annual Production (real 

and simulated) 
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Figure 9: Grained Hazelnuts Annual Production (real 

and simulated) 

 

 
Figure 10: Hazelnuts Paste Annual Production (real and 

simulated) 

 

5. DESIGN OF EXPERIMENTS AND 
SIMULATION RESULTS ANALYSIS  

As before mentioned, the objective of this research 

work is to implement a simulation model to be used for 

carrying out specific analyses in order to test system 

performance under different operative scenarios 

improving and/or optimizing, if required, its design.   

 More in detail, the authors analyze system 

performance through four different performance 

parameters and by changing the pre-cleaning, roasting 

and roasted hazelnuts selection departments productive 

capacity keeping constant all the remaining 

parameters/variables. As reported in Table 2, each 

productive capacity is expressed as percentage of the 

actual value. 

 

Table 2: Factors and Levels 

Factors L1 L2 L3 
Pre-cleaning  
productive capacity 

90% 100% 110% 

Roasting  productive 
capacity 

90% 100% 110% 

Roasted Hazelnuts 
Selection productive 
capacity 

90% 100% 110% 

 

The four different performance parameters 

introduced are: 

 

• P1 related to machines average utilization level 

(ULi), see Equation 5; 

• P2 evaluated as the ratio between the 

intermediate stocks of hazelnuts in tons (WH) 

and the tons of hazelnuts to be processed 

(WIP) as reported in Equation 6; 

• P3 calculated as the ratio between tons of raw 

hazelnuts (IN) and tons of dried, roasted, 

grained hazelnuts and hazelnuts paste 

produced (OUT) as showed in Equation 7; 

• P4 which is a global system performance 

estimator, see Equation 8. 
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Simulation results, for each factors levels 

combination, are reported in Tables 3–4–5. In 

particular, the following scenarios have been analyzed:  

 

• comparison of the 90%, 100% and 110% 

scenarios in terms of pre-cleaning productive 

capacity; 

• comparison of the 90%, 100% and 110% 

scenarios in terms of roasting productive 

capacity; 

• comparison of the 90%, 100% and 110% 

scenarios in terms of roasted hazelnuts 

selection productive capacity. 

 

 For each scenario the four different performance 

parameters have been monitored. Table 3 reports the 

simulation results under different pre-cleaning 

productive capacity.  

 

Table 3: Simulation results under different pre-cleaning 

productive capacity 

Scenarios P1 P2 P3 P4 

90% Pre-cleaning  

productive capacity 
0,539 0,997 0,020 0,187 

100% Pre-cleaning  

productive capacity 
0,516 0,995 0,207 0,243 

110% Pre-cleaning  

productive capacity 
0,926 0,373 0,980 0,844 
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 Considering the P1 and P2 parameters, the first and 

the second scenarios shows a similar behavior while the 

third scenario provides a better behavior for these 

parameters and for the global system performance. In 

fact, the increase of pre-cleaning productive capacity 

means the increase of the machines utilization level for 

this production line and, as a consequence, the addition 

of raw hazelnuts in input. 

 Table 4 reports the simulation results under 

different roasting productive capacity. Also in this case, 

the P1 and P2 parameters have a similar value in the first 

and second scenarios while the third scenario provides 

the worst behavior for the P2  parameter.  

 

Table 4: Simulation results under different roasting 

productive capacity 

Scenarios P1 P2 P3 P4 

90% Roasting  

productive capacity 
0,377 0,798 0,016 0,199 

100% Roasting  

productive capacity 
0,413 0,796 0,165 0,261 

110% Roasting  

productive capacity 
0,833 0,336 0,882 0,793 

 

Table 5 shows the simulation results for the roasted 

hazelnuts selection productive capacity. 

 

Table 5: Simulation results under different roasted 

hazelnuts selection productive capacity 

Scenarios P1 P2 P3 P4 

90% Roasted 

Hazelnuts Selection  

productive capacity 

0,647 0,897 0,022 0,257 

100% Roasted 

Hazelnuts Selection  

productive capacity 

0,677 0,896 0,165 0,316 

110% Roasted 

Hazelnuts Selection  

productive capacity 

0,787 0,186 0,735 0,779 

 

Such scenario investigates how system 

performance changes under different roasted hazelnuts 

selection productive capacity. In this case the global 

system performance increase passing from 90% to 

100% roasted hazelnuts selection productive capacity is 

about 30% while the best results in terms of global 

system performance is related to 110% roasted 

hazelnuts selection productive capacity.  

 

6. CONCLUSIONS  
A simulation model of a hazelnuts industrial Plant, its 

implementation, verification and validation are 

presented. Preliminary analysis to investigate system 

behavior under different factors levels combinations are 

carried out. In particular, four different performance 

measures are introduced in order to evaluate system 

performances under different operative scenarios. 

Changes in factors levels highlights the tendency of the 

system to over-react with major changes in some of the 

performance measures therefore stressing the 

importance to use the simulator to tune the system 

correctly to improve system efficiency.  
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ABSTRACT 
Coordination is defined as the management of 

dependencies between activities in order to reach an 

objective. These dependencies generally concern 

resource sharing and the compliance with temporal 

(simultaneity, precedence) and spatial constraints. This 

management is made according to two principal modes: 

explicit and implicit. The explicit mode is based on 

using ‘protocols’ (e.g. procedures, plans) explicitly 

describing how the agents must perform their actions to 

guarantee the good functioning of the system they are 

committed to. The implicit mode, characterized by the 

absence of protocol, is mainly based on using artefacts, 

implicitly fostering the behaviour of the agents through 

their interaction with their physical environment 

(concepts of ‘stigmergy’ and ‘affordance’). In this paper 

we try to synthesize theories and relevant concepts 

necessary to represent coordination. Our goal is to 

propose, at last, a modelling framework to simulate the 

coordination of human activities in complex agricultural 

production systems. 

 

Keywords: activity coordination, planned action, 

situated action, action representation, resource 

allocation, agricultural system modelling. 

 

1. INTRODUCTION 
Agricultural production systems (APS) are made of 

interacting components among which human agents 

performing interdependent activities. These activities 

need resources of material, financial or human natures 

to be accomplished. They may be characterized by their 

temporal dimension (i.e. start and end dates, duration) 

along with their spatial dimension (i.e. they occur at 

determined locations). The agents interact through the 

activities they perform and their effects on the 

environment, altogether contributing to the attainment 

of some desirable system’s goal, as defined by the 

system’s designer or manager. One of the questions 

posed is how to manage these interactions? This is 

crucial to be able to propose which is our aim: a 

modelling framework enabling one to represent and 

simulate interacting farming activities at operations 

level (Guerrin, 2009). Many authors (Malone and 

Crowston, 1994; Schmidt and Simone, 1996; Whang, 

1995) have dealt with the issue of ‘coordination’ in 

various domains, namely, computer-supported 

cooperative work systems and supply chain 

management. This article is a tentative synthesis of 

some existing theories and concepts about coordination. 

Before all, we need make more precise two terms which 

meanings are too often confused using the definitions 

given by Clancey (2002): 

 

• Task: “a specification of work … to be 

performed”; 

• Activity: “how people actually work within the 

constraints of their environment”. 

 

Hence, to denote farming practices, i.e. what is actually 

done by the farmers, we use ‘activity’, conceived as a 

complex set of coordinated elementary actions. 

This article is organized as follows. In Section 1 

we define the concept of coordination with various 

types of dependence between them. Sections 2 and 3 are 

devoted to two coordination modes: explicit and 

implicit. In Section 4, we introduce two formal tools 

enabling activity coordination in APS’s to be 

represented, i.e. Allen’s temporal logic (Allen, 1984) 

and the modelling framework of action by Guerrin 

(2009). 

 

2. WHAT IS COORDINATION? 
Malone and Crowstone (1994) have defined 

coordination as the management of interdependencies 

between activities performed by one or more agents, 

necessary to attain a goal that can be common or not. 

When several agents share the same objective these 

authors speak of coordinating cooperative activities.        

They distinguish between two main types of 

dependences: (i) resource sharing and (ii) temporal 

dependences (simultaneity and precedence). To these 

two we propose to add (iii) spatial dependence. 

 

2.1. Resource sharing 
Because resources in all kinds of production systems are 

limited they may be required by several actions at the 
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same time or exhausted by previous ones. 

Consequently, resource allocation is necessary to avoid 

conflicting situations or to foster some preferred actions 

against others. 

 

2.2. Temporal dependencies 
Some actions must be performed simultaneously as 

driving a tractor while spreading manure (simultaneity). 

Others, conversely, should not: for a same crop in a 

same field, ploughing must take place before sowing, 

and sowing before harvest (precedence). These 

temporal dependencies among actions can be 

represented and simulated using the formal tools 

described in Section 5: Allen’s temporal relations 

(Allen, 1984) and Guerrin’s framework (2009). 

 

2.3. Spatial dependencies 
To our knowledge, this aspect is scarcely dealt with in 

the literature whereas an action should also be 

characterized by the place it is executed. A production 

system is, very generally, composed of productive units 

located at different places; e.g. a farm or a set of farms 

with several fields and livestock enterprises scattered 

over a territory. Obviously, necessary resources for 

action must be disposed at the right place at the right 

time. Thus, an agent likely two perform two actions at 

two different places should schedule one before the 

other. A precedence constraint must hence be added as 

well as a third intermediary action, that of agent 

transportation (with possibly other necessary resources) 

from the first location to the second. Assume a farmer 

must deliver a product to two buyers at a given place 

and due date. It is hence necessary, not only to 

coordinate those three people in time (i.e. synchronize 

them) but also in space in order they meet at the right 

place and date. The relative locations of the productive 

units are also important to be accounted for as they can 

strongly determine the agents’ actions. For example, a 

farmer having made something on a field can perform 

in the sequel another action on a neighbouring field to 

spare time and transport. 

Once the temporal and spatial dependencies among 

activities are determined, the manager has to find a way 

to coordinate them in both dimensions. This can be 

made according to two modes, explicit and implicit. 

 

3. EXPLICIT COORDINATION 
In explicit coordination, technical facilities are 

implemented to clarify how the agents should execute 

their activities. These are ‘artefacts’ (e.g. document, 

blackboard) jointly used with ‘protocols’ (e.g. rules, 

procedures, plans) prescribing the ways of acting 

(Schmidt and Simone, 1996). Although also a means of 

coordination in day-to-day life, conventions (arbitrary 

habits) are not considered here as they seem less 

relevant for APS. Artefacts are used to share 

information among agents as material supports to 

coordination protocols. This mode of coordination can 

take two modalities: centralized and distributed. The 

latter can take two perspectives: the team, which 

members pursue a common objective, and the market, 
in which, by letting each agent pursue his own 

objective, Adam Smith’s ‘invisible hand’ makes the 

system converge to equilibrium (Whang, 1995).  
 

3.1. Coordination protocols 
 

3.1.1. Rule 
A rule is a statement prescribing a determined 

behaviour as an injunction, a prohibition, or even a 

simple recommendation (Batifoulier, 2001). It is 

generally accompanied by an explicit threat of sanction 

and, so, must be justified to enabling the application of 

a penalty in the case of non-compliance. Observing a 

rule is accomplished through a judgment made 

contextually by the agents. Hence it needs a common 

representation of the situations at hand. 

 

3.1.2. Procedure 
Two issues inherently linked to interpretation appear to 

execute a rule (Kechidi, 2005):  

 

• How assess the situation to decide if it matches 

with the rule premises? 

• How select the rule to be triggered when 

several are candidates in a given situation? 

 

Triggering a rule needs in fact to reduce its subjective 

interpretability giving it a stronger prescriptive feature, 

that is specifying precisely which behaviour is required, 

preferred or prohibited in determined contexts. When 

such a rule exists it is a ‘procedure’ (Kechidi, 2005). 

 

3.1.3. Plan 
Planning is an emblematic sub-domain of Artificial 

Intelligence which aims, as one of the theories of action, 

at answering the question “What should be done?” That 

are: Which actions are to be performed? In which 

order? In its more classical sense, a plan is a sequence 

of actions capable to drive a system from its current 

state to a final desired state called a goal. In executing 

the plan, an action is triggered as soon as its conditions 

are met. A plan can encompass alternative conditional 

paths to cope with external events. 

 

3.2. Modalities of explicit coordination  
 
3.2.1. Centralized coordination  
The production system is here managed by a unique 

coordinator endowed with roles of observation, 

information collection and decision-making (Li and 

Wang, 2007). The information relevant to it is about the 

dependencies among activities, the system states and 

external observed processes (e.g. market or climate 

evolutions).  

In this case, the protocol is often an action plan 

specifying the sequence of actions to be performed over 

time and the resources needed. To design this plan, the 

first step is to identify the precedence and simultaneity 

constraints among activities and those sharing the same 
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resources (Malone et Crowstone, 1994). The second 

step consists in determining resource allocation rules. 

For example, as some activities are critical and must be 

performed within specified time-windows, they may be 

assigned higher priorities to get the resources they need 

in time; other activities, owing to be executed in parallel 

should be given their resources at the same time to 

avoid delays. The coordinator may be obliged to revise 

the plan in cases unexpected situations appear. 

 

3.2.2. Distributed coordination 
This modality of explicit coordination is characterized 

by the absence of a central coordinator: management is 

thus shared by all agents. Two perspectives may be 

distinguished: the team and market perspectives. 

 

3.2.2.1. Team perspective  
Each agent has limited information on the system and 

must coordinates its own activities by communicating 

with other agents to achieve their common goal. This 

can be made through plan exchanges, according to the 

“Partial Global Planning” approach (PGP) described by 

Ferber (1995) and involving three types of plans: 

 

• Local plans for managing each agent’s own 

activities. 

• ‘Node-plans’, synthesizing the sole relevant 

information in local plans to be exchanged 

with others. 

• PGP’s, gathering all the information relevant 

for each agent about its own and others’ 

activities.  

 

Consubstantial to this perspective is the notion of 

‘cooperation’, which “usually implies shared goals 

among different actors” (Malone and Crowstone, 1994). 

 

3.2.2.2. Market perspective 
Contrary to the team perspective, which members share 

a common goal, each market agent pursues its own 

goal, the coordination with other agents emerging 

naturally from the functioning of the whole. In some 

cases, coordination may be based on contracts among 

stakeholders (Whang, 1995). This system prevails in 

supply/demand APS such as a set of farms collectively 

managing their wastes on a territory scale (see 

application to livestock waste management in Courdier 

et al., 2002). This perspective generally coexists with 

others: a production system can be coordinated 

internally according to a centralized mode and 

externally by the market with many other firms. 

 

4. IMPLICIT COORDINATION 
Another coordination mode, called implicit or reactive, 

also exists based on concepts of ‘stigmergy’ and 

‘affordance’ allowing actions to be coordinated without 

specifying protocols. 

 

4.1. Stigmergy 
This way of coordination stems from the research by 

Pierre-Paul Grassé on ants colonies (Susi and Ziemke, 

2001). The general principle of stigmergy is as follows: 

every ant wanders randomly in its environment 

searching for food. As soon as a food source is found it 

goes back directly to its nest, dropping on its way back 

pheromone traces so that other ants may found them 

and follow the path until the food heap. These new ants, 

doing the same, reinforce the path gradually. Ants thus 

use their environment to communicate by the means of 

pheromone droppings let on their way. Using 

modifications of the environment to influence other 

agents behaviour is stigmergy (Susi and Ziemke, 2001).  

We can try to generalize this concept to human 

activity when the result of an agent’s action influences 

the behaviour of other agents. For example, consider 

two neighbouring farmers that use to help each other. 

One has crop fields and the other livestock. The fact the 

first one has completed the harvest of some crops may 

be a signal for the second bring manure on these fields. 

Observing the heaps left on their edges, the first farmer 

may be fostered to spread this manure within the next 

few days. Stigmergy is obviously an implicit means of 

coordination as it allows an indirect communication 

between agents based on the persistence of effects of 

past activities in the environment to determine activities 

in the future. 

 
4.2. Affordances 
Another concept, called affordance, can be used as 

coordination means. It originally emerged from the 

works made by Gibson (1979) on human vision in the 

field of Ecological Psychology, whose goal is to explain 

how an individual adapts to its environment. An 

‘affordance’ is the perception of possibilities of action 

that are “offered” by objects in the agent’s environment. 

It allows an immediate adaptation of the individual 

perceiving it in the form of a response action. In a 

sense, the artefacts used in the theory of stigmergy 

could be considered as affordances fostering agents to 

commit to some specific action. With affordances and 

stigmergy, the activities of agents are not determined by 

protocols but by an evolving space of possibilities in 

which they navigate and choose, at any time, the action 

to commit to. Being confronted permanently to 

concurrent solicitations from the environment poses, 

nevertheless, the issue of how individuals select the one 

which will make them act. This has been a criticism 

addressed to Gibson’s by authors like Reed (1996). In 

the case of APS this dilemma is solved by the farmer’s 

experience, knowledge and memory that will make 

him/her focus on some signs rather than others: 

although many affordances can be generated by a 

tractor (that can allow various works: ploughing, 

sowing, transporting,…) he/she will select the one 

corresponding to its current priority (e.g. if he has 

already prepared the soil, he may sow). 
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5. FORMAL TOOLS OF REPRESENTATION  
 

5.1. Allen’s temporal logic 
Allen’s formalism (1984) is based on 7 binary relations 

(and their inverses, omitted here for simplicity) between 

any pair of temporal intervals (Ti,Tj): 

• DURING(Ti,Tj): Ti is fully contained within 

Tj; 

• STARTS(Ti,Tj): Ti shares the same start date 

as Tj, but ends before Tj; 

• FINISHES(Ti,Tj): Ti shares the same end date 

as Tj, but begins after Tj; 

• BEFORE(Ti,Tj): Ti lies before Tj with no 

overlap; 

• OVERLAPS(Ti,Tj): Ti starting before Tj 

overlaps it; 
• MEETS(Ti,Tj): Ti ends exactly when Tj starts; 

• EQUAL(Ti,Tj): Ti and Tj are superimposed. 
 

These relations are mutually disjoints (if one holds for 

two intervals, no other holds) and complete (given any 

two intervals always one relation holds). This 

formalism is useful to represent and manage the 

essential temporal dependencies among actions: 

simultaneity (DURING, STARTS, FINISHES, 

EQUAL) and precedence (BEFORE, MEETS). It is 

used in the modelling framework of action proposed by 

Guerrin (2009) to simulate human activities in APS. 

 

5.2. Dynamic simulation of action at operations level 
In Guerrin’s (2009) framework activities are considered 

as complex coordinated set of actions. Every action is 

represented as a dynamic process determined by 

conditions stemming from observed processes of 

various kinds (including other actions). It is 

characterized by a start date and an end date or duration. 

Hence, actions are actually represented in the same way 

as temporal intervals, making the use of Allen’s 

primitives natural. In the sequel we present some 

aspects of the mathematical formalization that will be 

used to deal with coordination representation. 

 

5.2.1. Representation of action  
Every action A is represented by a binary function of 

time: 

1 if

0 otherwise

A
A

C (t)
S (t) =

⎧
⎨
⎩

                                                (1) 

Where  is a logical proposition evaluated true or 

false whether its value is respectively 1 or 0. Therefore, 

an action A defines a sequence of temporal intervals 

during which its value is 1 or 0. 

AC (t)

 

5.2.2. Temporal bounds of action 

The start and end date ( , t ) and the duration ( ) 

of an action are also functions of time, determined 

according to a condition  (resp. ): 

t−

A

+

-P (t)

A
(t)τ

+
AP (t)

if 

otherwise

±

±

±

A
A

A S

t P (t)
t (t)

t (max(0,t- ))τ
=
⎧
⎨
⎩

                         (2) 

 

Where Sτ  is the simulation time-step,  (resp. 

) is a logical proposition function of time 

specified according to any process

( )AP t−

(AP+ )t

X(t) on which events 

relevant to trigger or stop an action are possibly 

detected. It may be a clock, a schedule, a biophysical 

process, or even another action. 

Note that, as a minimal condition : A 

holds as long as is true and stops as soon as an 

event occurs to stop it, i.e. when becomes true 

and an end date is set. 

- +
A A )C (t) (t t>≡

( )AP t+

A

( )AP t−

 

5.2.3. Coordination of actions 
 

5.2.3.1. Specification of complex activities 
As an illustration, consider two cultural schedules of 

two market garden crops, carrot and potato, each being 

cultivated by two farmers on two different plots. Tables 

1 and 2 show these schedules for each crop, the work 

time and the equipment necessary to each operation. 

 

Table 1: Cultural schedule of carrot 

Operations Period W time  Equipment 

Soil  

disinfection 

(DC) 

Oct.-Apr. 5 days Sprayer 

Tillage 

(TC) 

Mar.-Jun. 9 days Plough 

Sowing 

(SC) 

Apr.-Jul. 18 days Seeder 

Hoeing 

(HC) 

Jun.-Sept. 5 days Hoe 

Harvest 

(AC) 

Jul.-Nov. 19 days Carrot harvester 

 

Tableau 2: Cultural schedule of potato 

Operations Period W time  Equipment 

Tillage 

(TP) 

Apr.-May 10 days Plough 

Planting 

(PP) 

Apr.-May 6 days Potato planter 

Hoeing-

Ridging 

(HP) 

May-Aug. 3 days Hoe-Ridger  

Harvest 

(AP) 

Aug.-Nov. 5 days Potato harvester 

 

Here we consider only the constraints linked to material 

resources. Often farmers rent together with neighbours 

heavy expansive equipments to save costs and, so, must 

set a common schedule of utilization. Here we assume 

two farmers having each a tractor and equipments 

specific to their own crop are sharing the same plough. 
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The holding condition for each cultural operation (= 

action), according to Eq. 1, is true for a crop whenever 

the current time is within its feasibility period and 

necessary resources (equipment, labour) are available. 

Hence in this example the start date  of each 

action must verify the following condition:  

-
At (t)

( )P A Pt t t t Aτ
− − + −≤ <                                                      (3) 

Where, with values given in Tables 1 and 2, Aτ  is the 

duration of action A and (resp. ) is the opening 

(resp. closing) date of each feasibility period, that is the 

earliest start date (resp. the latest end date) of A. 

Pt
−

Pt
+

In each schedule are found precedence constraints 

among operations. E.g., for carrot, soil disinfection 

must precede tillage which, in turn, must precede 

sowing. Hoeing must be done while plants are growing, 

i.e. between sowing and harvest. Delays between two 

consecutive operations should be adapted (e.g. it is 

preferable not to let a bare soil too long). Operations 

may also different priority: here we take potato with 

greater priority than carrot. Figure 1 displays a solution 

for combining these two cultural as a Gantt diagram. 
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Figure 1: Combination of cultural schedules for carrot 

and potato for 2 neighbouring farmers sharing a plough. 

 

The resulting schedule can be represented with Allen’s 

relations (cf. notations in Tables 1 and 2) starting from 

operation DC (soil disinfection in carrot):  

 

• DC 

• TP: FINISHES(DC,TP)  

• TC: BEFORE(TP,TC), 

• PP: MEETS(TP,PP) & OVERLAPS(PP,TC) 

• SC: BEFORE(PP,SC) & MEETS(TC,SC) 

• HP: DURING(HP,SC) 

• HC: BEFORE(HP,HC) 

• AC: BEFORE(HC,AC) 

• AP: STARTS (AP, AC). 

 

Guerrin (2009) has shown how to simulate such 

specification of activities. 

 

 

5.2.3.2. Resource allocation 
The issue of resource allocation is posed whenever 

several actions require the same resources at the same 

time or when they are exhausted due to a previous 

action. This may be solved by allocating priorities to 

actions according to their critical nature in the system. 

This may lead to cancel or delay some non-priority 

actions or to execute concurrently actions with same 

priorities. The priority degrees are given as constants 

according to an arbitrary numerical scale or as relevant 

dynamic variables taken in the system (see Guerrin, 

2009 for details). 

 

6. DISCUSSION AND CONCLUSIONS 
In this article we tackled the issue of coordination based 

on existing theories namely by identifying two modes: 

explicit and implicit.  

The first mode is based on defining ex-ante the 

actions to be performed as protocols to be used together 

with communication artefacts. Be they a rule, procedure 

or plan, protocols are a way of specifying actions 

coordination, namely by enabling all agents to 

anticipate the behaviour of the others. However, 

protocols (and particularly plans), as necessary means 

for action, have been strongly criticized by many 

authors (Selznick, 1948; Suchman, 1987; Clancey, 

2002) considering they cannot completely define action 

in the real practice. For this, it is necessary to take into 

account the inherent ‘situated’ dimension of action 

(Suchman, 1987). According to this theory, every action 

stems mainly from the dynamical interaction of agents 

with their environment. Hence, the notion of ‘protocol’ 

is theoretically inconsistent with the necessary 

improvisation an agent must implement to adapt to its 

changing context. If protocols do not allow one to 

determine completely and coordinate actions, what are 

their role? Could there be other means of coordination? 

According to Schmidt and Simone (1996), all kinds of 

protocols can play two different roles:  

 

• “Weak”: a guide as a “codified set of 

functional requirements which provides a 

general heuristic framework”. 

• “Strong”: a script offering “a pre-computation 

of interdependencies among activities (options, 

sequential constraints, temporal constraints, 

etc.) which, for each step, provides instructions 

to actors of possible or required next steps”. 

 

The protocol role, be it weak or strong, depends on 

agents capacity in determining in advance the 

dependencies among actions. To determine these 

dependencies one must anticipate the actions to be 

performed, which is only partially the case in APS’s. 

Therefore, another coordination mode, implicit or 

reactive, must be considered, based on the concepts of 

‘stigmergy’ or ‘affordance’, both enabling a “protocol-

free” coordination of agents. In that respect, this mode 

seems also appropriate to APS. Stigmergy and 

affordances allow agents to coordinate implicitly, in 
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both temporal and spatial dimensions by adapting 

dynamically to their environment. Coordination is in 

that case made in a distributed way: each agent, 

endowed with its own perceptive and interpretative 

abilities, reacts individually and the global coherence 

emerges, eventually, of the whole. However, the 

question is posed whether these concepts can also be 

useful to solve conflicts on resource sharing which are 

generally dealt with by establishing protocols. 

Fundamentally, we came to the conclusion that 

dealing with the issue of coordination needs to take into 

account both the temporal and the spatial dimensions of 

activities. If ‘synchronization’ can be taken as a 

synonymous for ‘coordination in the temporal 

dimension’, we did not find yet any equivalent 

concerning the spatial dimension. There exist indeed 

formalizations that can be used to take into account the 

temporal dimension of action. This is the case for 

Allen’s work (1984) that cannot be ignored, and most of 

formalizations quoted in the excellent state-of-the-art on 

temporal reasoning made by Chittaro et Montanari 

(2000). However, it must be emphasized that all of 

these formalizations deal with time in an essentially 

static mode: they rather allow one to reason about 

courses of action already made or planned than about 

action while it is being made. For this, beyond our own 

works in simulation modelling of APS where human 

activities are explicitly represented (Guerrin, 2009; 

Martin-Clouaire and Rellier, 2009) little formalizations 

exist. In fact activity is often ignored in production 

system simulation. However, the spatial dimension is 

lacking in our approaches and we found very little 

literature on this topic, except about Schelling’s focal 

point (Morel, 2004). This concept, stemming from 

Schelling’s own practical experience tries to tackle the 

following issue: how two individuals knowing each 

other lost in a foreign city may found them without 

communicating? The answer is based on the common 

knowledge of the participants that can allow, both 

anticipating the other’s solution, eventually, make them 

converge to a common place. This notion seems to be 

interesting to explore, however it does not correspond 

well to the problematic we defined in §2.3 where 

locations are generally known and agents must navigate 

among them to act according to various global and local 

constraints altogether with the time course... 

These aspects will be dealt with in our future 

works, our ambition being, eventually, to propose a 

modelling framework of human activities applicable to 

APS. We think to explore, particularly, implicit 

coordination through the use of artefacts following the 

stigmergy and affordance theories, as steps to 

approximate the nice idea of “situated action” promoted 

by Suchman (1987). 
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ABSTRACT 
We study the vendor selection problem in which 

capacity, quality level, service level, and lead time 

associated with each vendor are considered to be 

stochastic.  The problem is modeled as a stochastic 

dependent-chance programming model. As stochastic 

programming models are difficult to solve by traditional 

methods, a hybrid adaptive genetic algorithm, which 

embeds the neural network and stochastic simulation, 

was designed and implemented.  To further improve the 

performance of the algorithm, the adaptive genetic 

algorithm was adjusted by varying the crossover 

probability and mutation rate according to the stage of 

evolution and fitness of the population.  The solution 

procedure was tested on several randomly generated 

problems with varying parameters.  Our extensive 

computational experience on these problems indicates 

that the hybrid adaptive genetic algorithm has strong 

adaptability on the tested problems as the algorithm 

converged more rapidly than the simple genetic 

algorithm. 

 

Keywords: Vendor selection problem, stochastic 

dependent-chance programming, genetic algorithm 

 

1. INTRODUCTION 
For most manufacturing firms, the purchasing of raw 

materials and component parts from outside vendors 

constitutes a major expense.  In a vendor selection 

problem (aka the supplier selection problem in 

literature), the purchasing manager must choose order 

quantities to place among vendors in a multi-sourcing 

network to satisfy the demand of the firms under a 

variety of conditions.  Generally, the selected vendors 

need to be evaluated on more than a single criterion. 

Dickson (1966) studied the vendor selection problem 

and reported that there are 23 factors that are important 

to purchasing managers when selecting vendors 

whereas Dempsey (1978) identified 18 criteria.  Among 

these criteria, it was found that price, delivery, quality, 

and capacity were ranked at the top of the list of 

purchasing managers when they selected vendors.  A 

similar conclusion was reported by Weber et al. (1991) 

using a review of 74 related papers for the vendor 

selection problem. 

The focus of this paper is to analyze the vendor 

selection problem under stochastic environment. We 

propose a stochastic dependent-chance programming 

model which aims to maximize the probability that the 

demand of the firm can be satisfied while minimizing 

the expected cost.  Since stochastic programming model 

is hard to solve by traditional methods, a hybrid 

intelligent algorithm, which integrates stochastic 

simulation, neural network into genetic algorithm, is 

designed to solve the problem.  

The paper is organized as follows. In the next 

section, a literature review is presented.  In the 

following section, we present some basic concepts 

related to dependent-chance programming based on Liu 

(1997) and the stochastic dependent-chance 

programming model for vendor selection problem. This 

is followed by design of the hybrid genetic algorithm 

for the model.  To further improve the performance of 

the algorithm, an adaptive genetic algorithm is also 

presented in this section.  In the penultimate section, we 

present the application of the hybrid genetic algorithm 

to a series of randomly generated problem instances. 

The conclusions and future research direction are 

presented in the final section. 

 

2. LITERATURE REVIEW 
During the past 50 years or more, many different 

methods have been proposed to solve a variety of 

different the vendor selection problems. These methods 

can be grouped into whether the technique focuses on 

qualitative or quantitative factors that are relevant in the 

vendor selection problem.  However, in the recent 

years, researchers have developed solution approaches 

that based are based on two or more of these 

methodologies.   

Wind and Robinson (1968), Mazurak et al. (1985), 

Cooper (1977) and others have used a weighted linear 

method of multiple criteria for this problem. 

Timmerman (1986) and Gregory (1986) linked this 

approach to a matrix representation of data and 

Narasimhan (1983) employed the analytical hierarchical 
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process to generate weights for such models. Recently, 

Micheli (2008) investigated supplier selection problem 

as a way to mitigate the overall supply risk. A risk 

efficiency-based supplier selection approach was 

developed for critical supplies that allowed a decision 

maker to consider the procurement-related “risk” and 

“investment” for mitigation/exploitation interventions.  

Kirytopoulos et al. (2008) analyzed the supply chain 

processes within the pharmaceutical industry in Greece 

in which analytic network process based method for the 

selection was used to solve the problem. Saen (2008) 

addressed the supplier ranking in a volume discount 

environment and introduced an innovative approach 

which was based on the super-efficiency analysis. 

Besides qualitative methods, there is an abundance 

of published research that utilizes quantitative methods, 

which may also be integrated with qualitative methods 

to solve this problem. The earliest papers that utilized 

quantitative methods to solve the vendor selection can 

be traced back to Stanley et al. (1954) and Gainen 

(1955) in which linear programming was used for 

awarding contracts to contractors at the Department of 

Defense.  Bender et al. (1985) proposed a mixed integer 

programming (MIP) model for vendor selection 

problem.  This approach was used at IBM to select 

vendors and their order quantities with the objective to 

minimize purchasing, inventory, and transportation 

costs; however, the specific mathematical formulation 

was not presented.  Pan (1989) developed a single item 

linear programming model to allocate order quantities 

among suppliers in which the objective was to minimize 

aggregate price that was restricted by the constraints on 

quality, service level, and lead-time. Sharma et al. 

(1989) suggested a goal programming formulation that 

considered price, quality and lead-time goals with 

demand and budget constraints.   

Chaudhry et al. (1993), Degraeve et al. (2000), De 

Boer et al. (2001), and Aissaoui et al. (2007) also have 

provided a well-structured literature survey on the 

application of different techniques to the vendor 

selection problem. More recently, Chen and Huang 

(2007) related product characteristics to supply chain 

strategy and adopted supply chain operations reference 

(SCOR) performance metrics as the decision criteria.  A 

scheme integrated analytic hierarchy process (AHP) 

with bi-negotiation agents based on the multi-criteria 

decision-making approach and software agent 

techniqueis then developed to take into account both 

qualitative and quantitative attributes in supplier 

selection.  Ting and Cho (2008) developed a two-step 

decision-making procedure utilizing analytic hierarchy 

process and multi-objective linear programming in 

which analytic hierarchy process was used for select 

candidate supplier and multi-objective linear 

programming was used to allocate the quantities among 

the selected suppliers 

However, in solving practical vendor selection and 

purchasing plans, businesses are faced with some 

uncertain factors.  For example, the quantity supplied 

by the vendors, the quality level, and the service level of 

the vendors sometimes can be considered to be random 

variables with known distribution function.  Kasilingam 

and Lee (1996) considered the stochastic nature of 

demand and propose a mixed-integer programming 

model to select vendors and determine the order 

quantities.  Shiromaru et al. (2000) treated coal 

purchase planning in a real electric power plant and 

applied a fuzzy satisfying method to deal with the 

vagueness of the goals.  Kumar et al. (2005) presented a 

fuzzy multi-objective integer programming model and 

discussed the corresponding crisp equivalence for 

optimization.   

In a recent work, Rezaei and Davoodi (2006) 

formulated a fuzzy mixed integer programming model 

of a multi-period inventory lot sizing problem with 

supplier selection.  Amid et al. (2006) firstly developed 

a fuzzy multiobjective model in which different weights 

can be considered for various objectives. This fuzzy 

model enabled the purchasing managers not only to 

consider the imprecision of information but also take 

into consideration the limitations of buyer and supplier 

into account in order to calculate the order quantity 

assigned to each supplier.  Liao and Rittscher (2006) 

considered the demand quantities and timing 

uncertainties into consideration and proposed a multi-

objective supplier selection model. A genetic algorithm 

was utilized to handle this model. Sevkli et al. (2007) 

proposed an analytical hierarchy process weighted 

fuzzy linear programming model for supplier selection 

and compared this new model with the classical analytic 

hierarchy process.  Amid et al. (2007) developed a 

fuzzy multi-objective model for the supplier selection 

problem under price breaks and presented a weighted 

additive method to generate an optimal solution in the 

fuzzy environment.  Chan et al. (2008) discussed the 

fuzzy based analytic hierarchy process to efficiently 

tackle both quantitative and qualitative decision factors 

involved in selection of global supplier in current 

business scenario.  Wu and Olson (2008) 

considered three types of vendor selection 

methodologies in supply chains with risk, which are 

chance constrained programming, data envelopment 

analysis, and multi-objective programming models. The 

Monte-Carlo simulation was applied to these three 

methodologies.  He et al. (2008) developed a class of 

special stochastic chance-constrained programming 

models and presented a genetic algorithm for vendor 

selection problem under stochastic environment. 

 

3. STOCHASTIC DEPENDENT-CHANCE 
PROGRAMMING MODEL FOR VENDOR 
SELECTION PROBLEM 

In practice, the decision-maker may want to maximize 

the chance functions of some events (i.e., the 

probabilities of satisfying the events) under stochastic 

environment.  In order to model this type of stochastic 

decision system, Liu (1999) provided a new type of 

stochastic programming, called dependent-chance 

programming. Dependent-chance programming 
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involves maximizing chance functions of events in an 

uncertain environment. 

According to Liu (1999), an uncertain environment 

signifies the following stochastic 

constraint, , , where 

 is a decision vector, and  is a stochastic vector.  

Also, let an event be represented 

by , , whose chance 

function is defined as the probability measure of the 

event, , 

subject to the uncertain environment as defined above. 

In deterministic model, expected value model, and 

chance-constrained programming, the feasible set is 

essentially assumed to be deterministic after the real 

problem is modeled.  That is, an optimal solution is 

given regardless of whether it can be performed in 

practice.  However, the given solution may be 

impossible to perform if the realization of uncertain 

parameter is unfavorable. Thus dependent-chance 

programming theory never assumes that the feasible set 

is deterministic.  In fact, it is constructed in an uncertain 

environment. 

 Formally, a typical dependent-chance programming 

model can be represented as maximizing the chance 

function of an event subject to an uncertain environment 

in the following way: 

  

 

, 

where  is an n-dimensional decision vector,  is a 

random vector of parameters, the system 

, , represents an event, 

and the constraints ,  

are an uncertain environment. 

 

3.1. Notation and mathematical model  

Let the decision variable  represent the 

percentage of the quantity to be ordered from vendor .  

In addition, let the parameters be defined as: 

 Total demand of the item; 

 Set of vendors competing for 

selection, , ; 

  Unit cost of purchasing plus transportation from 

vendor ; 

  Unit cost due to receiving poor quality items; 

  Unit cost due to receiving late delivered items; 

  Upper limit of the quantity available for vendor , 

random variable; 

  Percentage of good items supplied by vendor , 

random variable; 

  Percentage of items receiving good after service 

offered by vendor , random variable; 

  Percentage of the late delivered items by the vendor 

, random variable; 

  Minimum allowable aggregate quantity of items 

receiving good after service (Required service level); 

  Maximum allowable aggregate quantity of late 

delivered items (Required lead-time level); 

  Minimum allowable aggregate quantity of good 

items (Required quality level); 

  Budget constraint. 

In our model we assume that quantity discounts are 

not allowed. There is only one item to be considered. 

However, multi-item vendor selection problem can be 

simplified into several single-item vendor selection 

problems. The maximum number of vendors which can 

be selected is not restricted.  Finally, all the random 

variables are independent. 

 

3.2. Dependent-chance programming model 
Given the definitions, assumptions and notations 

above, the vendor selection problem can be formulated 

as the following dependent-chance integer goal 

programming model.  

1) Constraints 

               

Constraint (1) puts restrictions due to the maximum 

capacity of the vendors. 

              

 Constraint (2) means that the required quality level 

should be achieved. 

               

 Constraint (3) means that the required lead-time 

level should be achieved. 

               

 Constraint (4) means that the required service level 

should be achieved. 

      

 Constraint (5) puts restrictions on the budget. 

              

 Constraint (6) ensures the non-negativity of the 

solution. 

2) Objective Function 

             

 

The objectives are to maximize the probability that 

the demand can be satisfied and minimize the total 
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expected cost under stochastic environment, which is 

characterized by constraint (1) – (6). The probability 

can also be considered to the reliability, or the risk, of 

the purchasing plan.  The reason why we take the total 

expected cost into consideration is that with the same 

probability there can be more than a single purchasing 

plan and the decision-maker would like to know which 

one is the best.  We define  as the weight coefficient.  

We also assume the priority of objective (7) is higher 

than objective (8). So  should be a sufficiently large 

positive number.  The two objectives can be integrated 

into one objective by the following equation: 

  

When some management targets are given, the 

objective function may minimize the deviations, 

positive, negative, or both, with a certain priority 

structure set by the decision-maker.  In this paper, if we 

let  denote the chance of meeting the demand given 

by the decision-maker, then the objective function of 

the dependent-chance goal programming model can be 

formulated as follow, where  and  is to be 

minimized: 

  

            

  

 

4. HYBRID GENETIC ALGORITHM 
Generally speaking, stochastic programming models are 

difficult to solve by traditional methods.  It has been 

shown that a good way to solve these difficult problems 

is to design hybrid intelligent algorithms (Liu and 

Iwamura 1997, Liu 1997, Liu 2000).  In this section, we 

integrate the neural network, stochastic simulation, and 

genetic algorithm to produce a hybrid intelligent 

algorithm for solving stochastic dependent-chance 

programming models of vendor selection problem, 

which is formulated by equations (1) – (7). 

 According to Liu (1997)’s study, equation (7) is 

equivalent to the uncertain function as follow: 

. 

Equation  is equivalent to the uncertain function as 

follow: 

. 

 Given a certain 

, the 

value of and  may be estimated by the 

following stochastic simulation. 

 

4.1. Algorithm (Stochastic Simulation) 
Step 1. Set , . 

Step 2. Generate , , , according to the their 

distribution function. 

Step 3. . If constraints (2) – (5) 

can be satisfied, then . 

Step 4. Repeat the second to fourth steps for  times, 

where  is a sufficiently large number. 

Step 5. , . 

Although stochastic simulations are able to 

compute the chance functions, we need relatively 

simple functions to approximate the uncertain functions 

because the stochastic simulations are a time-consuming 

process.  In order to speed up the solution process, a 

neural network is employed to approximate the chance 

functions since the neural network has the ability to 

approximate the uncertain functions by using the 

training data, it can compensate for the error of training 

data (all input-output data obtained by stochastic 

simulation are clearly not precise), and has the high 

speed of operation after they are trained. Hence, the 

hybrid genetic algorithm is presented next. 

 

4.2. Algorithm (Hybrid Genetic Algorithm) 
Step 1. Generate training input-output data for the 

chance function and by stochastic 

simulation (Algorithm 4.1). 
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Step 2. Train a neural network to approximate the 

chance function according to the generated training 

data. 

Step 3. In the paper, we use the floating vector to 

represent a solution in which each chromosome vector 

is coded as a vector of floating numbers, of the same 

length as the solution vector. Let be 

the chromosome representing the solution 

. We assume all the vendors have 

the same priority. Then the chromosomes should be 

initialized by the following manner. 

 

Step 3.1 Define ; 

Step 3.2 Choose a vendor  randomly. The quantity 

purchased from vendor , , is initialized by 

generating a random number  in 

.  

Step 3.3 If , . Otherwise, if 

, ;  

Step 3.4 . If , 

; Otherwise, if 

, go to Step 3.2. 

Repeat the algorithm above  times, we can 

obtain  chromosomes.  

Step 4. Compute the fitness of all chromosomes 

 by the trained neural 

network to rearrange them from best to worse according 

to their objective function values. 

Step 5. Select the chromosomes by spinning the roulette 

wheel. 

Step 6. Renew the chromosomes 

by crossover operation. 

We define a parameter  of a genetic system as 

the probability of crossover. This probability gives us 

the expected number of chromosomes 

undergoing the crossover operation.  In order to 

determine the parents for crossover operation, we can 

generate a random real number  from the 

interval . If , the chromosome  is 

selected as a parent. 

We denote the selected parents by  

and divide them into the following pairs: 

( . Let us illustrate 

the crossover operator on each pair by using the pair 

( ).  Initially, a random number  is generated 

from the open interval .  Then, the crossover 

operator on  and  will produce two children  

and  as follows:  

 ,  

We must check the feasibility of each child before 

accepting it, and only replace the parents with the 

feasible children. 

 

Step 7. Update the chromosomes  

 by mutation operation. 

We define a parameter  of a genetic system as 

the probability of mutation. This probability gives us 

the expected number of  of 

chromosomes undergoing the mutation operations.  The 

mutation operation will be carried out as the following 

manner, which is similar to Gaussian Mutation. 

For each selected parent, denoted 

by , we randomly generated real 

positive numbers, , with the distribution 

.  

Step 7.1 Randomly choose  for mutation. 

Step 7.2 Randomly generated a number  from .  

If , ; else, ; 

Step 7.3 If , adjust  to make sure 

. Then the mutation operation is 

over; else, go to step 7.1. 

Step 8. Repeat the third to sixth steps for a given 

number of cycles. 

Step 9. Report the best chromosome as the optimal 

solution. 

 

 Based on the algorithm above, an adaptive genetic 

algorithm (AGA), in which the probability of the 

crossover and mutation operation will be adjusted 

according to the stage of evolution and fitness of the 

population, is used to improve the performance. In 

AGA, we define as the average fitness of the 

population, as the fitness of the chromosome, 

as the maximum probability of crossover, 

as the minimum probability of crossover, 

as the maximum probability of mutation, 

as the minimum probability of mutation, 

 as the maximum generation of the 

algorithm,  is the current generation of the 

algorithm.  

 So in every generation, the probability of crossover 

and mutation can be obtained by following equations: 
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5. COMPUTATIONAL EXPERIENCE AND 
DISCUSSION 

In this section, we apply the hybrid genetic algorithm to 

a series of instances of the stochastic dependent-chance 

programming model for the allocation of order quantity 

among vendors.  All computational analysis was 

performed on an AMD Turion 1.7 GHz notepad and the 

algorithm code is implemented in C++. 

 

Please note that due to space limitations of 6 pages for a 

regular paper, the results and discussion as well as 

additional references can be requested from the 

corresponding author, sohail.chaudhry@villanova.edu. 
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ABSTRACT 
Failure mode and effect analysis (FMEA) is one of the 

formal techniques for evaluation of failure mode in 

mechanical and electronic equipments. The FMEA may 

be a very helpful tool for identifying weak points in the 

design stage of a product/process. The aim of this paper 

is to develop a new maintenance decision strategy by 

integrating the criticality of various factors related to 

failure and repair of a component/subsystem as an 

alternative to traditional approach of Failure Mode and 

Effect Analysis (FMEA). The methodology presented is 

based on Analytical Network Process (ANP), a multi-

criteria decision making technique. 

We propose a decision support tool analysis for 

determining maintenance priority action in which the 

typical FMEA parameters are modeled. The approach 

has been validated in a real case study concerning the 

European Train Control System - E.T.C.S. 

 

Keywords: FMEA, Maintenance, ANP, Risk Analysis 

 

1. INTRODUCTION 
The identification and choice of a suitable risk 

assessment model has been considered as a crucial issue 

for decades. So far, models used in the practice were 

developed for different applications and adapted for 

health and safety at work (Hazards and Operability 

Study – HAZOP, Failure Methods and Critical 

Analysis- FMECA, Fault tree analysis, Events tree, 

etc.). 

In our work we focused attention on the FMEA 

technique. FMEA has been widely standardized, as 

MIL-STD-1629A, MIL-HDBK-217 in the USA and as 

BS 5760 in the UK. Industrial users have reported 

significant benefits from these design tools. Successful 

users have achieved a 15–45% improvement in quality, 

and reduction in cost and time to market (Huang et al. 
2000). 

This technique is a well known assessment tool 

used to identify the components of an equipment most 

likely to cause failures, and to enhance the reliability of 

a system through the development of the appropriate 

corrective actions (Hung et al., 1999). 

FMEA is important for directing maintenance tasks 

and identifying more efficient operational methods and 

for allocating the recommended actions at those points 

with higher damage potentials. 

The main problem faced in the utilization of this 

technique is the necessity to help management to 

consider different parameters simultaneously. Thus, it is 

useful to adopt multicriteria decision making 

techniques. 

From this point of view in a recent article, Kjellen 

et al. (2009) pointed out the importance of risk of 

accidents as a criterion in decision making. Amongst 

many factors, maintenance practice will also affect the 

occurrence of accidents. 

Multi criteria decision making approach gained 

momentum in the field of maintenance strategy 

selection (de Almedia and Bohoris, 1995; 

Triantaphyllou et al., 1997; Labib et al., 1998) 

suggested the use of AHP/ANP for maintenance 

strategy selection considering cost, reparability, 

reliability, and also used AHP/ANP for selecting the 

maintenance strategy for an Italian oil refinery based on 

four important criteria, namely cost, damages, 

applicability and added value (Pillay et al., 2003; 

Sachdeva, 2008). 

Definitely, the aim of our work is to propose an 

ANP decision support tool to evaluate systems 
reliability performance and to select the best 
maintenance strategy. 

 

2. ANP APPROACH 
ANP (Saaty, 2001) is a comprehensive decision-making 

technique that captures the outcome of the dependence 

and feedback within and between the clusters of 

elements. 

The main reason for choosing the ANP as our 

methodology is due to its suitability in offering 

solutions in a complex multicriteria decision making 

process (De Felice et al., 2009). 

The ANP model consists of the control hierarchies, 

clusters, elements, interrelationship between elements 

and interrelationship between clusters. The modeling 

process can be divided into different phases for the ease 

of understanding which are described as follows: 
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PHASE 1: Pairwise comparison and relative weight 
estimation. Pairwise comparisons of the elements in 

each level are conducted with respect to their relative 

importance towards their control criterion based on the 

principle of AHP. Saaty (1980) suggested a scale of 1-9 

when comparing two components (see Table 1). 

 

Table 1: Semantics scale of Saaty 

INTENSITY OF 

IMPORTANCE 

aij 

DEFINITION EXPLANATION 

1 Equal 

Importance 

Two activities 

contribute equally to 

the objective 

3 Moderate 

importance 

Experience and 

judgment slightly favor 

one activity over 

another 

5 Strong 

importance 

Experience and 

judgment strongly 

favor one activity over 

another 

7 Very strong 

or 

demonstrated 

importance 

An activity is favored 

very strongly over 

another; its dominance 

demonstrated in 

practice 

9 Extreme 

importance 

The evidence favoring 

one activity over 

another is of the 

highest possible order 

of affirmation 

2,4,6,8 For 

compromise 

between the 

above values 

Sometimes one needs 

to interpolate a 

compromise judgment 

numerically because 

there is no good word 

to describe it 

 

The result of the comparison is the so-called dominance 

coefficient aij that represents the relative importance of 

the component on row (i) over the component on 

column (j), i.e., aij=wi / wj. The pairwise comparisons 

can be represented in the form of a matrix (Saaty, 

2007). The score of 1 represents equal importance of 

two components and 9 represents extreme importance 

of the component i over the component j. 

 
 

PHASE 2: Priority vector. After all pairwise 

comparison is completed the priority weight vector (w) 

is computed as the unique solution of Aw = maxw, 

where max is the largest eigenvalue of matrix A. 

 
PHASE 3: Consistency index estimation. The 

consistency index (CI) of the derived weights could 

then be calculated by: CI = ( max n) n 1. In general, if 

CI is less than 0.10, satisfaction of judgments may be 

derived (Saaty, 2005). 

 

3. THE RESEARCH METHODOLOGY 
The FMEA design and implementation requires a 

careful knowledge of the system (Anthony et al.,1998). 

A combination of techniques is therefore needed to 

perform system level availability modeling of complex 

heterogeneous control systems, considering both 

structural and behavioral studies (Puente et al., 2002; 

Bowles, 2003). For this reason we proposed a new 

decision multicriteria methodology. Below 

methodological steps are illustrated (Figure 1). 

 

 
 

Figure 1: Methodological steps 

 

The aim of our formal model is: 

- to check the completeness of the specification 

of the ETCS; 

- to use it for a systematic derivation of test 

cases; 

- to evaluate at an early stage the specification of 

the European stardized interfaces of ETCS 

according to the national railway environment. 

 

Here below are the methodological steps proposed: 

 
STEP 1 - Analysis of the system. This preliminary 

activity represents a focal analysis as it supplies 
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information about the organization of processes and 

procedures of each level. 
 
STEP 2 - Identification of failure. This activity mainly 

consists of the identify failure that could characterize 

the system. 
 
STEP 3 - Identification of failure modes – FMEA. 
This activity mainly consists of the identify failure 

modes: the aim is to integrate information coming from 

operational fields with global level effects. 
 
STEP 4 - Identification of FTA. A fault tree structure 

is proposed to analyze undesired events with different 

levels of operation quality. 
 
STEP 5 - Definition of decision network based on 
ANP. In this phase the main objective was to assess 

design and/or operational procedure alternatives which 

could improve reliability and maintainability of the 

whole system. The multi-criteria analysis allowed to 

obtain a numerical assessment on the representative of 

the various components, usually characterized by a 

qualitative measurement. 
 

4. CASE STUDY: THE E.T.C.S. 
As case study we analyzed the European Train Control 

System. The ETCS is a signalling, control and train 

protection system designed to replace the many 

incompatible safety systems currently used by European 

railways, especially on high-speed lines (see Figure 2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: European Train Control System - E.T.C.S. 

framework 

 

E.C.T.S. requests the observance of high safety and 

reliability standards (BS 5760, MIL-HDBK-217, MIL-

STD1629A) thus is a proper case study for our work. 

Here below we analyzed methodological steps. 

STEP 1 - Analysis of the system. The European Train 

Control System is a European project aiming at the 

cross-border operation of trains without obstacles, i.e. 

the free movement of train operators along various 

infrastructures while maintaining the necessary level of 

safety, thus creating real interoperability in the area of 

control command and signalling. In this context we note 

that computer systems used in critical control 

applications are rapidly growing in complexity, 

featuring a very high number of requirements together 

with large, distributed and heterogeneous architectures, 

both at the hardware and software levels. Traditional 

functional testing techniques based, for example, only 

on Fault Tree Analysis reveal inadequate for the 

verification of modern control systems, for their 

increased complexity and criticality properties (Frosig, 

P., 1995). 

Here below (Table 2) we show a description of major 

components of the system. 

 

Table 2: Components of system and Failure Rate 

DESCRIPTION FAILURE RATE 

RADIO BLOCK CENTRE  

Safety Centre 3,07E-06 

Functional Keyboard 1,23E-05 

Interface Operator – Alarm – 
Remote control 

4,25E-06 

 

Interface TLC-LD & GSM-R 4,00E-06 

Power RBC 5,22E-06 

Encoder LEU  

Interconnection with relay electric 
system  

1,43E-07 

Distribution-Power 3,99E-07 

LEU (Encoder) 1,36E-06 

Front End Diagnostic 2,37E-06 

Interconnections Balise & LEU 2,07E-07 

Filter Module 1,27E-07 
Splitter Module - FED 9,20E-09 
Splitter Module - BUS I/O 9,20E-09 
GPS Module 3,63E-06 

Boa Balise 4,50E-07 

 

STEP 2 - Identification of failure. In modelling the 

European Train Control System, different modeling 

aspects have been integrated: 

- Components; 

- Scenarios; 

- Functions 

are shown on different model levels. 

When modelling the component view, the focus is on 

communication and interaction of different subsystems. 

A general representation of these nets shows the 

subsystems and their interfaces, every subsystem being 

detailed on additional levels. The scenario-based view is 

the modelling of operational procedures. Its main 
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elements are the interaction between on-board and 

trackside equipment and the sequence of events 

required to maintain operation. The functions are 

represented at lower model levels. The functions are 

specifically associated with the objects of the process 

aspect and represent the activities or the response to 

interaction requirements following from the scenarios.  

In Table 2 is a definition of failure rate for major 

components. 

 
STEP 3 - Identification of failure modes- FMEA. For 

FMEA analysis we adopted MIL-STD-1629 standard. 

We evaluated failures considering: 

- The consequences of failure are the worst 

conceivable (conservative assumption); 

- Failure is never contemporary to another 

(analyzing a fault at a time); 

- The devices are in normal operation. 

In appendix (Table 3) we show an example of 

“Identification of failure modes”. 
 
STEP 4 - Identification of FTA. For modeling fault 

we used the technique FTA (Fault Tree Analysis), 

deemed appropriate to highlight the dependencies 

between logical and functional components of the 

subsystem that can lead to abnormality determination of 

exercise (Top Event) and to quantify the probability of 

occurrence. FTA analysis assumes that the subsystem at 

the beginning of the mission is fully efficient, that every 

component is in good working condition and that all 

redundancies planned are active. The mission time was 

assumed to be 24 hours, or equal to the time of daily use 

of the subsystem. Here below (Figure 3) is an example 

of FTA. 

 
 

Figure 3: FTA example for “loss of feed for RBC” 

 
 

STEP 5 - Definition of decision network based on 
ANP. In this phase we proposed an ANP model to 

develop a maintenance plan to reduce the unacceptable 

risk to an acceptable level. We distinguished between 

“preventive maintainability” and “corrective 
maintainability”.  

The definition of the network scheme proposed 

involved expert people in maintenance problems. We 

established a “FMEA team” including Mechanical 

Engineerings, Quality Experts, the Maintenance Experts 

Once the network structure of the maintenance decision 

making problem is defined (see Figure 4 in Appendix), 

the priorities of the scheme are calculated using 

pairwise comparisons. 
Definitely, the network was characterized by the 

following clusters: Radio Block Center, Encoder, Boa 

Balise, Failure Causes, Failure Effects, Failure Modes, 

Alternatives that include Preventive Maintainability and 

Corrective Maintainability.  

Here below  (Figure 5 and Figure 6) we illustrate 

some results: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Priority vector for “Corrective 

Maintainability” node in “RADIO BLOCK CENTER” 

cluster 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Priority vector for “Preventive 

Maintainability” node in “RADIO BLOCK CENTER” 

cluster  

 

Once defined all comparison judgments we obtain 

a ranking of global priority for “Preventive 

Maintainability” and for “Corrective Maintainability” 

(Table 4). 
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Table 4: Global Priority 

Component Global Priority 

for Preventive 

Maintainability 

Global Priority for 

Corrective 

Maintainability 

Safety Centre 0,23 0.15 

Functional 

Keyboard 

0,25 0.23 

Interface 

Operator – 

Alarm – 

Remote control 

0.30 0.27 

Interface TLC-

LD & GSM-R 

0.35 0.29 

Power RBC 0.15 0.24 

Interconnection 

with relay 

electric system 

0.16 0.19 

Distribution-

Power 

0.18 0.28 

LEU (Encoder) 0.21 0.13 

Front End 

Diagnostic 

0.19 0.14 

Interconnection

s Balise & LEU 

0.27 0.22 

Filter Module 0.24 0.21 

Splitter Module 

- FED 

0.13 0.17 

Splitter Module 

- BUS I/O 

0.26 0.24 

GPS Module 0.14 0.20 

Boa 0.38 0,29 

 

Established priorities of actions is necessary to 

implement the maintenance programs. In appendix 

(Table 5 and Table 6) we propose as an example a 

preventive and corrective program (we show only a 

partial implementation). 

 

5. CONCLUSION 
The unexpected failures, the down time associated with 

such failures, the loss of production and, the higher 

maintenance costs are major problems in any process.  

It is necessary to develop a specific methodology 

to assess the reliability of systems/components. In fact, 

the failure of a system is rarely the result of a single 

cause, but rather the result of a combination of a series 

of interacting events.  

As a result, risk-based maintenance must not be 

perceived as a static exercise to be performed only once. 

It is a dynamic process, which must be continuously 

updated as additional information becomes available. 

For this reason in our work, we have proposed a 

methodology to develop an optimum risk-based 

maintenance strategy. The paper presents a  new 

methodology for designing maintenance programs 

based on Analytic Network Process. 

This approach: 

1. allows to integrate classical methodology 

based on the FMEA technique with a 

multicriteria decision making approach; 

2. ensures to take in consideration different 

parameters simultaneous. This will 

contribute to guarantee the reliability and 

availability of the whole system.  

Further developments could be oriented in 

applying the approach in several fields (automotive, 

aeronautic, etc.).  
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ABSTRACT 

This paper aims at improving the re-implementation of 

existing information systems when they are called to be 

involved in a system of systems, i.e. a federation of en-

terprise information systems that interoperate. The idea 

is reusing the local experiences coming from the devel-

opment of the original information system with the 

process of Model Discovery and Ontological approach. 

We draw the strong points of MDA and HLA, former in 

transforming concepts and models from the conceptual 

level to the implementation and latter in implementation  

of distributed systems, then we propose a MDA/HLA 

framework to implement distributed enterprise models 

from the conceptual level of federated enterprise intero-

perability approach. In addition, we propose a model 

reversal methodology to help re-implement the legacy 

information system, in order to achieve the interopera-

bility with other systems. We also draw the strong 

points from web services in order to improve the per-

formance of HLA in distribute simulation. 

 

Keywords: Interoperability, HLA, Model reversal, HLA 

evolved 

 

1. INTRODUCTION 

In the globalised economic context, the competitiveness 

of an enterprise depends not only on its internal produc-

tivity and performance, but also on its ability to collabo-

rate with others. This necessity led to the development 

of a new concept called interoperability that allows im-

proving collaborations between enterprises. No doubt, 

in such context where more and more networked enter-

prises are developed; enterprise interoperability is seen 

as a more suitable solution to total enterprise integration. 

 Since the beginning of 2000, several European re-

search projects have been launched to develop enter-

prise interoperability (IDEAS, ATHENA, INTEROP). 

Three main research themes or domains that address 

interoperability issues were identified, namely: (1) En-

terprise modeling (EM) dealing with the representation 

of the internetworked organization to establish interope-

rability requirements; (2) Architecture & Platform 

(A&P) defining the implementation solution to achieve 

interoperability; (3) Ontologies (ON) addressing the 

semantics necessary to assure interoperability. 

 This paper will contribute on rapid and intelligent 

development of Distributed Enterprise Information Sys-

tems by proposing a harmonized and reversible devel-

opment framework for HLA based interoperable appli-

cation. In fact, A multiple agent/HLA enterprise intero-

perability methodology and an unified reversible life 

cycle for interoperable enterprise distributed informa-

tion systems have been proposed in (Zacharewicz 2008) 

& (Tu 2010). They mention that several enterprises, 

who participate in a cooperative project, need to ex-

change various information any time through a platform 

based on HLA. However, most of the enterprises have 

their own legacy information systems and the question 

is how to use HLA to connect them conveniently, rapid-

ly, flexibly and perfectly solve the interoperability is-

sues. This paper will use the harmonization of MDA 

(Model Driven Architecture) and HLA to form a rapid 

and flexible development life cycle. In order to discover 

the enterprises’ knowledge quickly, Model Reverse En-

gineering will be used to reverse the legacy information 

system of enterprises backwards to models, and concur-

rently to solve the interoperability problems without re-

building the information systems or integrate them 

(Jouault 2009). HLA and Web Services will be mixed 

in order to improve HLA’s performance, which enables 

a closer integration of simulation based systems with 

traditional operational systems in a systems-of-systems 

approach. Web Services will help HLA to achieve Dis-

tributed Simulation Interoperability with external Sys-

tems in world wide web (Möller 2005). 

 The paper is structured as follows. We start out 

with a description of background, explain the problems 

we want to solve (section 2). Then we give a survey of 

related work in the area of HLA, MDI, Web services 

and Model Reverse Engineering (section 3). Then, we 

describe our framework in general and related scenario 

(section 4). After that, we explain our methodology sep-

arately in three parts, harmonization of MDA and HLA 

FEDEP, model reversal and HLA Evolved Web servic-

es (section 5). 
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2. PROBLEM STATEMENT 

The enterprise interoperability framework mentions that 

there are three barriers for enterprise interoperability, 

conceptual barrier, technological barrier, organizational 

barrier (Ullberg 2007). And those barriers are the prob-

lems we want to solve. We propose a synthetic devel-

opment life cycle to facilitate the development of the 

dynamic, secure and synchronized interoperable HLA 

based platform for enterprises with heterogeneous lega-

cy IT system. 

The three crosses  in figure 1 represent three bar-

riers in enterprise interoperability framework. For ex-

ample, conceptual barrier, different IT systems use dif-

ferent terms to describe ―car‖; technological barrier, 

different IT systems use different data format for mes-

sage transmission; organizational barrier, diverse or-

ganization structures exist in different enterprises. In 

addition, there is another problem. When an enterprise 

intents to participate in a existing cooperative project 

and connect to other heterogeneous IS, how can we es-

tablish this connection efficiently, correctly, and with 

low cost? In this paper, we are going to answer this 

question. 

 

 
Figure 1 Problems to solve 

 

3. TECHNICAL RECALL 

 

3.1. Model-Driven Interoperability framework 

The approach "Model Driven Interoperability" (MDI) 

consists in considering interoperability problems from 

enterprise models level instead of only at the coding 

step. 

 These works were realized in the Task Group 2 

(TG2) of INTEROP-NoE state at defining an approach 

inspired from OMG MDA (Bourey 2007). The goal is 

to tackle the interoperability problem at each abstraction 

level defined in MDA and to use models transforma-

tions techniques to link vertically the different levels of 

abstraction or horizontally to ensure each models of the 

level interoperability. The main goal of MDI, based on 

model transformation, is to allow a complete follow 

from expressing requirements to coding of a solution 

and also a greater flexibility thanks to the automation of 

these transformations. 

 In the context of TG2, experimentations have been 

realized and in particular the feasibility study to trans-

form GRAI Methodology (Chen 1997) (Doumeingts 

2001) Models to UML between CIM and PIM levels 

(Bourey 2007). These works are additional works rea-

lized in the context of ATHENA to define UML pro-

files to take into account Service Oriented Architectures 

at PIM level (Gorka 2007). These results have consoli-

dated by results presented by (TOUZI 2007) that have 

proposed an interoperability transformations method 

from BPMN to UML in the context of services oriented 

architecture. 

 Nevertheless, the soundness of the methodology 

has been demonstrated, but no full industrial scale vali-

dation have been yet realized. A project ISTA3 has es-

pecially for goal to demonstrate these concepts in an 

industrial real world significant application. The differ-

ent methodological propositions will be tested and re-

fined by focusing on model interoperability and their 

interoperability. It will consist in particular to improve 

the flexibility of the MDI transformation process in the 

way of obtaining dynamic interoperability in the context 

of federated approach.. 

 

3.2. High Level Architecture 

The High Level Architecture (HLA) is a software archi-

tecture specification that defines how to create a global 

software execution composed of distributed simulations 

and software applications. This standard was originally 

introduced by the Defense Modeling and Simulation 

Office (DMSO) of the US Department Of Defense 

(DOD). The original goal was reuse and interoperability 

of military applications, simulations and sensors. 

 In HLA, every participating application is called 

federate. A federate interacts with other federates within 

a HLA federation, which is in fact a group of federates. 

The HLA set of definitions brought about the creation 

of the standard 1.3 in 1996, which evolved to HLA 

1516 in 2000 (IEEE 2000). 

 The interface specification of HLA describes how 

to communicate within the federation through the im-

plementation of HLA specification: the Run Time Infra-

structure (RTI). Federates interact using services pro-

posed by the RTI. They can notably ―Publish‖ to inform 

about an intention to send information to the federation 

and ―Subscribe‖ to reflect some information created and 

updated by other federates. The information exchanged 

in HLA is represented in the form of classical object 

class oriented programming. The two kinds of object 

exchanged in HLA are Object Class and Interaction 

Class. Object class contains object-oriented data shared 

in the federation that persists during the run time; Inte-

raction class data are just sent and received information 

between federates. These objects are implemented with-

in XML format. More details on RTI services and in-

formation distributed in HLA are presented in. 

 The FEDEP (Federation Development and Execu-

tion Process) describes a high-level framework for the 

development and execution of HLA federation. FEDEP 

uses the seven-step process to guide the spiral develop-

ment of the simulation system through phases of re-

quirements, conceptual modeling, design, software de-

velopment, integration, and execution (IEEE 2003). 
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3.3. MDA & Model Reverse Engineering 

MDA is well-known for promoting the use of models 

and their transformations to consider and implement 

different systems. After MDA became an important 

change in software development practice, there is 

another research soon launched in OMG, later called 

Architecture Driven Modernization (ADM) (OMG 

2008).  

 The basic idea proposed in the MDA approach is to 

translate from an abstract platform-independent model 

(PIM) expressed in UML into a more concrete platform-

specific model (PSM). When the PSM is obtained, then 

we still need to generate code (OMG 2003). In the op-

posite aspect of view, ADM is trying to track the mod-

els by backwards to discover models from legacy sys-

tems. However, sometimes one would like to discover 

more specific models from a legacy system. This is why 

the ADM group has defined several meta-models to this 

purpose, the best known being the knowledge discovery 

meta-model (KDM) and abstract syntax tree meta-

model (ASTM) (OMG 2008). 

KDM is a meta-model for representing existing 

software system and the associations, relationships 

among the function models in the system, and also de-

scribe the operation environments. It can insure the inte-

roperability among the existing systems, make the data 

exchange among different vendors’ tools easier. 

 

3.4. Web Services 

Web Services is a well known technique in distribute 

interoperability simulation domain. It has achieve a 

great success in business domain, which stems from the 

good characteristics of the technology itself, and widely 

recognized by enterprises and business organizations 

and effective support for the open source community 

(Richardson 2007).  

 The data exchange of Web services is based on 

open standards such as HTTP and XML, is not asso-

ciated with any particular vendor, operating system and 

programming language, which makes Web services 

platform with a good vendor neutrality, coarse-grained 

business functions can also be packaged for the Web 

service, and it can be discovered by potential consumers.  

 At the same time, business-to-Web service is wide-

ly recognized. Microsoft, IBM and Sun and other lead-

ing manufacturers as well as Apache and other open 

source organizations support it, and World Wide Web 

and other standardization organizations active participa-

tion in the Web services technology provides great ma-

turity and popularity of the organization advantage. 

 

4. OVERVIEW OF FRAMEWORK 

 

4.1. Framework Description 

Harmonized and Reversible development framework 

for HLA based interoperable application, is the general 

description of this framework. In this title, there are four 

keywords, harmonized, reversible, HLA, and interoper-

able.  

 Harmonized means this framework is a synthetic 

framework, which consists several techniques. As figure 

1 shows, in this framework, we create a new five steps 

development life cycle which aligns MDA and HLA 

FEDEP. MDA is easy to use and easy to understand, 

and tightly bounding with Unified Modeling Language , 

Meta-Object Facility (MOF), and Common Warehouse 

Meta-model (CWM). It is the best choice to overcome 

the interoperability barriers, which mentioned in MDI 

framework (Elvesæter 2007). HLA FEDEP is the stan-

dard of development and execution of HLA federation, 

and it is similar with the waterfall development but with 

look-back test phrase. The motivation of alignment of 

MDA & FEDEP  

 

Figure 2 Harmonized and reversible development framework 
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is they have lots of similar steps and tasks and easy to 

reconstruct and align. In addition, this framework also 

use web services to improve the performance of HLA, 

which will explain in section 5.3. 

 Reversible means that this framework uses model 

reverse engineering technique to discover the model 

from the legacy system. To involve model reverse engi-

neering technique aims to avoid to rebuild the legacy 

system for different cooperation. Our objective is to ac-

celerate the development and reduce the cost. As figure 

2 illustrates, there are two arrows, which have opposite 

direction to five step development life cycle. These two 

arrows represent two different scenarios of model rever-

sal in this framework. We will explain this reversal in 

5.2. 

HLA means that this framework dedicates to the 

development of HLA based application. In our project, 

we choose an open source RTI, PORTICO. The reason 

of choosing that, is not only because it is free, but also 

we want to initiate an open framework to receive more 

comments and contributions from people who are inter-

ested in this idea. 

Interoperable means that this framework provides 

a solution for achieving enterprise interoperability. As 

mentioned in section 2, we are going to overcome the 

enterprise interoperability barriers and help to realize 

the short-lived ontology approach, which mentioned by 

(Zacharewicz 2009). 

 

4.2. Scenario 

A schema of the related scenario is shown in figure 3. 

We assume that before enterprises start to launch a co-

operative project, they all have their own system. Thus, 

our goal is to achieve the interoperability among those 

legacy systems. The steps of our approach as follows. 

 Step 1: model reverse engineering will be used to 

discover the models from the legacy system based on 

enterprises’ requirement and our interest. And then, re-

wind these models into MDA models based on the 

alignment of MDA and HLA FEDEP, and solve intero-

perability problem of each level of MDA models ac-

cording to the principle of MDI framework. 

 Step 2: a test of the final models we got by model 

reverse engineering is carried out. After that, we are 

going to transform correct models from CIM to code, 

and generate a Federate Interface, which can plug into 

the HLA platform and transmit the information with 

other companies’ information systems via RTI. 

 Step 3: if there are other enterprises want to join 

this cooperative project, they also need to follow the 

step 1 and step 2, to rewind their legacy system into 

MDA models, and remove the incompatible parts, then 

generate the Federate Interface, finally, synchronize 

with other systems. 

 

5. SPECIFICATION OF FRAMEWORK 

 

5.1. Harmonization of MDA and HLA FEDEP 

As known, HLA has lot of advantages, such as genera-

lized development process: Federation Development 

and Execution Process (FEDEP), synchronization stan-

dard: Runtime Infrastructure Specification, Data Stan-

dards and etc, however, in order to keep these advan-

tages, HLA needs to benefit from the commercial de-

velopments. As MDA is popular, widely recognized and 

it is an align able development life cycle with HLA 

FEDEP, and MDA can facilitate the construction of si-

mulators and provide the standardized meta models to 

this integration (Andreas 2002) (Shawn 2003) (Trbo-

vich 2005), MDA will be the best choice for HLA to 

benefit from. Besides that, from interoperability aspect 

of view, because most of the enterprises prefer to build 

their information system by using MDA, MDA would 

be the best choice for overcoming the interoperability 

barriers (Ullberg 2007). Model-Driven Interoperability 

(MDI) Framework provides a foundation, consisting of 

a set of reference models, for how to apply Model Dri-

ven Development (MDD) in software engineering dis-

ciplines in order to support the business interoperability 

needs of an enterprise (Elvesæter 2007). 

 

 
Figure 3 Scenario description 
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5.1.1. Specification of the harmonization 

In this section, we propose a new development lifecycle 

to reconstruct HLA FEDEP and MDA, and generate a 

new five steps development framework (as shown in 

figure 4). This new methodology aims to adopt the 

strong points from both HLA FEDEP and MDA while 

overcoming their weak points, then, to achieve proper 

component reuse and rapid development.  

Phase 1: Domain requirement definition, whose 

main task is to collect clear and enough requirements 

from customer in order to define the objective of the 

system, to describe the environment of the system, the 

scenario of the system. At the same time, all these defi-

nition and description need to be reasonable, unders-

tandable for all the stakeholder. CIM of MDA has more 

similar task with Define Federation Objectives, Develop 

Federation scenario together in HLA FEDEP. As the 

result, we align them in this phase, to convert the user 

requirement, which is more textual based, into more 

visual model, such as UML use case to derive the feder-

ation requirement, etc. 

Phase 2: Domain scenario systematization, whose 

main task is to refine the domain scenario and business 

process defined in the first phase, to identify and de-

scribe the entities involved in the scenario and business 

process. And then, to define the relationships among 

entities and behaviors, events for each entity, etc. This 

phase integrates PIM in MDA, which describes the op-

eration of system but doesn’t address the detail platform 

information yet, as well as steps of Perform Conceptual 

Analysis, Develop Federation Requirements and Select 

Federates in HLA FEDEP, which also define and select 

general participators of the federation, then describe 

their relationship, behaviors and event in general. 

 

 
Figure 4 Harmonization of MDA and HLA FEDEP 

 

Phase 3: System model specialization. In this phase, 

according to the technique chosen and platform selected, 

the system needs to be refined, for instance, to refine 

federation and federate structure, to allocate functions 

and attributes, etc. Detailed design will carry out at this 

time. This phase integrates the following parts in MDA 

and FEDEP. PSM in MDA, which is in the form of 

software and hardware manuals or even in an architect’s 

head, will be based on detailed platform models, for ex-

ample, models expressed in UML and OCL, or UML, 

and stored in a MOF compliant repository. The Prepare 

federation design, Prepare plan, Develop FOM, and Es-

tablish federation agreement in FEDEP will produce 

federate responsibilities, federation architecture, sup-

porting tools, integration plan, VV&A plan, FOM, 

FED/FDD and time management, date management, 

distribution agreements, etc. 

Phase 4: System Implementation, whose task is to 

transfer the specific system model into code, to create 

the executable federation and runable federate. At this 

level, MDA has various transformation techniques from 

model to code. In the FEDEP, Implement Federate 

designs will provide modified and/or new federates and 

supporting database. Implement Federation Infrastruc-

ture will provide implemented federation infrastructure 

and modified RTI initialization data. Plan Execution 

and Integrate Federation will provide execution 

environment description and integrated federation. 

Phase 5: Test. Throughout the previous steps of the 

MDA and HLA FEDEP alignment process, testing is 

essential to ensure fidelity of  the models. Testing phase 

includes the Test Federation, Execute Federation and 

Prepare Outputs, and Analyze Data and Evaluate Re-

sults in HLA FEDEP. Meanwhile, it will also refer to 

the outputs from the previous steps, such as the original 

user requirement in the first step, and federation test cri-

teria from second phase. 

 

5.1.2. Harmonized federate structure  

A schema of the expected result can be seen in figure 5. 

After this harmonization, we can consider a federate as 

a converter. A federate has two parts, one is Adapter 

and another is Plug-in. Adapter includes Enterprise 

Business Behavior Interface, which connects to the en-

terprise business process related to specific strategies 

and algorithms of different enterprises. Plug-in includes 

Integration code, which manages the interactions be-

tween the enterprise business behavior interface and the 

RTI, providing an RTI independent API to the enter-

prise business behavior interface, and a simulation in-

dependent API to the RTI services.  

 

 
Figure 5 Harmonized federate structure 

 The objective of these abstractions is to ensure that 

the enterprise business behavior remains decoupled 
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from RTI services. After the harmonization, all the fe-

derates will have the same Integration code but different 

Enterprise Business Behavior Interface, and any simula-

tion related services required by the enterprise business 

behavior interface are accessed via the integration code, 

rather than through direct interaction with the RTI. As 

the result, integration code is common components for 

all the federate of the existing coordinators and also the 

reusable components for the future coordinators. And 

enterprise business behavior interface will adapt to dif-

ferent legacy systems of different enterprises, it will be 

implemented based on specific strategies and algorithms 

of different enterprises, it will accomplish the cipher 

mission. 

 

5.2. Model Reversal 

 

5.2.1. Specification of Model Reversal 

This section describes a brand-new process of model 

reverse engineering with different scenarios constraints 

(see figure 6). The reverse process will re-characterize 

the legacy system in order to capitalize on the informa-

tion and functions of the existing system, and make it 

easy for reusing in a new HLA compliant system. This 

methodology will assist to HLA FEDEP / MDA align-

ment mentioned in previous section, to fully achieve 

rapid development of federation and/or federate based 

on the legacy IT systems.  

  

 
Figure 6 Model Reversal Framework 

 

 There are two different arrows, which represent 

two different scenarios of the model reverse process, 

illustrated in figure 6. 

 

1. First, when an enterprise intents to start ex-

changing information in a new cooperative 

project with other enterprises. In that case, the 

HLA federation has not been created yet, so 

we propose to reverse the code of the legacy 

information systems to the first definition 

phase (domain requirement definition). Then 

from top to down, we generate the model for 

each phase, finally we produce a federation 

and federate rapid development template. 

2. Second, if an enterprise intents to participate in 

a existing cooperative project and exchange 

data with other heterogeneous IS. Thus, we as-

sume an HLA federation has already been 

created. Here, according to the HLA FEDEP, 

federate starts to be considered from the 

second step (Perform Conceptual Analysis) as 

the reversal scenario 2 shows in fig. 3.2. 

Therefore it is not necessary to reverse to the 

first phase, the reversal can stop at the second 

phase (Domain scenario systematization). One 

will only reuse the model of the existing feder-

ation to create the model for the federate re-

lated to the legacy system of the new participa-

tor. Finally, the model of the existing federa-

tion and the new federate model are used to 

generate the code template for the new federate 

for rapid development. 

 

5.2.2. Expected result of Model Reversal 

A schema of the expected result can be seen in figure 7. 

This illustration is based on the approach of MoDisco 

(for Model Discovery). 

 In MoDisco principle (Jouault 2009), A model (Mi) 

in the modeling world is a representation of a system 

in the real world and the nature of the model (Mi) is 

defined by its meta-model (MMi). it means that mod-

el Mi conforms to its meta-model MMi, and every 

step is guided by a meta-model. The very first step of 

a model discovery process is always to define the meta-

model corresponding to the models you want to discov-

er. Then, the second step is about creating one or many 

discoverers, which is illustrated in the middle of figure 

7. These discoverers extract necessary information from 

the system in order to build a model conforming to the 

previously defined meta-model. The way to create these 

discoverers is often manual but can also be semi-

automatic.  

 In addition, in order to adapt MoDisco principle to 

our approach, we add constrains before the discoverers. 

As we know, the legacy system consists lots of sub-

systems, which are always based on various kind of 

platforms and techniques, thus it is big and complex. If 

we are going to reverse the whole legacy system, the 

project will be extremely hug and complicated, and it 

departs from our motivation. As the result, constrains 

aims to specify the target source, which means that we 

must first define the bound of model reversal before 

start to reverse. And the boundary must be defined 

based on our interest and each enterprise’s confidential 

information. This boundary specification will be rec-

orded as a configuration file which can be read by dis-

coverers. 

 

Page 52



 
Figure 7 The expected result of model reversal 

 

 According to the ongoing research, none of the 

software tools can fully reverse the legacy system from 

code to model. Some of the tools can rewind the code to 

static model without the dynamic one, and some of 

them can only discover the data model from database. 

In our approach, we choose MoDisco, which  is an Ec-

lipse GMT component for model-driven reverse engi-

neering. The common infrastructure of MoDisco is in-

spired by the KDM, which provides a comprehensive 

high-level view of application behavior, structure, and 

data and corresponds to a coarse-grained representation 

of a given legacy portfolio. MoDisco is a powerful tools 

even though it needs to be further improved. It provides 

different kinds of DSLs (associated to a meta-model) to 

describe the facet you want to discover from a given 

legacy. Furthermore MoDisco provides a toolbox that 

facilitates the building of model discoverers from the 

definition of the target meta-models. MoDisco can gen-

erate static model from the code of program, and can 

also generate dynamic model from the execution of 

program. However, the output of MoDisco is not adap-

tive to our project. Now, the output is a XML based file 

and with a tree structure illustration on eclipse, it is not 

easy for the people without strong IT background to un-

derstand it. So, our objective is based on MoDisco, vi-

sualize its output and add constrains in order to adapt to 

our project. 

 

5.3. HLA Evolved Web Services 

In the past few years, HLA has succeeded in many as-

pects, especially in the areas of interoperability and 

reuse, however, in pace with the rapid technical change 

and the future of the standard, HLA has to face to many 

new challenges. 

 

5.3.1. Specification of HLA Evolved Web Services 

As known, HLA has been developed within the defense 

simulation community, and more focus on the  simula-

tion in Local Area Network or in Virtual Private Net-

work, thus disadvantages expose: lack of flexibility, 

lack of integration with business and etc. Meanwhile, 

Web Services has been developed within the commer-

cial enterprise community, and has achieved a great 

success in business domain, which stems from the good 

characteristics of the technology itself, and widely rec-

ognized by enterprises and business organizations and 

effective support of the open source community. As the 

result, Web Services is the perfect option to help HLA 

overcome those disadvantages. 

The general idea of HLA evolved Web services is 

illustrated in figure 8. We assume that a cooperative 

project has been launched. The information systems of 

the members run well within the federation. During this 

project, another enterprises want to join this project 

with different expectation, such as different cooperation 

time periods, different cooperation domains, different 

expected results from federation, etc. As the result, to 

rebuild the federation is impossible. Our solution is to 

add one more federate, WebservicesFederate, as shown 

in figure 8. This federate will provide various services, 

different access permissions, and the common API of 

existing federation. The candidates can used the com-

mon API and the service they prefer to general their 

own federate, and connect to the existing federation 

with different authorities via the wide area network. 

For example, in figure 8, there are two enterprise X 

and Y want to participate in the existing project. Enter-

prise X is a supplier and enterprise Y is a client who is 

interested in the final product of this project. Thus, en-

terprise X has to know the workflow which related to 

his business, and synchronize its information with other 

stakeholders. While, enterprise Y only ask the informa-

tion from the federation, so, it doesn’t have to synchron-

ize with other systems. As the result, enterprise will ask 

WebservicesFederate  for the service with an authority 

of synchronization with other federates, but enterprise Y 

will only require the service with the lowest authority, 

which can manage to listen to the federation. Finally, no 

matter what kinds of services they got, they are con-

nected to the existing federation via web services. 

 

 
Figure 8 HLA Evolved Web Services 

 

5.3.2. Architecture of HLA Evolved Web Services 

The architecture of HLA Evolved Web Services is illu-

strated in figure 9. In our project, we choose an open 

source RTI, PORTICO (POTICO 2009), which doesn’t 

provide Web-RTI functionality. Actually, PITCH RTI 

supports Web-RTI functionality (Möller 2007) , but it is 

not free, and as mentioned before, we want to initiate an 

open framework, so we choose PORTICO. So, we im-

plement WebservicesFederate as a bridge, who takes 

charge of providing web services, connecting and syn-

chronizing  the federates outside the federation with the 

federates inside the federation.  
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Figure 9 Architecture of HLA Evolved Web Services 

 

 As mentioned in section 5.1, after the harmoniza-

tion of MDA and HLA FEDEP, we have integration 

code which provides a RTI independent API. And this 

API can be reused and published as common API. So, 

the candidates can reuse this API and follow the second 

scenario of model reversal, mentioned in section 5.2, to 

generate their own Enterprise Business Behavior Inter-

face adapt to the common API. After that, the new fede-

rate outside the federation can send the information to 

bridge via the Web services interface and be synchro-

nized by bridge. 

 

5.3.3. Demonstration of HLA evolved web services 

An implementation of the HLA evolved web services 

simulation has carried out by an internship student in 

our lab. It is based on POTICO RTI and Java. This si-

mulation is implemented on Eclipse and can run in 

Windows NT or Unix system with JDK 1.6.0 (or higher) 

environment and ROTICO environment.   

 

 
Figure 10 car manufacturing use case 

 

 This simulation describes a scenario of car manu-

facturing after a customer order arrives. This simulation 

simply simulates car manufacturer and suppliers of 

wheel and engine as figure 10 shows. Once the Car 

sales agency (CSA) receives an order from a client, it 

sends an order to the Car manufacture factory (CMF), 

then CMF sends orders to different suppliers, such as 

Wheel suppliers (WS) and Engine suppliers(ES), to get 

the parts or raw materials. When suppliers finish the 

products, they deliver them to the CMF where would 

assembles them and then deliver to the CSA. In this si-

mulation, the status of the order is the concerned issue. 

CSA cares about when it can receive the cars it orders, 

and it concerns about the status of this order. The object 

class structure table shows in table 1. 

 

Table 1: object class structure table 

object class structure table 

Object root 

WheelSupplier 

dayToFinish 

currentState 

count 

price 

CarManufacturer 

dayToFinish 

currentState 

count 

price 

EngineSupplier 

dayToFinish 

currentState 

count 

price 

 

 We assume that CSA is the federate outside the fed-

eration, while, the WS, ES and CMF are the federates 

inside the federation. CSA is synchronized with WS, ES 

and CMF by bridge. Figure 11 illustrates the sequence 

diagram of this simulation. CSA requires the status of 

the order through web services, and bridge uses socket 

to connect the federation, and listen to the federation, 

waiting for the answer. 
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Figure 11 Sequence diagram of simulation 

 

 In this simulation, we assume that three seconds 

represent one manufacturing day. When CSA ask the 

probable manufacturing  time for its order, it will re-

ceive a result, Gantt chart, as figure 12 shows. Then, 

when it requires the status of the order, it will receive 

the another Gantt chart with detail progress bar. 

 

 
Figure 12 Simulation result 

 

 Now, the simulation runs well with laboratory data, 

except some gaps between our approach and the API 

provided by PORTICO. Recently, we are working on 

those gaps.  

 

6. CONCLUSION  

Based on the state-of-the-art, we have proposed a new 

systematic methodology, which is a valuable outcome 

of synthetic framework with harmonization of HLA 

FEDEP & MDA, Model reverse engineering and HLA 

Evolved Web Services. This methodology provides a 

new five steps process to develop models of simulation 

starting from conceptual enterprise models. In addition, 

it also bridges the gap from concepts to implementation 

in the field of enterprise modeling by offering a new 

standardized and reversible approach. And it also use 

the Web services to improve the performance of HLA. 

This methodology seems promising regarding to real 

enterprise information system requirement of distribu-

tion, federated interoperability and agility of adapt to 

dynamic context. 

 Up to now, this work is still in a research process. 

The methodology presented (each phase of HLA/MDA 

alignment and the model reversal process) still needs to 

be refined and detailed. An implementation of HLA 

Evolved Web Services has been carried out with an 

open source RTI, PORTICO. A case study will allow 

testing the proposed approach in an industrial context. 
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ABSTRACT

This paper proposes the critical issues related to the
innovative use of simulation for Mobile Training. The
authors propose a methodology for developing
simulators for training purposes; special attention is
proposed on providing tailored solution for training
activities to be conducted in different frameworks. The
focus of such a research is to identify proper approach
for development of a mobile training solution able to
be successfully applied to trainees from different
countries (i.e Mediterranean Area); many aspects, such
as language, culture, procedures, have to be analyzed
as well as possible benefits using simulators for
training (i.e. cost reduction)

1. INTRODUCTION

Training is a critical issue in many different
framework; in fact currently new concept such as
mobile training are evolving thanks to the support of
new enabling technologies; therefore it is important to
identify the aspects and requirements for these
applications, from this point of view it is critical to
proceed on the definition.
Vavoula and Sharples say that there are “three ways
that learning can be considered mobile: in term of
space, in different areas of life and with respect of
time”. Today there is a growing importance in
developing new methodologies for delivering training
services: mobile training laboratories, mobile training
programs, ad hoc equipment and trainers. In general
sense, it is considered an efficient means of providing
education and training even if affected by limitations
(i.e. devices, design)

Fig.1 Mobile Training Solution based on 40' Shelter

In fact, some difficulties rise designing models for
specific training scenario, such as: formalization level
of highly specialized expertise, competencies based on
concrete know-how or on theoretical knowledge, etc.
Usually, trainees need a mix of practical competencies,
experience, know-how and theoretical competencies.
According to Pieri and Diamantini a possible solution
could be a blended learning model, which is a
combination of different approaches and strategies to
make teaching/learning process effective and
“customized”. By using mobile training and lectures it
is possible to get the most from advances in technology
and traditional well known face to face training
Based on this possibility, training programs should be
designed taking into account the integration of
different educational methods, from traditional classes
to distance learning, with special attention on lifelong
learning.
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2. MOBILE TRAINING DESIGN

In order to develop an effective model, useful for the
development of training materials and the design of
procedures for mobile training, it is fundamental to
have a clear understanding of the mobile training as a
mix of technology, human capacities and social
interaction [Marguerite L. Koole].
To design effective mobile training modules it is
important to assess the utilization of the following
aspects within a mobile training system:

• Device: is important to assess these characteristics
because mobile training device, such as a simulator,
provide the trainee and the training task with an
interface

• Trainee: take into account trainee’s abilities,
knowledge, motivations

• Social aspect: takes into account the processes of
social interaction and cooperation. The rules of
cooperation are fundamental in order to exchange
information and acquire knowledge.

In fact only the interaction among the cited aspects
provides the trainees with the proper feedback, which is
the only way to acquire and maintain knowledge,
experiences etc.
Therefore, a simulator for training purposes should:

• Be “user friendly” in order to increase success
rates, because the trainee could concentrate on the
tasks rather than the tool

• Make possible information exchange and
collaboration among people with different  goals
and purposes

• Take into account the needs of trainees as people
with different backgrounds, cultures and
environments

• Be effective enabling trainees to interact with
trainers, courses and virtual environments

Summarizing, an effective mobile training results from
the integration of simulator, trainee and social aspects.

Fig. 2 Aspects to be considered for an effective Mobile Training

3. A MOBILE TRAINING EXAMPLE:
VIRTUAL PORT FOR REAL OPERATORS

The authors experienced an innovative mobile training
solution by developing a new training equipment for
ports titled ST_VP (Virtual Port developed by
Simulation Team); ST_VP is an HLA-based Real Time
Distributed Simulation application for Training
purposes, taking into account operators training and
education, handling safety, operative efficiency.
Based on these conditions, an entire virtual world has
been designed including surrounding areas, roads,
container yard, different type of yard cranes, ship
cranes, ships etc. In addition, ST_VP is based on
modular approach that guarantee extensibility and
interoperability for the dissemination of simulation
techniques as Mobile Training Tool.

Fig.3 - Virtual Yard with Virtual Trucks and Virtual Copter

Fig. 4 - Virtual Portainer operating on Virtual Ship

The ST_VP structure is based on High Level
Architecture and allows to connect multiple models
representing different systems where to conduct the
training, by this approach it becomes possible to
generate scenarios with multiple objects intereacting.
This aspect represents a real important concept in
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training simulation, moving from training on a single
system to an environment for cooperative and
competitive training. In fact ST_VP deals mostly with
Ports, Terminals, Cranes and vehicles with different
purposes: training single operators, training the
operative squad in procedures, etc.
For these reason a wide range of configurations and
operative applications are available, from operating
stand alone on a single workstation to creating a
federation of cranes interacting in a networks.
Therefore through simple MMI (man-machine
interface) it is possible to configure a large set of
position that can quickly changed from cranes to truck
for creating complex cooperative scenarios; the ST_VP
is designed to integrate scalable solutions (i.e. video
games interfaces, laptops, workstations, 6 degrees of
freedom mobile platforms,etc); by this approach it
becomes possible to define cooperative operations
where different teams are working concurrently in order
to improve efficiency.
In order to support the mobile training several features
have been introduced in ST_VP:
 Scalable Hardware Platforms and MMI: this allows

to create different configurations able to be
relocated quickly based on the current training
needs; it is possible to create sessions with
extended number of players very quickly.

 Mobile Training Framework: ST_VP is
encapsulated in a real Container (40' high cube) that
has been transformed in a mobile lab including all
the ST_VP elements (computers, mobile platforms,
MMIs, biomedical devices, interactive whiteboard,
network infrastructure, cameras etc.); the ST_VP
Container is designed to operate in extreme weather
conditions and it is powered by flexible solution
enabling it to operate in Europe, America or Africa;
in addition the ST_VP Container have security
solutions for protecting him against threats (i.e.
firewalls, cameras, alarms, gps).

 Integration with blended education solutions: by
this approach it is possible to remotely access the
ST_VP Container, wherever in the world, seeing
internal activities, communicating with the
trainer/trainees and even downloading actions and
exercise for remote analysis and evaluation; the
trainees are enabled to access a e-learning platform
based on Moodle for reviewing exercises and notes
from the instructor.

 Tailoring Capabilities: the modular nature of
ST_VP, the library of entities and the easy
capability in changing the scenario allows to
readapt the training to different ports and terminals
with different cranes/vehicles, different procedures
and different layouts.

In fact in the case of ST_VP it was decided to identify
different type of elements supporting mobile training
from two different point of view: Direct Supports
devoted to help directly the mobility of the training

infrastructure and framework service supporting mostly
the adaptability of the simulator for being used in
different place, so providing him opportunities and
capabilities for being relocated; in this sense it is
possible to classify in these two categories the following
elements:

Direct Support
 Mobile Lab in a Standard 40' Container for easy

Shipping
 HVAC ("Heating, Ventilating, and Air

Conditioning") designed for facing extreme
conditions for operating in any location

 Flexible Power able to support the different
standards that are available in the different
countries and continents

 Compact CAVE: cave 270 horizontal degrees and
135 vertical degrees operating within 2.2 x 2
meters

 Easy Packaging for shipping of the components in
compact solutions inside (tailored configurations
for specific users) or outside (lean configurations
for basic use) of container

Framework Services
 HLA and Modular Approach for easy

reconfiguration of scenarios and players
 Scenario Tailoring and Library supporting easy

configuration on the specific training scenarios
 Integration with several user interfaces allowing to

access both game engine and professional
platforms for extending the number of players

 Blended Education Platform possibility to remote
access to the services by trainers (remote
instructor) and trainees (reviewing their activities
and educational material)

 Biomedical Device Integration supporting direct
measure of the trainee physical conditions and
stress level during sessions provide support to
complete quick comparison among different
training sessions in different frameworks

The ST_VP federation includes several federates:

• Portainer: allows the operator to practice a gantry
crane in different scenarios. The operator can
virtually load and unload container from a ship, in a
virtual dock where different portainers work
simultaneously.

• Control & Debriefing: the trainer is provided with
capability to navigate the virtual environment and
to control the scenario configuration (i.e. set
number of containers and operative straddle
carriers, number and type of ships in port and
number of trains) and to set weather conditions (i.e.
time, weather condition, wind and sea condition).
In addition the trainer is enabled to activate on-line
with the on-going simulation simultaneous
debriefing sessions for immediate review of results.
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• Truck, reach stacker, straddle carrier, wheel
transtainer, rail transtainer, bridge crane, heavy
crane federates: they dramatically improve the
quality of the training session enabling each trainee
to practice different vehicles/cranes in multipurpose
operation.

The simulator automatically generates the missions: the
user can define for every single operator which
container has to be moved and the new
position/destination to be reached.
The mission can be “multiple destinations”, in other
words the trainee could be asked for moving the
container from a yard allocation or a truck trailer and
back again. Also, different levels of complexity can be
selected, extra-move included, based on the necessities.
The adopted solution for the federation architecture
enable the interaction among several vehicles.
Furthermore, the authors use extensively a network of
experts in Simulation for Port Logistics as well as
DIPTEM laboratories in order to guarantee a successful
VV&A.

Fig. 5 Virtual Operation involving Virtual Ship and Virtual Truck

4. SIMULATION: AN AFFORDABLE MEANS
OF PROVIDING TRAINING

The present study represents an interesting example in
the field of Simulation for Mobile Training, the final
users take advantage from low cost interactive
distributed HLA-based environment which runs on PC
equipped with simple devices (basic configuration) or
becomes a mobile classroom once containerized with
mobile platform and cave (full configuration).
In fact Ports represent a wide set of scenarios where
different configurations are present: very different
processes using often similar devices; in addition Ports
are characterized by different size and needs, so it is
very important to tailor the training; for instance ST_VP
is currently in use in two Mobile Labs and at the same
time are operating in light configuration for specific
purposes in several continents.

In general sense, the “mobile” approach makes possible
to extend the application of simulation as training
support system in new areas, effectively facing
interaction, cooperation, competition in a wide range of
scenarios, with significant cost saving as well.

Fig. 6 Effective Mobile Training Solution: ST_VP

In the proposed case, ST_VP represents an innovative
mobile training based on simulation; therefore with
reference to port crane training, it is presented the
benefit related to the use of a mobile training respect
traditional solutions; the cases are represented by:
 Innovative Mobile training based on Simulation
 Traditional Mobile Pack with Crane Simulator
 Traditional Containerized Crane Simulator
 Fixed Solution for Crane Simulator
 Traditional Training on a Real Crane
The target functions to be evaluated are the number of
ports to be tested and the number of people to be
trained, in addition another important factor it is the
time of direct training (operator interacting with the
equipment) vs. the frontal lectures and observation of
other people operating; another important factor is
related to training costs. It is important to measure even
the capability to reproduce a specific scenario; so these
factors are estimated as following just considering the
crane operation exercises:
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Ttot Total Training Time for a Site
ns Number of sessions on a Site

α Percentage of time on real crane respect
Simulation

Ttr training time
uc use of the time frame for training (i.e. 8 hours per

days, 5 days/week)
pu number of users concurrently training on

the simulator
lc production losses due to unavailability of the real

crane
rcr number of real cranes
vcr number of virtual simulators
Ttvi student transition time on simulator
Ttri student transition time on real crane
Tst setup time for the mobile solution
Tta time for tailoring scenario for the mobile solution
Tsh time of shipping for the mobile solution
P Period available for training
Nports Number of serviced Ports over P timeframe
Ex Trainee time operating directly
np number of people in a training session
Ctot Total Costs on a Site including all sessions
Is Instructor Cost
Arcr Time Cost for using real crane
Avcr Time Cost for using virtual crane
Cst setup cost for the mobile solution
Cta cost for tailoring scenario for the mobile solution
Csh cost of shipping for the mobile solution

Table I - Comparison Scenario with Tailoring
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ns Number of sessions on a Site 3 3 3 3 3 [sessions]
alfa percentuage on real crane 0.5 0.5 0.5 0.5 1
Pu parallel trainees on simulator 4 1 1 1 1 [people]
Ttr training time 40 40 40 40 40 [hours]
Ttvi student transition time on simulator 2 2 2 2 0 [minutes]
Ttri student transition time on real crane 0 0 0 0 2 [minutes]
Tst setup time for the mobile solution 0.5 1 0.2 0 0 [days]
Tta time for tailoring scenario for the mobile solution 1 20 20 20 0 [days]
Tsh time of shipping for the mobile solution 3 3 3 3 0 [days]
rcr number of real cranes 0 0 0 0 1
vcr number of simulated cranes 4 1 1 1 0
P Period available for training 6 6 6 6 6 [months]
np number of people in a training session 4 4 4 4 4
Is Instructor Cost 50 50 50 50 50 [Euro/h]
Arcr Time Cost for using real crane 171 171 171 171 171 [Euro/h]
Avcr Time Cost for using virtual crane 175 263 44 219 175 [Euro/h]
Cst setup cost for the mobile solution 1000 1000 1000 1000 0 [Euro/movement]
Cta cost for tailoring scenario for the mobile solution 1000 20000 20000 20000 0 [Euro/scenario]
Csh cost of shipping for the mobile solution 1000 2500 1000 64000 0 [Euro/movement]
lc loss of productivity 0 0 0 0 2325 [Euro/hour]

Table II - Results on Scenario with Tailoring
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Ttot Total Training Time for a Site 228.8 696.8 677.6 672.8 120.4 [hours]
Nports Number of serviced Ports over P timeframe 4.62 1.52 1.56 1.57 8.77 [ports]
Ex Trainee time operating directly 25 10 10 10 10 [hours]
Ctot Total Costs on a Site including all sessions 54,099 209,682 128,753 250,015 306,566 [euro/site]

It is important to note that tailoring represent a critical
factor for training effectiveness; therefore this factor is
hard to be effective in real crane simulator: if the real
crane works off line of the real production it not very
realistic (i.e. not operating on a ship, not lanes of trucks)
and introduces very high costs, viceversa operating on
real procedure (real crane, real ship etc.) it involves high

risk in damaging high value equipments as well as
creating problems in operations; for instance in a sector
where cranes have a cost of 1/10 of the ports the impact
of maintenance costs related to training session was
estimated in about 40 kEuro/year per crane; for
traditional simulators tailoring is very limited too, due
to the predefined scenario and the impossibility to create
the procedures on-going in each terminal; therefore
training is very peculiar and the above scenario is
estimated based on mean values by subject matter
expert estimations (Bruzzone, Vio, Capasso 2000;
Bruzzone, Tremori, Capasso 2009).
Therefore it is interesting to present even the results
without considering any requirement for tailoring that
are reported in table III and IV.

Table III - Comparison Scenario without any Tailoring
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alfa percentuage on real crane 0.5 0.5 0.5 0.5 1
Pu parallel trainees on simulator 4 1 1 1 1 [people]
Ttr training time 40 40 40 40 40 [hours]
Ttvi student transition time on simulator 2 2 2 2 0 [minutes]
Ttri student transition time on real crane 0 0 0 0 2 [minutes]
Tst setup time for the mobile solution 0.5 1 0.2 0 0 [days]
Tta time for tailoring scenario for the mobile solution 0 0 0 0 0 [days]
Tsh time of shipping for the mobile solution 3 3 3 3 0 [days]
rcr number of real cranes 0 0 0 0 1
vcr number of simulated cranes 4 1 1 1 0
P Period available for training 6 6 6 6 6 [months]
np number of people in a training session 4 4 4 4 4
Is Instructor Cost 50 50 50 50 50 [Euro/h]
Arcr Time Cost for using real crane 171 171 171 171 171 [Euro/h]
Avcr Time Cost for using virtual crane 175 263 44 219 175 [Euro/h]
Cst setup cost for the mobile solution 1000 1000 1000 1000 0 [Euro/movement]
Cta cost for tailoring scenario for the mobile solution 0 0 0 0 0 [Euro/scenario]
Csh cost of shipping for the mobile solution 1000 2500 1000 64000 0 [Euro/movement]
lc loss of productivity 0 0 0 0 2325 [Euro/hour]

Table II - Results on Scenario without any Tailoring
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Ttot Total Training Time for a Site 204.8 216.8 197.6 192.8 120.4 [hours]
Nports Number of serviced Ports over P timeframe 5.16 4.87 5.34 5.48 8.77 [ports]
Ex Trainee time operating directly 25 10 10 10 10 [hours]
Ctot Total Costs on a Site including all sessions 47,739 61,428 33,131 112,287 306,566 [euro/site]

It is evident the great benefits of innovative mobile
training solution such as that one proposed by ST_VP
respect traditional training on real crane and even
respect old style simulators as summarized by the
following figures.

Comparison on Scenario with Tailoring
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Fig. 7a Benefits of Mobile Training in Effectiveness and Costs with
Scenario Tailoring
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Comparison on Scenario without any Tailoring
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Fig. 7a Benefits of Mobile Training in Effectiveness and Costs
without any Scenario Tailoring

CONCLUSION

This papers introduces the concepts of Mobile Training
and provides an example of a simulator that is enabling
these concepts; from this point of view it is important to
identify the features and requirements that support the
Mobile Training not only in term of direct support, but
even as framework service guaranteeing usability within
this paradigm.
In fact the example of ST_VP, developed by the
Simulation Team, provides an unique opportunity, due
to the high level of flexibility, to improve existing
training procedures or to develop new ones, giving the
authors the chance to tackle a very serious problem in
the related application area. The approach outlined here
provides an overview of the elements that supported a
Mobile Training solution taking into account the
positive follow up of innovative techniques applied to a
sector that it is not very familiar with simulation such as
maritime environments; the results obtained
demonstrated significant benefits in term of training
effectiveness; therefore the most interesting benefits
obtained are related to the big increase in number of
terminals, ports and operators that could benefit from
this Mobile Training approach with a cost reduction.
Finally the proposed research aims to deliver a training
approach that have potential for further implementation
in other sectors.
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ABSTRACT

This paper propose some preliminary research on the
potential of the Web 3.0 concept into military training;
the authors present an overview of this technology
considering the application framework and developed
the requirements for getting benefits of combining
Simulation and Web 3.0; a proposal about a scenario
and model is presented as case study to verify and
validate this approach.

INTRODUCTION

The Web 3.0, as semantic web, allows to support quick
and effective identification of resources and condition
by correlating the info and data; in fact usually no
single database or network source contains all the
critical information for complex problems. A critical
question it is if this capability could be applied to the
training process of military simulation; based on
subject matter experts operating in this area the answer
results clearly positive; in fact to create a semantic
infrastructure could results in an important support to
simulate and facilitate data mining; in fact by this
approach it becomes possible to show relationship
among resources and services and, through intelligent
support algorithms, to underline specific result by
creating effective opportunities able to associate
different contents with resources on the dbase and web
(foir this context obviously mostly intranet). This is
especially true for the intelligence field where the right
gathering, correlation and spreading of the right
information is determinant in a asymmetrical full
spectrum military environment. Semantic technologies

allows users to easily build new web sites and
application to manage their needs, presenting various
threads in a composite picture. The semantic web
service/application could serve also as application
integration mechanism by using meta-data that are
interpreted in the meaning, realizing a common and
universal understanding. In fact the combination of this
approach with Intelligent Agents driving Computer
Generated Forces (IA-CGF) could support quick and
effective creation of complex scenarios in asymmetric
warfare conditions for training. The authors are
developing these concepts for a demonstration devoted
to training and to complete VV&A with further
potential for test and analysis and decision support
applications.

SEMANTIC WEB

The first step it is to consider the innovative concepts
behind Web 3.0: Berners-Lee, et al (2001) wrote “a
new form of web content that is meaningful to
computers will unleash a revolution of new
possibilities." This is the concept related to the
Semantic Web.
Tim Berners-Lee (well known for inventing the
World Wide Web), already presented this idea at the
very first World Wide Web conference in 1994. The
potentials of the Semantic Web are also strongly
reaffirmed in Shadbolt et al. (2006): the authors
revisit the Semantic Web idea stating that it will
mainly rely on key insights, tools and techniques
developed during the last 50 years of research in the
field of Artificial Intelligence. Nowadays all the
disciplines (life sciences, environmental sciences,
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business, commerce and defence to cite a few) ask for
data (potentially available on the web) integration
coming from different sources and the need for
intelligent information combination (according to
user requirements) is constantly growing. On the
actual web (syntactic web) the main difficulty lies in
the interpretation of the text being searched that is not
semantically annotated.  In 2006, Tim Berners-Lee
said that the Semantic Web has to be regarded as one
of the main components of the Web 3.0 (Shannon,
2006). The main difference among Web 1.0, 2.0 and
3.0 is based on bandwidth availability that allows the
use of more packages, functions and applications for
unlimited time with heavy multimedia applications
(video web), that were before less manageable. From
this point of view Web 3.0 allows users to extend
previous communication capabilities by integrating
them with multimedia contents and automatic search.
In effect the Web 3.0 should include multiple aspects;
among others the most important are the advanced
use of artificial intelligence techniques, the
organization of information in databases (for
information access) and Web 3D (three dimensional
environment). Web 3.0 should adopt a multiplatform
technology that can be easily integrated with different
Operative Systems, architectures, browsers and
should use many libraries and framework
applications. Therefore the first step is to improve
data interoperability levels (data web), then the
combination of data mining and intelligent agents
should support the intelligent integration of available
information (in Web 2.0 this step is carried out by the
user according to multiple syntactic searches and data
re-organization). Following this process Web 3.0
becomes a Service Oriented Architecture that can also
include a 3D application to create a set of three
dimensional environments as demonstrated in systems
such as "Second Life". What is?
In this paper the authors explore the possibility and
the potentials to use Web 3.0 (specifically the
Semantic Web) for training processes in military
simulation with particular attention to Command and
Control System services. In this context the Semantic
Web can strongly support the user’s requirements and
predict what the user means by his query and deliver
more relevant researches and results. A framework
that includes a Semantic Web provides a strong
potential in describing data and applications. The
authors propose using these concepts in a framework
for supporting Intelligent Agents Computer
Generated Forces in generating threats for complex
urban scenarios.
The state of the art on the Semantic Web reveals a
wide spectrum of research topics and results as well.
Semantic Web is currently a very exciting topic for

researchers in different areas: from distributed
information systems to artificial intelligence. One of
the most important features of Semantic Web (as well
as the current syntactic Web) is related to information
search. When users search for information they would
like to see only relevant results. They do not like to
retrieve data that are unrelated to their search string.
The major problem is that in the current Web it is
difficult to find good research results due to a non-
semantically annotated interpretation. Algorithms that
interpret the syntactic content in order to return good
search results are necessary. These algorithms can
decide whether or not to take user context and the
search history of users into consideration.
New approaches and techniques were developed in
the last few years to better search results. For
instance, Hsua and Wub (2006) introduced a new
approach that determines the relevance of a Web page
in its context, based on the relevancy context graph.
These graphs estimate the distance and the relevancy
degree between the retrieved document and the given
topic. By calculating the word distributions of the
general and topic-specific feature words, the method
is expected to preserve the property of the relevancy
context graph and reflect it on the word distributions.
In contrast, Godoy and Amandi (2006) developed a
document clustering algorithm, named WebDCC
(Web Document Conceptual Clustering) in order to
acquire user profiles, taking in consideration their
search history that is properly clustered.
Another difficulty of current Web is represented by the
integration of the various data sources in order to
produce good search results. In fact information space
is scattered over several sources that have different and
non-standard structures, schemas and meta-data. The
concept of community helps to overcome this limit. In
fact, when one queries for a specific topic, the search
can focus on the data provided by an existing
community around that topic, excluding unrelated ones.
Benatallah et al. (2006) underlined the problem of
querying heterogeneously structured data and proposed
a flexible and user-centric query matching algorithm. It
exploits both community descriptions and peer
relationships to find e-catalogs that best match a user
query.
Another relevant aspect in Semantic Web is people trust.
Consider for instance people authentication and
reputation problems, users’ privacy, confidential
information management, etc. Artz and Gil (2007-a,
2007-b) studied trust feelings in content on the
Semantic Web, identifying and analysing just what
factors people use to decide what content they will trust
and why. In this case simulation was very useful in
order to study alternative models of content trust.
Concerning people trust and specifically users’ privacy
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during e-commerce activities, Jutla et al. (2006)
propose a privacy management architecture, consisting
of client-side and web-side architectural data
components and services which inform the user of
online privacy and trust within e-commerce tasks.
Client-side ontology and data structures for
representing user contexts are introduced. In the
context of the Semantic Web, social networks are
crucial to realize a web of trust, which enables the
estimation of information credibility and
trustworthiness.  Matsuo et al. (2007) described a social
network extraction system called POLYPHONET, that
extracts relations of persons, detects groups of persons,
and obtains keywords for a person by using several
advanced techniques. Finally, social relations are
classified in order to obtain and use person-to-word
relations. A particular characteristic of Semantic Web
is related to the extension of Web Services by
representing explicit meanings. One aspect of the
formal definition of Semantic Web Services is the
description of the data that are processed by Semantic
Web Services. The Web Service Modelling
Framework, WSMF, (Fensel and Bussler, 2002)
proposes a formal representation of Web Services, that
allows access machine executable semantics. Note that
usually different applications domains have different
conceptualizations of their specific data sets. For
instance, the health care industry where numerous
providers use different standards to describe their
application data. In particular Dogac et al. (2006)
defined formal representations of healthcare data in
order to develop Semantic Web Services.
Another important element of Semantic Web Service
definition is the composition of Web Services. In fact
an appropriate composition of different Web Service
can produce the desired result for a client. Rao et al.
(2006) studied an automatic Web Services
composition, based on Linear Logic and theorem
proving. In addition, it is necessary to specify how
Semantic Web Services are executed; in particular a
life cycle determines the order of Semantic Web
Services use. When a request comes from a client, an
appropriate set of Web Services have to be invoked in
order to satisfy the client’s requirements. Different
researchers have studied a Web Services discovery
approach. For instance, Bianchini et al. (2006)
introduces a discovery approach based on a three-layer
ontology, each layer describing Web Services more
specifically in the form of an abstraction hierarchy.

MILITARY APPLICATIONS

The complexity of military applications comes from
the necessity of integrating more options in just one

complex application. In the case of a generic
Command and Control (C2) system, such applications
must guarantee:
• the visualization of a referenced and accurate

cartography that usually includes a series of
military data (in general units, means, tools,
capability or references identifications)

• the possibility of sending standard messages
• the management of databases containing operative

and logistics data (in a classified environment as
well)

• the possibility of operations planning by
scenarios/situations investigation and by
correlating collected information in order to
implement the received orders and transform them
into possible actions/reactions.

The C2 system can be eventually completed with the
integration/interoperability with other data/systems;
however the system often is not able to provide a
mid-level military decision maker with a complete
general or particular framework, fundamental for a
proper application of the decisional process and for a
quick and coherent decision. This is mostly due to the
implementation of partial architectures in the C2
Systems design because they only take into
consideration a specialized referenced environment
(ground, sea, air, cyberspace) and they do not
consider other realities (by their inherent
construction). Such situations can happen due to
developer’s choice, opportunity or blindness.
Indeed, it is a fact that database or network resources
cannot contain all the needed information. The most
recent tenets on information spreading/sharing such
as those foreseen by NCW/NEC (Network Centric
Warfare/ Network Enabled Capability) intend to
mitigate this shortfall by applying circular
methodologies for information spreading and sharing
so that data can be managed and used (effectively and
efficiently) by a large number of users. The
possibility of modeling and simulating these different
approaches for information spreading and sharing
could make possible a more complete and detailed
analysis of any possible scenario.
From this point of view Web 3.0 techniques represent
an enormous potential, especially if we imagine its
application in a functional modern C2 System,
oriented to NCW/NEC techniques. The semantic
techniques are used to multiply database queries in
different functional areas and environments and to
simplify data research by using IA (Intelligent Agents)
and information correlation. Data mining can be used
for simulating and showing resources and services
relationships or for supporting the representation of
specific actors on training simulators (using IA). In
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addition, by using ad-hoc algorithms, it is possible to
create great opportunities by associating various
resource contents of different realities via intranet and
to represent dynamic and complete JCOP (Joint
Common Operating  Picture), that can be used to
populate Constructive Simulator databases and
reproduce real world scenarios. The resulting output
may help to quickly predict possible actions/reactions
or make hypotheses in the intelligence domain and in
static and asymmetric environments, and lead to
understanding the great importance of correct
information reading, representation, and spreading in
full spectrum environments. For example, analysis
applied to an urban 3D environment in order to predict
possible shooting directions used by a sniper or
positions which can be used to trigger IEDs
(improvised explosive device) or launch ambushes.
Semantic capabilities could be used to manage local
information from a commander on the ground in order
to create its own order of battle, collect information,
and to send needed information to his subordinates to
reproduce a graphic planning or to search information
on internet by using assisted Web 3.0 research
benefits. Web 3.0 technology could be used as
mechanism to integrate data and metadata of different
systems.

Figure 1- Queries to be elaborated by Intelligent
Agents

MILITARY REQUIREMENTS WEB 3.0

As already mentioned, in the last years the
development, deployment and interest for networked
information systems for military applications are
really increased. Referring to a multiple platform
standard architecture, it is possible to observe new
generations of client systems that integrate advanced
communication paradigms and functionality; for

instance information repository could be queried from
clients with mechanism related to events and
correlated in new high level events as complex
information ontology and information management
architecture and comprehensive security model.
Web 3.0 and related semantic web services have also
received key elements from new software technology
(CORBA, J2EE, C# and .NET), realizing new
interfaces in a wide variety of technologies as
hardware, components, internal components for
operating systems, servers, etc. The possibility to map
military architectures as GIG (Global Information
Grid) or NCW/NEC (Network Centric Warfare/
Network Enabled Capability) with semantic web
services is a real matter. In a hasty overview we can
imagine a relative overlap between a general SOA
(Service-Oriented Architecture) and GIG
architectures as both normally use XML (eXtensible
Markup Language) information representation and
notification capabilities. Furthermore, some concerns
should be identified in the web architecture weakness
in terms of lack of support for real-time high
availability delivering mechanisms or information
services. To be more restrictive in the military
environment there are other practical considerations
such as the feasibility of scaling concept, size of
development, level of communications and disruption
that could be part of a military requirement.
A general GIG architecture should be planned as a
“rapid targeting” or “rapid response”, as an
application that has to collect information and collect
data from different sources. It makes clear the
necessity of a meta-data repository to identify classes
of servers and types of information that are available
for querying as well as the subset of information that
should be relevant to a generalized
engagement/plan/decision. Keeping in mind that, in
this case, the information sources are military
computing applications or information systems, it is
necessary also to identify military capabilities to be
applied in standard formats.  Standard formats are the
key policies to the proposed approach because they
allow the systems to be extended to new applications,
new clients, new security policies and new systems.
In military systems, at the beginning the applications
download initial data for maps, GPS, current tactical
data, situation report, status report, etc., and only
when a new event occur or the refresh replication
mechanism is set, the data source "publishes" the new
summary, normally in a data form suitable for a rapid
transmission on the network. Large data object (as a
high resolution picture) could be downloaded
separately only if needed. In this case an important
requirement is represented by the security policies:
data should be filtered and enforced based on the
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quality of mission. The same should happen regarding
non-classified information that has to be introduced
and downloaded in a specific operational map
quadrant where a considerable number of classified
information/data are present or, vice-versa, introduce
only classified/unclassified data using a filtered
bandwidth to avoid the unwanted information. In this
case, the repository should collect all events and store
them persistently in different DBs until they expire.
During the validity period any applications might use
rapidly and query the context also to associate the
events to another map quadrant.
Additional “operational” capability/properties for this
platform should be the ability to function robustly in a
hostile environment: capability to re-configure the
platform due to disruptions and provide the users with
high performances in every network configuration
(increase in number of clients, rates of clients, system
failures, loading components, etc.).

Web 3.0 and C2 systems integration: critical issues

A more detailed list and description of the main
problems in applying web 3.0 technologies in a C2
military system are reported as follows:
• Messages size: large sizes of data are destined to fail

because of the problem with the bandwidth
availability. In a traditional network with large
bandwidth this is not a performance factor, whilst in a
mobile tactical network among soldiers (as
individuals) or low level command where the shared
transmission capability is a decisive factor, it turns
out to be the choke point of efficiency. Reduce the
size and optimize the content of information becomes
vital for this network as the standard Web System
(WS) allows for negotiating a non-standard protocol
to represent messages and would force the rules.

• Security enforcement: the servers, that embed security
mechanism, do not guarantee the client about the
enforcement of the message. The only guarantee is to
implement an encryption policy or to send the
document to a server that can respond to the client’s
expectations.

• Time critical events/message: in a military
environment a lot of events/messages are important in
a specific period of time; after this period their
usefulness expires and they can be archived,
disposed, erased. But in a particular situation (i.e.
artillery coordinates) could be reused or turn into
obsolete in less time than expected, hence the
communication architecture must be able to deliver
the right message at the right time, archive all
valuable or history data, upload or expire other data.

• Quality of service: properties as security, robustness,
performance, automatic configuration and other
military specification must underlined as they are
normally included in a GIG system. Scalability and
performance are moreover important for the WS
system.

• Reliable messaging: messages are normally a basic
pillar for a military GIG system. A good WS must be
include a notification application that can define a
content-based publish-subscribe system and be
compliant with the standard communication system
properties.

• Scalability: the scalability needs have the same
weight of time critical events delivering or
architectural capabilities to favorite the decisional
processes. Scalability becomes enormously important
when we take into consideration the situation when
nodes crash, messages are lost and, dynamic
configuration problems present themselves, as in a
neural network fundamental to maintaining the
connection with the final scope.

INTEGRATION IA-CGF AND WEB 3.0

The authors are investigating the development of a
framework, based on Web 3.0 technologies, that will be
interrogated by IA-CGF units (Intelligent Agents
Computer Generated Forces). The framework must
provide the user with the evaluation of the best
opportunities to set up asymmetric threats (i.e.
ambushes, IED, snipers, etc.) in order to create an
asymmetric scenario focused on effectiveness of the
actions (including the impact of people behavior,
human modifiers and network-related issues within a
3D environment). Figure 2 shows (in a possible
architecture) how the IA-CGF interact with the Web
3.0 technologies as well as with multiple information
sources.
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Figure 2: Intelligent Agents Navigating in Web 3.0

Figure 3: IA-CGF operating over complex urban
scenarios

Figure 3 shows an example of a system (developed by
the Simulation Team of the University of Genoa)
implementing IA-CGF operating over complex urban
scenarios.
Consider the case of an attack with snipers, the Web
3.0 technologies make possible an automatic
identification of such an attack on the basis of a
multiple factors investigation carried out over the
social-terrain database by using the semantic queries. In
this case, the following elements must be considered
and included:
• OppForce Capabilities
• Security Systems
• Police
• Population Behavior
• Local Opinion
• Domestic Opinion
• UAV & Sensor
• Convoys Data
• Hiding Opportunities
• Intelligence
• Blind Spots
• Local Support
• Sniper Opportunities
• IED Opportunities

Noticeable fact is that IA-CGF are Computer
Generated Forces managed by Intelligent Agents based
on human behavior models (fear, aggressiveness,
fatigue, stress, etc.). The IA-CGF Units are able to
operate autonomously based on applicative sources of
intelligence and human behaviors. In fact the IA-CGF
units operate by collecting information from different
sources based on Web 3.0 technologies (in particular
Semantic techniques) and apply Artificial Intelligence
algorithms in order to identify composite elements (i.e.
synergy between a blind spot shooting and an hiding
opportunity). In particular, IA-CGFs are expected to
acquire multiple information from specific databases in
a semantic way and then to use it to support decision
making.
The present research is aimed to develop a
demonstrator able to create scenarios that can be
generated automatically by integrating IA-CGF and
Web 3.0 technologies in reference to threats such as
IED (Improvised Explosive Devices) allocation for a
terrorist attack. The authors’ goal is to provide IA-CGF
units with all necessary information in order to
establish the optimal IEDs position. A further step of
integration could be to visualize all units in a
distributed (web or GIG or other networks) 3D
environment created by extracting information about
the territory of interest from the users in order to
provide such support not only in creating scenarios for
training, but even for supporting users in AAR (After
Action Review).
A wide range of information is requested to allocate
IEDs, for instance:
 Territory Information: 3D Map, location,

geographic coordinates, area, land boundaries,
Coastline, maritime claims, climate, terrain,
elevation extremes, land use, etc.

 People Information and statistics about the area:
Population, Age Structure, Social, Ethnic,
Religious, Economic and Political features, etc-

 Transportation: airports, heliports, pipelines,
railways, roadways, waterways, ports and
terminals, etc.

 Information from the real world: media and news,
direct information from the field, sources of
intelligence.

This gives an idea of the potential of this approach in
terms of training; in addition it is evident that such
architecture could be very effective in operative
analysis and decision support on operational planning
by integrating these technologies with real world data.
In addition, during the development of the proposed
demonstrator for training, it will be possible to proceed
extensively with VV&A (Verification, Validation and
Accreditation). Once the demonstrator is successfully
completed, it could be interesting, as a follow up, to
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consider adapting this approach to support decision
making with integration even with real world data. Just
one among possible further developments of this
solution could be a decision support system and test
and analysis tool based on these concepts.

CONCLUSIONS

Semantic Web and in general Web 3.0 is very
challenging in improving search results and in
integrating all data in a semantic way by using new
techniques and approaches such as ontology of specific
topics and domains. Taking into consideration sector
complexity and data sensibility, Web 3.0 provides
many opportunities for military training and for
decisions making. In particular, the semantic techniques
can be used for multiple database queries in different
functional areas and environments, to simplify data
research by using IA and information correlation, to
improve data mining in order to simulate and show
resources and services relations or to help the
representation of specific actors on training simulators
by using IA. The research in integrating IA-CGF with
Web 3.0 for demonstrating the possibility to create
automatically realistic threats for supporting training it
is a very interesting opportunity; in this context it
resulted critical the proper connection among military
users and simulation experts for defining properly the
development boundaries for being able to create a
realistic and useful demonstrator with reasonable
resources.
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ABSTRACT 
A project plan hardly reflects what actually happens 
during the project mainly because it tends to be static, 
while nowadays projects are extremely dynamic. 
Moreover, the strong integration between the executing 
and the planning phases makes the projects guidance 
very hard, especially under strict time boundaries. The 
existing project management techniques are quite 
inadequate to handle these features. For this reason, the 
paper proposes an innovative tool able to guarantee an 
improvement of projects guidance efficiency by 
introducing the simulation into the time-cost trade-off 
analysis. The model on the basis of which the tool has 
been developed uses in an integrated manner different 
operational software: Microsoft’s Project, Visual Basic 
for Application and Rockwell’s Arena. The tool has 
been tested on a construction project in progress and has 
already proved its usefulness in the planning as well as 
in the executing phases.  

 
Keywords: project management, project control 
process, stochastic network project, uncertainty 
management 

 
1. INTRODUCTION AND LITERARY REVIEW 

 
The flexibility required to coordinate the multiple 

feedback processes between the project variables during 
the execution phase makes nowadays projects highly 
dynamic and complex. Moreover, the lack of 
knowledge about the project, especially at the beginning 
stage (as the learning curve teaches), make necessary a 
systematic management of the project factors and 
variables since project success principally depends on it, 
both in terms of reliability of the results and time 
respect. 

Technical, schedule, cost and political changes as 
well as mistakes that naturally occur during project 
execution make aleatory the duration of the activities in 
which the project has been subdivided. 

The deep analysis of the existing project planning 
and control techniques has underlined their inadequacy 
in managing the present challenges (de Falco et al. 

2008). These techniques have not been modified for 
several years and, therefore, are not able to manage the 
new critical aspects in actual projects.  

Particularly, the deterministic assumptions of the 
Critical Path Method (CPM) (Kelley and Walker 1959, 
Kelley 1961) ignore the complexity associated to the 
uncertainty of the network activities. Except for specific 
cases, the decisions taken during the project execution 
on the bases of deterministic analyses do not guarantee 
high probabilities to complete the project respecting the 
project plan specifics. This because the conditions in 
which the project develops are intrinsically 
probabilistic. 

On the contrary, the Program Evaluation and 
Review Technique (PERT) (Malcom et al. 1959, 
Elmaghraby 1977), even if based on a probabilistic 
procedure, is nevertheless limited since it reduces the 
solution space to a single critical path through the 
network, ignoring the effects of the complex 
interactions existing between the dependent sub-path. 
Except for singular cases, ongoing decisions taken 
through a PERT analysis do not assure the selection of 
the best project alternatives (Mummolo 1997). 

During the execution phase, project plans have to 
be periodically re-evaluated and updated as soon new 
information are available. This creates a complex 
dynamic probabilistic problem whose final solution is a 
series of partially implemented plans, each one based on 
the best available information at the moment of the 
related evaluation (Conde 2009). 

The simplifying hypotheses on which all the 
probabilistic approaches are based often compromise 
their reliability degree in representing the real problem. 
In these cases, turning to a simulative approach may 
accomplish interesting results for both time and cost 
management (Dawson 1995, Elkjiaer 2000). 

The use of simulation models to represent projects 
guarantees different advantages: 

 
• Virtual models are explicit and the 

assumptions are available for the analysis.  
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• The simulation models are able to unfailingly 
evaluate the logical consequences of an 
hypothesis. 

• Innumerable factors may be simultaneously 
correlated.  

• Virtual models can be simulated under 
controlled conditions, and, therefore, allow the 
analysts to obtain previsions about possible 
alternative choices. 
 

Moreover, adopting a simulative approach in 
project management consents to consider different 
characteristics which can not be differently evaluated, 
such as: the dependencies between the activities 
durations; the possibility to decide the best project 
alternative in function of significant events occurring 
during project execution; the time-cost links for each 
activity of the network (Salvendy 2001). 

In spite of that, simulation tools have found many 
applications in project planning and scheduling while 
their use as support to the control process, excluding 
some recent cases (Bowman 2006), is still very scarcely 
diffused (Artto et al. 2001). 

The stated observations summarize the motivations 
of the present research work which proposes a 
simulative approach to guide projects with more 
effectiveness. 

After a brief description of the methodology, 
which has been already presented in a previous paper 
(de Falco and Falivene 2009), the tool which has been 
ad hoc developed to implement the procedure will be 
illustrated in detail. 
 
2. THE PROPOSED METHODOLOGY 

The innovative methodology to guide projects 
proposed in the present paper is graphically represented 
in the figure that follows (Figure 1). 

 

Figure 1: The simulative methodology to guide projects 
 
The approach starts from different inputs coming 

from the classical project management tools. 
Once the network diagram (a) and the related Gantt 

chart (b) have been built, the specific durations for each 
activity of the network (T* in the figure) which 
minimises the total cost of the whole project (c) can be 
determined through a classical CPM analysis. The 

network which derives from these durations allows the 
determination of a project baseline of reference.  

At this point the simulative approach can start by 
introducing a variability to each duration T* through a 
specific probability distribution in order to consider the 
natural uncertainty of the activities duration.  

At each iteration, for each activity, a duration value 
is sampled from the probability distribution function (d) 
and the relative cost value is updated (e). On the basis 
of these values the critical path and the whole project 
duration can be identified (f). After a sufficient number 
of repetitions a “baseline pencil”, which represents the 
variation field of the project time-cost binomial, can be 
obtained. 

The baseline pencil enables the determination of a 
probability distribution for the whole project duration 
and, therefore, the estimation of the probability of 
exceeding prefixed contractual due dates. 

The proposed approach allows different 
advantages both in the planning and in the execution 
phase of a project. Particularly, during the execution 
phase, the data related to the completely performed 
activities are considered as deterministic inputs for the 
simulation model with the consequential reduction of 
the uncertainty associated to the project duration 
estimation. 
 
3. THE TOOL 
The logical model on the basis on which the tool has 
been built consists of three characteristic elements 
(Figure 2): the Input Module, the Simulation Model and 
the Output Module.  
 

 
Figure 2: Graphical schematization of the logical model 

 
These elements have been developed through the 

combination of different management software.  
The Input Module allows the link with the project 

management software (Microsoft’s Project) and has 
been developed through Visual Basic for Application in 
Excel. It consents to convert the data coming from the 
project management software into data readable for the 
Simulation Model. 

The Simulation Model has been instead developed 
through the Rockwell Software’s Arena. Particularly, a 
specific program code developed through Visual Basic 
for Application allows the automatic transfer of the 
information coming from the Input Module to the 
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Simulation Model which automatically builds the 
network diagram  to start the simulation process. 

Lastly, the simulation results are transferred to the 
Output Module which, in its turn, is able to convert in 
automatic the input data into information 
comprehensible for the user. The Output Module has 
been developed through VBA in Excel.  

The following sub-paragraphs will illustrate the 
graphical aspect of the tool as well as its operation logic 
in implementing the proposed approach to manage 
projects. 

 
3.1. The Input Module 

The Input Module is the element that interacts with 
the project management software. The information 
coming from the project plan realized during the 
planning phase through Microsoft Project, are converted 
into data understandable for the Simulation Model as 
the button “Update” is activated. 

Figure 3 shows the main table of the Input Module. 
Each of the column in the Excel sheet is dedicated to 
one of the project activity. In particular, the data of the 
project plan are stored into the yellow cells, whereas the 
white cells contain the values of the characteristic 
parameters calculated through the Excel sheet.  

Particularly, among the data coming from the 
project plan there are: 

 
• The total number of the activities in which the 

project has been split during the planning 
phase, “N° Activities”.  

• The duration “T*” identified through the 
preliminary CPM analysis for each activity of 
the project. 

• The value chosen for the shape parameter k, 
which allows the definition of the time 
variation range Δ for each project activity, “k” 
(for the analytical expressions of Δ and k see 
(2) and (3) formulas). 

• The characteristic parameters for the definition 
of the cost function for each of the project 
activity, “TL”=Limit or Crash Time, 
“TN”=Normal Time, “Tmax”=Max Time, 
“CL”=Limit Cost, “CN”=Normal Cost, 
“Cmax”=Max Cost. 
 

 
Figure 3:  Input Module - Data related to the project 
activities 

 
The Input Module elaborates these data and 

evaluates, for each one of the project activities, a series 
of characteristic parameters necessary to realize the 
simulative process. Specifically they are: 

 
• The acceleration cost, “Ca”, which is 

automatically calculated by the Input Module 
through the following formula: 
 
௔ܥ ൌ ஼ಽି஼ಿ

்ಿି்ಽ
  (1)

• The time variation range for each activity 
duration, “Δ”, which has been defined through 
the following expression: 

 

∆ൌ ேܶ െ ௅ܶ

݁௞·஼ೌ
஼ಽ

 (2)

  
in which: 

 
  ݇ ൌ ݇ଵ · ஼ಽି஼ಿ

஼ಿ
  (3) 

 
where k1 is a positive constant and (CL-CN)/CN 
is the cost proportional increase of a generic 
project activity (de Falco and Falivene 2009). 
 

• The characteristic parameters for the definition 
of the triangular probability distribution, “a”, 
“b” and “c” (see Figure 1d) which are 
automatically calculated by the Input Module, 
on the basis of specific hypothesis, through the 
formulas: 
 

(4)

 
The condition (4) reflects the choice to 
consider for each activity the pessimistic event 
more likely than the optimistic event with a 
two to one ratio (de Falco and Falivene 2009). 

 
Besides the mentioned data, the project 

management software has to transmit to the Input 
Module the information related to the logical links 
between the network activities in order to realize the 
subsequent simulation. Figure 4 shows how the Input 
Module presents the sheet in which the table 
summarizing the relations between the activities is 
reported. 

These data in their original format cannot be read 
by the Simulation Model and, for this reason, have to be 
converted into information compatible with this model. 
To this aim, by activating the “Update” button (on the 
left side in the figure), the Input Module is able to 
transform the “relations table” into a “relations matrix”. 
The column on the right of the matrix reports the 
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CPM Analysis CPM Analysis
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⎩
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number of predecessors for each activity, and the row 
under the matrix reports the number of activities which 
succeed each network activity. The delays of each 
network activity (column) in relation to the specific 
preceding activities (row) are reported in the matrix, if 
they are present.  

At this point, all the information necessary to start 
the simulative process are available. 
 

Figure 4: Conversion of the “relations table” into the 
“relations matrix” 
 
3.2. The Simulation Model 

The figure that follows (Figure 5) shows the main 
window of the Simulation Model. 

In particular, the figure illustrates the screenshot of 
the tool in execution. The user can interface with a 
control panel that presents specific fields in which it is 
possible to insert the information needed to start the 
simulation. 

 

 
Figure 5:  Main window of the tool 

 
The first field, “File Excel Input”, allows the 

loading of the Excel file in which the input data are 
contained, that is the above described Input Module 
(Figure 6). 

The “File Excel Output” field, in its turn, permits 
the loading of the output file, the Output Module, on 
which the results of the simulation will be written at the 
end of the run (Figure 7). 

Once the two fields have been filled in, the 
activation of the button “Create activity network” 
allows the Simulation Model to automatically create the 
network related to the project (Figure 8). 

 

Figure 6: Loading of the input data into the Simulation 
Model 

 

Figure 7: Loading of the file where the simulation 
results will be written 

 

Figure 8: Creation of the project network through the 
Simulation Model 
 

Particularly, the flow chart of Figure 9 illustrates 
the logical scheme that the Simulation Model follows in 
order to build the project network through the Arena 
Software. The figure shows the different Arena blocks 
used to represent the initial and the final nodes of the 
network, which are built once, as well as the project 
activities.  

Moreover, the specific parameters coming from the 
Input Module (through the Readwrite 1 and Readwrite 2 
blocks), generated (through the Delay, the Process and 
the Assign blocks) or transferred to the Output Module 
from the Simulation Model (through the Readwrite 3 
block), are indicated under each Arena element. 

RELATIONS  TABLE
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Figure 9: Logical scheme for the construction of the 
project network 

 
At this point, the user has to choose and 

consequently write into the field “Replications” the 
number of simulation replications that wants to perform 
and, therefore, activate the button “Simulation” in order 
to start the simulation runs (Figure 10). 

In the window of the figure it is possible to note 
the presence of a blue bar which allows the user to 
control the time advancement of the simulation in order 
to guarantee him a precise idea of the time to the 
completion of the process.  

 

 
Figure 10: Choice of the number of replications and 
starting of the simulation process  
 
3.3. The output module 

As previously mentioned, the results of the 
simulation are automatically transferred to the Output 
Module, which has been developed through VBA under 
Excel. 

The data coming from the Simulation Model are 
stored into an Excel sheet in the form of a matrix which 
columns represent the project activities and which rows 
report the data of each simulation run (Figure 11). 
Particularly, for each activity, the start times (T_start), 
the finish times (T_finish) and the costs (Cost) 
associated to the estimated duration at each iteration are 
loaded in the Output Module. 

These data are reorganized by the Output Module 
and, for each activity and for each simulation 
replication, the unit cost is calculated (Figure 12). 

For each simulation run, the unit cost for an 
activity has been determined by spreading on the time 

range (T_finish-T_start) the total cost associated to the 
duration estimated through the Simulation Model. 

 

 
Figure 11: Simulation results in the Output Module 

 

Figure 12: Estimation of the unit costs for the project 
activities  

 
Also in this case, the data coming from the 

Simulation Model must be converted into data 
comprehensible for the users. For this reason, the 
Output Module provides the possibility to manage the 
available data in order to construct a Gantt diagram for 
each simulation replication realized (Figure 13). 

 

 
Figure 13: The Gantt diagrams related to the different 
simulation replications  

 
The Figure 13 shows the different Gantt diagrams 

in the Excel sheet and a zoom on one of them in order 
to make their peculiar characteristics more evident. As 
it is possible to see in the figure, under each Gantt chart 
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DISPOSEREADWRITE 3
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once

once
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Start time Finish timeSlack

Results

Activity 1

Cost

N Activities N Replications Time unit
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there are two rows which quote respectively the total 
costs and the cumulated costs of the project. 

Through the cumulated costs, by activating the 
button “Create Baseline”, the Output Module is able to 
graphically represent a “baseline pencil” (de Falco and 
Falivene 2009) which portrays the variation field of the 
project time-cost binomial (Figure 14) and a related 
probability distribution function of the project 
completion time. 

 

 
Figure 14: The baseline pencil 

 
4. CONCLUSIONS AND FUTURE RESEARCH 
The proposed approach to manage projects is a sort of 
probabilistic CPM that, by introducing simulation, 
consents the introduction into the classical analysis of 
the intrinsic aleatory of the network activities durations. 
This allows the increasing of the efficiency both of the 
planning phase and the execution phase thanks to the 
possibility of updating in real-time the data. 

Particularly, during the project planning phase 
turning to the present methodology consents a series of 
interesting advantages: 

• the generation of the baseline pencil and the 
related probability distribution function 
guarantees more confident estimations; 

• the use of simulation allows managers an 
higher consciousness when submitting 
proposals or negotiating contracts with the 
clients;   

• the approach determines a stronger 
consciousness of both real and perceived 
potentials of the chosen project proposal. 

 
At the same time, the use of the methodology 

during the execution phase consents a more efficient 
control process since: 

 
• it allows the real-time updating of the data 

after the control; 
• it allows the identification, the testing and the 

evaluation of potential improvement strategies 
with project is in progress. 

 
The ad hoc developed tool, thanks to its particular 

characteristics, gives users the effective total visibility 
of the project information heritage during its execution.  

The real-time monitoring of the tendencies of 
particular relevant phenomena allows the efficient 
representation of the project dynamics and the 
production of interesting indicators for the ongoing 
monitoring, ex-post evaluations and impact evaluations.  

Moreover, the goodness of this tool is more 
evident since it guarantees managers the availability of 
always updating data and the possibility of realizing 
continuous analyses on the tendency of relevant 
phenomena, such as analyses which give a complete 
and timely informative vision useful to make decisive 
choices and consequently evaluate their effects. 

The simulative approach together with the 
developed tool are characterized by a great flexibility 
since the Input Module, the Simulation Model and the 
Output Module can be fitted on all kind of project. 

The advantages of the proposed tool with respect 
to apparently similar systems such as spreadsheet model 
supported by simulation packages (i.e. Crystal Ball) can 
be resumed in the two following points: 

 
1. easy management of the precedence rules 

among the activities; 
2. quick realization of the simulation model 

reproducing the project activity network. 
 
The simulation model is in fact automatically 

created by the tool, completely avoiding in this way the 
complex and time consuming phases of design, 
implementation and validation of the model. In 
addition, any variation on the activity durations is 
automatically managed, with the shifting of all the 
connected activities, making an effective real-time 
control of the project advancing possible. 

The strength points evidenced by the proposed 
project management approach are several but the 
potential interesting extensions of the research are also 
numerous. 

First of all, the cost functions associated to each 
project activity have been considered deterministic but 
in practice it is likely that the cost value related to a 
particular activity duration is considered variable 
according to a specific probability distribution, as for 
the time. 

Finally, the tool has been tested on a construction 
project in progress and has already shown its 
potentialities but it would be opportune to follow a 
project from the drafting of the project plan to its 
completion in order to demonstrate its real degree of 
effectiveness in leading to a higher performing project 
management. 
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ABSTRACT 
 
Different electric wind power conversion systems 

structures can be used based on the converters 
topologies. The main objective in all the structures is 
always the same: the wind energy at varying wind 
velocities has to be converted to electric power with the 
highest performances. In this paper, a double fed 
induction generator is used with different control 
strategies: a direct control without taking into account 
the coupling between the present currents and an 
indirect control based on state space approach. A 
comparison in term of robustness and stability between 
the two methods is presented through simulation results.  

 
Keywords: wind-turbine, double fed induction 

generator, regulators, Park transform, 
 

1. INTRODUCTION 
 
Today, it is proved that fossil fuels continue to diminish 
and climate change poses an ever-increasing threat. 
Among the alternative power sources, wind power "is 
one of the most promising new energy sources" .Wind 
is appealing for several reasons. It is abundant, cheap, 
inexhaustible, widely distributed, clean, and climate-
benign, a set of attributes that no other energy source 
can match. However, there are still many unsolved 
challenges in expanding wind power. In this paper, two 
approaches for control of a double fed induction 
generator (DFIG) are introduced. 
Wind turbines use a doubly-fed induction generator 
(DFIG) consisting of a wound rotor induction generator 
and an AC/DC/AC IGBT-based PWM converter. The 
stator winding is connected directly to the 50 Hz grid 
while the rotor is fed at variable frequency through the 
AC/DC/AC converter.(Fig.1). The DFIG technology 
allows extracting maximum energy from the wind for 
low wind speeds by optimizing the turbine speed, while 
minimizing mechanical stresses on the turbine during 
gusts of wind. The optimum turbine speed producing 
maximum mechanical energy for a given wind speed is 
proportional to the wind speed. Another advantage of  

 
the DFIG technology is the ability for power electronic 
converters to generate or absorb reactive power, thus 
eliminating the need for installing capacitor banks as in 
the case of squirrel-cage induction generator [11]. 
This paper is organized as follows. Section II presents 
the modeling of the studied system. In Section III the 
two control approaches for variable speed wind turbine 
are presented with the simulation results. Finally, we 
close the paper by discussing ongoing and future 
challenges in the last Section. 

 
 

2. MODELING SYSTEM  
 
2.1. System representation 
  

 Figure 1 shows our wind conversion chain, 
which consists of a turbine, a generator (double fed 
induction generator) with a rotor winding, converters 
and PWM (Figure 1). 

 
 
 
 
 
 
 
 

 
 
 
 
Figure1 : Doubly fed induction generator with     
converters 

 
2.2. DFIG representation in Park reference 
 
For the different equations used in this paper the 
following nomenclature will used:  
𝑃𝑚 : Mechanical power captured by the wind turbine 
and transmitted to the rotor 
𝑃𝑠 : Stator electrical power output 
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𝑃𝑟: Rotor electrical power output 
𝑃𝑔𝑐: C grid electrical power output 
𝑄𝑠 : Stator reactive power output 
𝑄𝑟  : Rotor reactive power output 
𝑄𝑔𝑐:  C grid reactive power output 
𝑇𝑚: Mechanical torque applied to rotor 
𝑇𝑒𝑚: Electromagnetic torque applied to the rotor by the 
generator 
𝜔𝑟 : Rotational speed of rotors 
𝑉𝑠, 𝑉𝑟  are Staor and Rotor voltages 
𝑉𝑞𝑠 , 𝑉𝑑𝑠 are the three-Phase supply voltages in d-q 
reference frame, respectively 
𝐼𝑞𝑠 , 𝐼𝑑𝑠 are the three-Phase stator currents in d-q 
reference frame, respectively 
𝑉𝑞𝑟 , 𝑉𝑑𝑟 are the three-Phase rotor voltages in d-q 
reference frame, respectively 
𝐼𝑞𝑟 , 𝐼𝑑𝑟  are the three-Phase rotor voltages in d-q 
reference frame, respectively 
𝑅𝑠, 𝑅𝑟 are the stator and rotor resistances of machine 
per phase, respectively 
𝜑𝑞𝑠,𝜑𝑑𝑠 are the three-Phase stator flux linkages in d-q 
reference frame, respectively 
𝜑𝑞𝑟, 𝜑𝑑𝑟 are the three-Phase rotor voltages in d-q 
reference frame, respectively 
𝐿𝑠 , 𝐿𝑟  are the leakage inductances of stator and rotor 
windings, respectively 
𝜃𝑠, 𝜃𝑟 are the stator and rotor flux angle, respectively 
 

 To model the DFIG, we establish the model of a 
wounded rotor induction machine, which will be 
obtained in the same manner as the model of squirrel-
cage induction generator, except that the rotor voltages 
are not null. 

General equations of synchronous wounded rotor 
machine are the following [6]:  

[𝑉𝑠]3 = 𝑅𝑠[𝐼𝑠]3 +
[𝑑𝜑 𝑠]3
𝑑𝑡

                                 (1) 

[𝑉𝑟]3 = 𝑅𝑟[𝐼𝑟]3 + [𝑑𝜑𝑟]3
𝑑𝑡

 

 

Using the transformed Park on flux and voltage 
equations of the DFIG, the model is presented  in a two-
phase rotating frame, with the following equations:    
[6] [8]. 

 

  

⎩
⎪⎪
⎨

⎪⎪
⎧𝑉𝑑𝑠 = 𝑅𝑠𝐼𝑑𝑠 + 𝑑𝜑𝑑𝑠

𝑑𝑡
− 𝜃̇𝑠𝜑𝑞𝑠

𝑉𝑞𝑠 = 𝑅𝑠𝐼𝑞𝑠 + 𝑑𝜑𝑞𝑠
𝑑𝑡

+ 𝜃̇𝑠𝜑𝑑𝑠

𝑉𝑑𝑟 = 𝑅𝑟𝐼𝑑𝑟 + 𝑑𝜑𝑑𝑟
𝑑𝑡

− 𝜃̇𝑠𝜑𝑞𝑟

𝑉𝑞𝑟 = 𝑅𝑟𝐼𝑞𝑟 + 𝑑𝜑𝑞𝑟
𝑑𝑡

+ 𝜃̇𝑟𝜑𝑑𝑟

�                             (2) 

 

  

⎩
⎨

⎧
𝜑𝑑𝑠 = 𝐿𝑠𝐼𝑑𝑠 + 𝑀𝐼𝑑𝑟
𝜑𝑞𝑠 = 𝐿𝑠𝐼𝑞𝑠 + 𝑀𝐼𝑞𝑟
𝜑𝑑𝑟 = 𝐿𝑟𝐼𝑑𝑟 + 𝑀𝐼𝑑𝑠
𝜑𝑞𝑟 = 𝐿𝑟𝐼𝑞𝑟 + 𝑀𝐼𝑞𝑠

�                                           (3) 

The electromagnetic torque is expressed by: 

  Γ𝑒𝑚 = 𝑀
𝐿𝑠

(𝐼𝑞𝑟𝜑𝑑𝑠 − 𝐼𝑑𝑟𝜑𝑞𝑠)                                  (4) 

 

p is the number of pole of the DFIG. 

By orienting the reference (𝑑, 𝑞) so that the axis is 
aligned with the stator flux [8] [9], we obtain: 

 𝜑𝑑𝑠 = 𝜑𝑠     and    𝜑𝑞𝑠 = 0                                         (5) 

and the electromagnetic torque expression is: 

 Γ𝑒𝑚 = 𝑀
𝐿𝑠
𝐼𝑞𝑟𝜑𝑠                                                            (6) 

And the flux equation is: 

  𝜑𝑠 = 𝐿𝑠𝐼𝑑𝑠 + 𝑀𝐼𝑑𝑟                                                    (7) 

   0 = 𝐿𝑠𝐼𝑞𝑠 + 𝑀𝐼𝑞𝑟                                     

 

 

 

 

                                          

 

 

 Figure 2: Orientation of the axis of the stator flux 

Assuming that the grid voltage remains stable, with 
the value 𝑉𝑠, and as  the flux is considered  constant, the 
electromagnetic torque is proportional to the rotor 
current 𝐼𝑞𝑟 according to equation (6). 

And by neglecting the stator windings resistance (in the 
case of for high power generators) the stator voltages 
equations become 

 

 𝑉𝑑𝑠 = 𝑑𝜑𝑠
𝑑𝑡

                                                            (8)  
  𝑉𝑞𝑠 = 𝜃̇𝑠𝜑𝑠 

 

note   𝜃̇𝑠 = 𝜔𝑠  and  𝑉𝑞𝑠 = 𝑉𝑠 

This gives the following expressions:    

𝑉𝑑𝑠 = 0                                                                     (9) 
𝑉𝑠 = 𝜔𝑠𝜑𝑠 
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The relation between the stator and rotor currents is set  
from the equation (7) 

 

  𝐼𝑑𝑠 = −𝑀
𝐿𝑠
𝐼𝑑𝑟 + 𝜑𝑠

𝐿𝑠
                                                (10) 

  𝐼𝑞𝑠 = −𝑀
𝐿𝑠
𝐼𝑞𝑟 

The stator active and reactive powers can be written as: 

 

 𝑃 = 𝑉𝑑𝑠𝐼𝑑𝑠 + 𝑉𝑞𝑠𝐼𝑞𝑠                                         (11) 
𝑄 = 𝑉𝑞𝑠𝐼𝑑𝑠 − 𝑉𝑑𝑠𝐼𝑞𝑠 

 

The previous expressions are transformed to the 
following ones by using equation (9) 

 

𝑃 = 𝑉𝑠𝐼𝑞𝑠                                                            (12) 

𝑄 = 𝑉𝑠𝐼𝑑𝑠                  
 

and then by using  equation (10) the powers are 
expressed as follows : 

 

 𝑃 = −𝑉𝑠
𝑀
𝐿𝑠
𝐼𝑞𝑟                                       (13) 

𝑄 = −𝑉𝑠
𝑀
𝐿𝑠
𝐼𝑑𝑟 + 𝜑𝑠𝑉𝑠

𝐿𝑠
 

 

with                      𝑉𝑠 = 𝜔𝑠𝜑𝑠 
so    

𝑃 = −𝑉𝑠
𝑀
𝐿𝑠
𝐼𝑞𝑟                                           (14) 

 𝑄 = −𝑉𝑠
𝑀
𝐿𝑠
𝐼𝑑𝑟 + 𝑉𝑠2

𝐿𝑠𝜔𝑠
 

 If the magnetizing inductance M is constant, we 
note that the active power P is proportional to the 
quadrature current and reactive power is mainly 
proportional to the rotor current (4). 

 To properly control the machine, we will set 
the relationship between the rotor currents and voltages 
applied to the machine. 

Substituting in equation (3) currents by their value 
in equations (10) we obtain 

 𝜑𝑑𝑟 = �𝐿𝑟−
𝑀2

𝐿𝑠
� 𝐼𝑑𝑟 + 𝑉𝑠2

𝐿𝑠𝜔𝑠
                              (15) 

  𝜑𝑞𝑟 = �𝐿𝑟−
𝑀2

𝐿𝑠
� 𝐼𝑞𝑟 

 

 

and replacing the flux in the relation (2) we obtain 

 𝑉𝑑𝑟 = 𝑅𝑟𝐼𝑑𝑟 + �𝐿𝑟−
𝑀2

𝐿𝑠
� 𝑑𝐼𝑑𝑟

𝑑𝑡
− 𝑔𝜔𝑠 �𝐿𝑟−

𝑀2

𝐿𝑠
� 𝐼𝑞𝑟                        

                                                                    (17) 
𝑉𝑞𝑟 = 𝑅𝑟𝐼𝑑𝑟 + �𝐿𝑟−

𝑀2

𝐿𝑠
� 𝑑𝐼𝑞𝑟

𝑑𝑡
   𝑔𝜔𝑠 �𝐿𝑟−

𝑀2

𝐿𝑠
� 𝐼𝑞𝑟 + 𝑔 𝑉𝑠2

𝐿𝑠𝜔𝑠
 

Where g is the slip of the induction machine and 

𝜔𝑟 = 𝑔𝜔𝑠 

 
In steady state operation the voltage expressions 

are:   

  𝑉𝑑𝑟 = 𝑅𝑟𝐼𝑑𝑟 − 𝑔𝜔𝑠 �𝐿𝑟−
𝑀2

𝐿𝑠
� 𝐼𝑞𝑟                       (16)  

   𝑉𝑞𝑟 = 𝑅𝑟𝐼𝑑𝑟 + 𝑔𝜔𝑠 �𝐿𝑟−
𝑀2

𝐿𝑠
� 𝐼𝑑𝑟 + 𝑔 𝑉𝑠2

𝐿𝑠𝜔𝑠
 

 

 It is to be noted from these expressions, one 
can generate two control strategies. As the powers and 
voltages are linked by a first order, and in the case 
where g could be neglected, one can control separately 
the active and reactive powers. Figure 3 represents a 
general case where the output depends only on the input 
without other blocks. So in the direct method we 
transform figure 4, to match the figure 3.   

 
 Figure 3: Block diagram of a decoupled relation 

 The following block diagram represent the 
different blocks showing the active and reactive powers 
as outputs and rotor voltages as inputs. 

 

 

 

 

 

 

 

 

 

 

Figure 4: Block diagram of the DFIG taking into 
account the coupling 
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3. CONTROL STRATEGIES 
 

In order to decouple the axes d and q, two terms 
𝜀𝑞 et 𝜀𝑑 which represent coupling residues and   
perturbations are introduced. We assume that the term 

𝐿𝑟 −
𝑀2

𝐿𝑠
  could be neglected if we add the constant 

term ν ( ν = 𝑉𝑠2

𝐿𝑠𝜔𝑠 
 ), figure 5 shows the system after the 

assumptions considered above [9]. 
 

Regulators synthesis: 
 
Both axes can be controlled separately; regulators 

𝑅𝑞 𝑒𝑡 𝑅𝑑 inputs are Pref - Qref, and the diphased 
voltages as outputs. These latter are applied to the 
generator (DFIG) to allow the wind turbine to rotate at 
its maximum speed, so a Proportional & Integral 
Controllers are used. These PI regulators: 

U(p)/E(s)=𝑘𝑝 + 𝑘𝑖
𝑝

, followed  as it is shown in figure 5 

by the following transfer function : 
  

𝐻 = 𝑀𝑉𝑠
𝐿𝑠𝑅𝑟+𝑝𝐿𝑠(𝐿𝑟−

𝑀2

𝐿𝑠
)
                                     (17) 

 
 

 
 
        Figure 5: Block diagram for decoupled axes 

 
Determination of parameters  𝑘𝑝 𝑒𝑡 𝑘𝑖  : 
The open loop transfer function is:  
 

𝑯 = (𝑘𝑝 + 𝑘𝑖
𝑝

) ∗ 𝑀𝑉𝑠
𝐿𝑠𝑅𝑟+𝑝𝐿𝑠(𝐿𝑟−

𝑀2

𝐿𝑠
)
            (18) 

H can also be written as: 
 

𝑯 =
(𝑝+𝑘𝑖

𝑘𝑝
)

𝑝
𝑘𝑝

∗

𝑀𝑉𝑠

𝐿𝑠�𝐿𝑟−
𝑀2
𝐿𝑠

�

𝑝+ 𝐿𝑠𝑅𝑟

𝐿𝑠�𝐿𝑟−
𝑀2
𝐿𝑠

�

                          (19) 

 
To eliminate the zeros in this transfer function we 

use poles compensation. This method is not the only 
one for the synthesis of a PI controller but it has the 
advantage to be rapidly  implemented in the case of a 
first order transfer function [8] [9]. 
 
𝑘𝑖
𝑘𝑝

= 𝐿𝑠𝑅𝑟
𝐿𝑠�𝐿𝑟−

𝑀2

𝐿𝑠
�
                                                (20) 

 
The transfer function becomes: 

𝑯 =

𝑘𝑝
𝑀𝑉𝑠

𝐿𝑠�𝐿𝑟−
𝑀2
𝐿𝑠

�

𝑝
                                               (21) 

 
The closed loop function is therefore expressed as:  

 

FTBF= 1
1+𝑝𝜏

   with   

   𝜏 = 1
𝑘𝑝

𝐿𝑠�𝐿𝑟−
𝑀2

𝐿𝑠
�

𝑀𝑉𝑠
                                           (22) 

 
so     

   𝑘𝑝 = 1
𝜏

𝐿𝑠�𝐿𝑟−
𝑀2

𝐿𝑠
�

𝑀𝑉𝑠
 and  𝑘𝑖 = 1

𝜏
𝐿𝑠𝑅𝑟
𝑀𝑉𝑠

           (23) 

 
  
 The term τ is the system response time.  
 
3.1. Indirect control 

 
 According to the equations (17), we represent 

then the system in the following form: [10]:       
 

𝑋̇ = 𝐴𝑋 + 𝐵𝑈                                                     (24)            
𝑌 = 𝐶𝑋 + 𝐷𝑈 

 

  𝑥 = �
𝐼𝑞𝑟
𝐼𝑑𝑟
�   

 
and the rotor voltages are the inputs 

. 𝑒 = �𝑉𝑞𝑟𝑉𝑑𝑟� 

 
The state matrix A is as 

 

 

⎝

⎜⎜
⎛ − 𝑅𝑟

�𝐿𝑟−
𝑀2

𝐿𝑠
�

−
𝑔𝜔𝑠�𝐿𝑟−

𝑀2

𝐿𝑠
�

�𝐿𝑟−
𝑀2

𝐿𝑠
�

𝑔𝜔𝑠�𝐿𝑟−
𝑀2

𝐿𝑠
�

�𝐿𝑟−
𝑀2

𝐿𝑠
�

− 𝑅𝑟
�𝐿𝑟−

𝑀2

𝐿𝑠
� ⎠

⎟⎟
⎞

           (25) 

 
 
 
 
 
 
The control matrix B is in the form 
 

1

�𝐿𝑟−
𝑀2

𝐿𝑠
�
 �1 0

0 1�                                    (26) 
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The observation matrix C is the identity matrix 
(𝑌 = 𝐶 ∗ 𝑋), the input-output coupling matrix is zero. 

  
Regulators synthesis: 
 
The goal is to determine a command which allows 

the poles of the closed loop transfer function to be 
properly placed [10] according to the desired 
specifications. The poles of the transfer function are the 
eigenvalues of the state matrix; the goal is to set a linear 
state feedback control as it is shown in figure 6. The 
matrix K is established so that coupling between the 
currents is neutralized.                                        
 
 
 
 
 
 
   
              Figure 6: control state feedback 

   

With K=  �𝑘11 𝑘12
𝑘21 𝑘22

� 

 
The state equation is thus written in the following form: 
 
 𝑑𝑥
𝑑𝑡

= 𝐴𝑥 + 𝐵(𝑒 − 𝐾𝑥) = (𝐴 − 𝐵𝐾)𝑥 + 𝐵𝑒            (27) 
 

System dynamics is described by the new transfer 
matrix L=A-BK, its eigenvalues are chosen according to 
the performances demand. So by using the characteristic 
polynomial P(λ) and resolving the equations system, the 
matrix K is determined. 
  
𝑃(𝜆) = 𝑑𝑒𝑡(𝜆𝐼 − 𝐴 − 𝐵𝐾)                               (28) 

 

𝐾 = �
1 − 𝑅𝑟 𝑔𝜔𝑠 �𝐿𝑟 −

𝑀2

𝐿𝑠
�

𝑔𝜔𝑠 �𝐿𝑟 −
𝑀2

𝐿𝑠
� 1 − 𝑅𝑟

�    (29)  

 
The resulted control structure is presented in figure 7. 
The currents 𝐼𝑞𝑟 and 𝐼𝑑𝑟  are decoupled and defined 
using two PI power regulators.. 
 

 
 
 
 
 
 

 
 
 
Figure 7: Indirect control structure 
 

 
3.2. Performance analysis 

 

This section gives the comparison simulation results 
between the two control strategies in term of robustness 
and performances. For these simulations a Double Fed 
Induction Generator of 1.5 KW is considered.  

a- Following up the control signal: 

 In this first test step variations of active and 
reactive powers are applied while the machine is driven 
at fixed speed. 

 

Test conditions: 

Machine trained at 1450 rpm                                     

at t = 3s: 𝑃𝑟𝑒𝑓 goes from 0 to -2000W 
at t = 2s: 𝑄𝑟𝑒𝑓 goes from 0 to 1000 VAR 

 
 

Figure 8:  reference tracking active power and reactive 
(direct control) 
 

 
 
Figure 9: reference tracking of active and reactive 
power (indirect control) 
 
b- Sensitivity to disturbances: 

  
  This test enables us to verify the behavior of 

output powers when the rotational speed of the machine 
varies abruptly. 
Test conditions:  
machine being driven at 1350 rpm 
active power setpoint fixed at -1000 W 
fixed reactive power setpoint fixed at 1000 VAR 
at t = 2s speed changes suddenly from 1350 to 1450 
rpm. 
 

 
 

Figure 10: Effect on powers of a sudden change in 
speed (direct control) 
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Figure 11: Effect on the powers of a sudden change in 
speed (indirect control) 
 

c- Robustness: 
 

To test robustness, we vary the model parameters 
of the used DFIG. In fact in the calculations of 
regulators constants, the different parameters are 
assumed fixed. Or in a real system, these parameters 
can vary due to different physical phenomena (inductor 
saturation resistance heat etc…), and also due to 
measurements inaccuracies. 

 
Test conditions: 
 
t = 2s: resistors 𝑅𝑠 and 𝑅𝑟 multiplied by 2 
the inductance  𝐿𝑠, 𝐿𝑟and M divided by 2 
machine being driven at 1350 rpm. 
at t = 3.5 s: 𝑄𝑟𝑒𝑓 goes from 0 to  -1000 VAR 
at t = 3.5 s: 𝑃𝑟𝑒𝑓goes from 0 to 1000W 
 

 
 
Figure 12: Effect of DFIG parameter variations on Ps 
and Qs (indirect control) 
 

 
 
Figure 13: Effect of DFIG parameter variations on Ps 
and Qs (direct control) 
 
  It is to be noted that rotation speed variation 
and the generator parameters change have a weak 
impact on indirect control method. This control 
development has enabled us to highlight several 
interesting aspects for further study on the whole power 
wind production. It is obvious that direct method is 
easier to implement than the indirect one. According to 
the simulation results the indirect method is more robust 
and less sensitive to perturbations. 
 

CONCLUSION 
 
  The purpose of this work is to investigate 
control approaches of a Double Fed Induction 
Generator: a direct control without taking into account 
the coupling between the present currents and an 
indirect control based on state space approach. A 
comparison in term of robustness and stability between 
the two methods is presented through simulation results. 

As the whole presented work is based upon 
simulation, we are currently working on an 
experimental bench [12] in order to validate 
experimentally the obtained simulation results. As a 
future work, we intend to propose a real-time 
implementation of the proposed control using the 
system model and Real-Time Workshop using dSPACE 
hardware. 
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1. SU M M A R Y 
This paper describes a simple model for the local 
uncertainty in a multi-person multi-criteria decision 
problem (MPMCDP). The model is motivated by the 
authors' experiences in the first stage of corporate 
innovation processes, which are characterized by a very 
large number of ideas, for which little or no clarifying 
information is available. Both the uncertainty model and 
the ranking algorithm are based on pairwise 
comparisons of alternatives in order to minimise the 
costs of processing ideas and to improve the reliability 
of the results. The model allows uncertainty to be 
detected cheaply and suggests an efficient method for 
its reduction. 

 
2. IN T R O DU C T I O N 
Innovation is a key factor in establishing and 
maintaining competitiveness. Many companies use 
innovation processes as a structured approach to 
obtaining new products and services. This process 
begins with the generation of a pool of ideas, may 
include activities such as evaluation, research, 
development and prototyping, and culminates in the 
launch of a new product. The process is often 
formulated using a Stage-Gate paradigm (Cooper, 
Edgett and Kleinschmidt 2001) (Belliveau, Griffin and 
Somermeyer 2002). In the first stage of this process, 
ideas for new or improved products are generated, and 
at the subsequent first gate, these ideas are evaluated, 
and those with the highest potential are selected to be 
investigated further.  

Typical characteristics of the first gate of an 
innovation process are that a very large number of ideas 
can be involved, several decision-makers participate in 
the selection, and there are many selection criteria to be 
considered. We thus have to solve a large Multi-Person, 
Multi-Criteria Decision Problem (MPMCDP). 

A major constraint of the early stages of an 
innovation process is that little or no background 
information is available on the ideas; the decision-
makers must therefore make their judgements based on 
superficial descriptions of the ideas, which may only 
consist of a single sentence. Under such circumstances, 
decision-makers may consider different arguments and 
thus disagree in their judgements. This leads to 
uncertainty in the overall selection result. Uncertainty is 

stated to be a major difficulty in the innovation process 
(Leifer et al 2000). Some approaches to managing 
uncertainty in innovation processes are described in 
(Luoma, Paasi, Strong and Zhou, 2009). However, these 
approaches are only applicable in the later stages of the 
innovation process. 

Selection can be subject to two types of error. With 
a rejection error, the selection procedure rejects an idea 
which – if it had been pursued – would have been 
successful. This results in lost opportunities. With an 
acceptance error, the selection procedure erroneously 
identifies an idea as (one of) the best in the pool. This 
leads to economic losses, since resources are invested in 
these ideas, which, however, ultimately prove to be 
unsuccessful in the market. 

Clearly, additional information on the ideas such as 
technical feasibility, necessary investments and market 
attractiveness would aid the decision-makers in making 
better judgements. However, obtaining this information 
can be very expensive, since it requires experts and may 
involve substantial projects such as engineering studies 
or market research. It would therefore be prohibitively 
expensive and very inefficient to develop all the ideas in 
the first stage before evaluating them. 

We are therefore faced with a dilemma: we need to 
identify the best ideas in the pool, but we cannot afford 
to generate the information that is needed to do so. 

In the second and third authors' innovation 
consulting practice, this situation occurs frequently; 
because of the lack of additional information, raw ideas 
are debated controversially and receive widely varying 
evaluations. This observation formed the motivation to 
develop the solution described in this paper.  

Based on a ranking algorithm which uses pairwise 
comparisons of alternatives, we have created a model 
which localises the uncertainty in the judgements. This 
allows us to restrict expensive further development of 
alternatives to those that are affected by the 
comparisons with the highest degree of uncertainty. The 
resulting procedure yields an overall decision that is 
more reliable than if no additional information is used, 
but at the same time can produce substantial savings 
compared to the brute-force approach in which all 
alternatives are developed before evaluation. The model 
is appropriate for use as a computer-based tool. 
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3. SC I E N T I F I C PR O B L E M 
We are given an MPMCDP which corresponds to the 
first gate of an innovation process. This MPMCDP may 
typically involve from 5 to 10 decision-makers, from 3 
to 15 decision criteria and up to several hundred 
alternatives. In the case of a product innovation 
application, the decision-makers represent various roles 
within a corporation such as management, marketing 
and engineering, the criteria include factors such as 
market attractiveness, technical feasibility and strategic 
fit, and the alternatives are raw ideas for new products 
that have been generated using, for example, market 
trends, creativity techniques or customer input. 

The objective is to select a small number (typically 
1 to 5) of alternatives that rank highest with respect to 
the set of criteria and include the opinions of all the 
decision-makers. 

In the context of a given solution method for this 
MPMCDP, we wish to create a model of the uncertainty 
that is present in this selection. This model should 
localise the uncertainty and thus provide a clue as to 
which alternatives need to be developed further, with 
the expectation that a second evaluation of the 
developed alternatives will yield a selection result with 
a higher degree of certainty. Furthermore, the model 
should be simple to understand and to implement in a 
computer-based innovation management tool. 

 
4. T H E UN C E R T A IN T Y M O D E L 
Our starting point for the model is the MPMCDP 
algorithm of Chelvier et al (Chelvier, Krull and Horton 
2009) (Chelvier, Horton, Krull and Rauch-
Gebbensleben 2009). This algorithm is based on 
pairwise comparisons of alternatives with respect to 
individual criteria. The results of these comparisons are 
then used to construct a Markov chain, in which each 
variable represents one of the alternatives and the arc 
weights represent the aggregated judgements. This 
Markov chain is then solved numerically using a Gauss-
Seidel or Jacobi method (Stewart, 1994) to obtain a 
probability vector whose values are used to compute a 
ranking of the alternatives. The algorithm is similar in 
derivation and structure to the well-known PageRank 
algorithm (Page, Brin, Motwani and Winograd, 1999) 
which is used by the Internet search engine Google to 
compute rankings for web pages. The algorithm allows 
different coefficients to be assigned to represent varying 
degrees of importance both of the individual criteria and 
also of the judges. 

Decision methods based on pairwise comparisons 
have a number of advantages over the more common 
scoring methods, which require decision-makers to 
assign numerical values to alternatives. These 
advantages are discussed, for example, in (Saaty and 
Sodenkamp 2008) and (Saaty 2008). Cooper et al also 
suggests that pairwise comparisons may be more 
appropriate than scoring when little information is 
available (Cooper, Edgett and Kleinschmidt 2001). 

Our model is based on the assumption that 
decision-makers will give contradictory judgements 

when the information available for each of the 
alternatives under comparison is insufficient, since each 
decision-maker will base their judgement on the 
information available to themselves or on the arguments 
which occur to them spontaneously. On the other hand, 
if sufficient information is available, the decision-
makers' decision will be unanimous, since we assume 
that decision-makers judge rationally and that a 
sufficient amount of information on the two alternatives 
under comparison will yield an unambiguous 
preference. (Our model ignores differences in personal 
taste, which will yield contradictory decisions 
regardless of the amount of information provided for 
each alternative.) 

We denote the decision-makers by Di, i=1..I, the 
alternatives by Aj, j=1..J and the evaluation criteria by 
Ck, k=1..K.  

We now consider a pairwise comparison of the 
alternatives Aj1 and Aj2 with respect to criterion Ck. We 
collect a total of I judgements from the decision makers, 
of which I12 prefer Aj1 over Aj2 and I21 prefer Aj2 over 
Aj1. Since these are the only two judgements allowed 
(alternatives are not allowed to be judged as 
equivalent), we have I12 + I21 = I. If I12 = I and I21 = 0 or 
vice versa, then we have unanimous judgements; any 
other result we refer to as controversial. A unanimous 
result has a degree of controversy of 0 (all decision-
makers make the same judgement), and the maximum 
possible degree of controversy holds for I12 = I21 = I/2 
(equal numbers of decision-makers prefer Aj1 over Aj2 
and vice versa.) 

The central assumption of our model is that 
controversy can be interpreted as uncertainty, since we 
assume that a controversial result results from a lack of 
sufficient information, and that individual judgements 
are then essentially random. Similarly, we deem 
unanimity to correspond to a maximally certain result. 
In this case, we assume that all decision-makers have 
enough information (or prior knowledge) to determine 
the correct judgement. This assumption is intuitive, 
since the larger the majority of decision-makers that 
favours one alternative over another, the more certain 
this result one would assume this result to be. 

With this assumption, we can measure the degree 
of uncertainty (controversy) inherent in each pairwise 
comparison simply by counting judgements. 
Comparisons with a high degree of uncertainty are 
assumed to be lacking in information. In practice, the 
two alternatives which receive a controversial 
comparison must then be enhanced with additional 
information that is relevant to the comparison. 
Conversely, those judgements which have a low 
uncertainty can be accepted as they are. After the 
additional information has been provided, the 
controversial (i.e. uncertain) comparisons can be 
repeated; if the additional information is sufficient, then 
we can expect to obtain a unanimous (i.e. certain) result. 

This approach requires the specification of one 
parameter, namely the threshold that distinguishes 
controversial comparisons from uncontroversial ones. In 
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an application with 10 decision-makers, for example, 
the choice might be made to treat judgements that are 5-
5 or 6-4 as controversial, and all others as 
uncontroversial. 

 
5. E XPE RI M E N T A L ST UD Y 
In order to gain some experience with the model, we 
performed a small experiment. We considered a 
hypothetical secretary with several years experience 
who is considering starting her own business. We 
generated seven business ideas and gave them to a 
group of 18 non-experts for evaluation. The evaluation 
criterion "Level of investment needed" was used. Only 
one evaluation criterion was used, since additional 
criteria would have increased the workload for the test 
subjects without providing any further insights into the 
model. Of course, in a real-life situation, many more 
important criteria would have to be considered. The 
following business ideas were used for the experiment: 
 

A. Renting out a conference room to small businesses 
B. Writing business presentations 
C . Healthy workplace service 
D . Monthly rental of works of art to hotels, 

restaurants and cafes 
E . Training for improved customer service 
F . Writing book summaries 
G . Dry cleaning delivery service 

 
The experiment consisted of the following steps: 
 

1. The decision-makers use pairwise comparisons of 
alternatives with respect to the evaluation criterion 
to generate individual rankings. 

2. The comparisons are aggregated to form a Markov 
chain. The Markov chain is solved to obtain an 
overall ranking. 

3. The controversial comparisons are identified. 
4. The decision-makers are given additional 

information on the alternatives which are involved 
in controversial comparisons. 

5. The decision-makers repeat the comparisons 
which were controversial using the new 
information. 

6. A new Markov chain is constructed and solved to 
obtain a revised ranking. 
 
For simplicity, each decision-maker was assigned 

the same coefficient. Again, in practice, different 
decision-makers may be assigned different coefficients 
to reflect their varying levels of experience or expertise. 
The choice of coefficient has no effect on our results.  

The solution of the Markov chain was computed 
and is shown in Table 1. In this example, alternative F  
"Writing book summaries "  has the highest probability 
value and was therefore ranked first, and alternative A 
"Renting out a conference room to small businesses "  
received the lowest probability value and was therefore 
ranked last. 
 

Table 1: Computed ranking for the seven alternatives 
 

Value  Idea # 
0.583 F 
0.215 B 
0.068 E 
0.054 C 
0.043 G 
0.024 D 
0.013 A 

 
Table 2 shows the distributions of the judgements 

obtained. The alternatives in the rows were preferred 
over those in the columns. Thus, for example, five 
decision-makers preferred alternative D over alternative 
C, and 13 preferred alternative C over alternative D. We 
considered a comparison to be controversial if it came 
out as 9-9 or 10-8. Using this value, only one of the 42 
comparisons – namely between alternatives E and C – 
was controversial. 

 
Table 2: Distribution of individual judgements 
 
 

 
A B C D E F G 

A - 1 4 5 4 0 4 
B 17 - 15 16 15 4 16 
C 14 3 - 13 9 1 13 
D 13 2 5 - 7 0 7 
E 14 3 9 11 - 3 11 
F 18 14 17 18 15 - 16 
G 14 2 5 11 7 2 - 

 
In step 4 of the experiment, the decision-makers 

were given information on the investments that would 
need to be made for alternatives E and C. This resulted 
in a comparison which was 16-2 in favour of E. 

 
After repeating the Markov chain computation, a 

new ranking was obtained, as shown in Table 3. 
Alternatives G and C have exchanged positions, 
otherwise, the ranking remains unchanged. It is worth 
noting that, of the seven alternatives, only two had to be 
developed further in order to obtain a result which 
satisfied the certainty criterion. 

 
Table 3: Final ranking 

 
Value  Idea # 
0.582 F 
0.215 B 
0.081 E 
0.044 G 
0.041 C 
0.024 D 
0.013 A 
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It is difficult to make general predictions about the 
development savings that our approach can make 
possible. In the extreme case that all alternatives are 
contained in at least one uncertain comparison, then no 
savings are possible, because all alternatives must be 
developed. On the other hand, if all comparisons are 
unanimous or nearly unanimous, the model tells us that 
our selection has a high degree of certainty, and this is 
achieved without any development cost. 

There are a few situations in which the unanimity 
of a comparison can be predicted. An alternative which 
is obviously superior to the others will yield unanimous 
comparisons. The same is true for an alternative which 
is obviously inferior to all the others. On the other hand, 
an evaluation criterion which is ambiguous will tend to 
yield uncertain comparisons, since the decision-makers 
may base their judgements on different interpretations 
of this criterion. 
 
6. C O N C L USI O NS 
This paper presents a new model for localising 
uncertainty in multi-person multi-criteria decision 
problems.  The model is designed for use with a ranking 
algorithm that utilises pairwise comparisons of 
alternatives. It is based on the assumption that 
controversial comparisons are a symptom of 
uncertainty. 

The model is useful in cases with localised 
uncertainty, i.e. in which decision-makers disagree on a 
pairwise comparison for a limited number of 
alternatives. In such cases, the model suggests which 
alternatives need to be developed in order to reduce the 
uncertainty in the ranking. In the extreme case that 
many or all alternatives are part of uncertain 
comparisons, then no development savings are possible. 
In the other extreme case, in which all comparisons are 
unanimous or nearly unanimous, the model determines 
that no development is necessary. 

The model is still at an early stage of development, 
and experience with different MPMCDPs needs to be 
gathered. In addition, we would like to develop an 
overall uncertainty score for a ranking which aggregates 
the uncertainties of the individual comparisons in an 
appropriate manner. 

Our approach assumes that uncertainty is caused 
by a lack of information. However, experience shows 
that ambiguously formulated evaluation criteria can 
have the same effect. We therefore plan to develop a 
method for detecting these ambiguities in order to 
prompt a re-formulation. 

Uncertainty is a significant problem in practice, 
since the cost of making an incorrect selection in the 
early stages of the innovation process can be 
considerable. We believe that our approach can make a 
contribution to the efficiency and the reliability of 
innovation processes. 
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ABSTRACT 
This paper aims to present a motion coordination 
control approach for two axis XY stage system driven 
by PM stepper motors. The proposed coordinated 
control approach is based on a three tier composite 
control structure feed-forward, feedback PID and force 
disturbance observer. The contouring performance of a 
biaxial system is studied for circular trajectories and has 
been improved by using the proposed control 
scheme.To demonstrate the effectiveness of the control 
system design based on analysis of stage dynamics, 
typical results of system performance experiments 
micropositionning   motion with high precision tracking 
and accurate positioning was obtained by simulations 
developed using Matlab and Simulink software. 
 

 
Keywords: motion coordination, disturbance observer, 
XY stage, stepper motor, position control. 

 
1. INTRODUCTION 
Precision manufacturing has been steadily gathering 
momentum and attention over the last century in terms 
of research, development, and application to product 
innovation. The driving force in this development 
appears to arise from requirements for much higher 
performance of motion precision multi-axis machine. 
Today, ultra-precision multi-axis machine under 
computer control has a resolution and positioning 
accuracy in an order better than micrometers. In the new 
millennium, ultra-precision manufacture is poised to 
progress further and to enter the nanometer scale regime 
(nanotechnology) such as Micro-electro-mechanical 
Systems (MEMS).  
 In the past decade, dc motors have been widely 
used in these systems as high-performance drives due to 
the relative ease in controlling them. This ease of 
control is due to the fact that the system equations 
describing a dc motor are linear. However, there are still 
disadvantages in using such motors for positioning 
systems. In fact the mechanical commutators and brush 
assembly make them much more expensive. Besides, 
they may produce undesired sparks, which are not 
allowed in some applications. In particular, for high 
speed repetitive motion, the brushes are subject to 

excessive mechanical wear and consequently lead to a 
decrease in performance. These inherent disadvantages 
have prompted continual attempts to find better solution 
instead of dc motor. An attempt was made to use 
stepper motor. In fact their ability to provide accurate 
control over speed and position combined with their 
small size and relatively low cost make stepper motors a 
popular choice in a range of applications (F. Nollet, T. 
Floquet and W. Perruquetti, 2008). In particular, 
permanent magnet stepper motors deliver higher peak 
torque per unit weight and have a higher torque to 
inertia ratio than dc motors. Furthermore, they are more 
reliable and, require less maintenance, however, using 
the stepper motor in an open loop configuration results 
in low performance (G.Grellet, G. Clerc, 2000). Due to 
technological breakthroughs in digital signal processors, 
continuous time closed-loop control laws for position 
regulation and to go ahead and consider feedback for 
these incremental actuators. The Performance here is 
much better than the open-loop situation.(Zribi and 
Chiasson, 1991) considered the position control of 
stepper motors by exact feedback linearization.(Bodson, 
Chiasson, Novotnak, and Rekowski, 1993), reported on 
an experimental implementation of a feedback 
linearizing controller that guarantees position trajectory 
tracking by using field-weakening techniques and a 
speed observer. Accordingly, this study proposes a 
coordinated control approach based on a three tier 
composite control structure feed-forward, feedback PID 
and force disturbance observer (T.K. Kiong, L.T.Heng 
and H.Sunan, 2008, H.Tlijani and M. Benrejeb, 2010). 
The proposed approach control is applied to a biaxial 
XY stage motorized by two rotary bipolar PM stepper 
motors. 

This paper is organized as follows. The stepper 
model and studied system description are given in 
Section 2. In section 3, feed-forward, feedback PID are 
given, and a force observer to suppress force 
disturbances arising from friction due to movement on 
motors is designed to solve the position tracking 
problem. The simulation and   results for contouring 
circle trajectory under the control of the proposed 
scheme is described in Section 4. 
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2. STUDIED SYSTEM DESCRIPTION 
Among the various configurations of long travel and 
high precision multi-axis machine, one of the most 
popular is known as the moving gantry. In this 
configuration, two motors which are mounted on two 
slides move a load simultaneously in tandem. This 
gantry system consists of four sub-assemblies, the X 
and Y-axis sub-assemblies, the planar platform, two 
bipolar stepper motors, and the end effectors. The 
system is equipped with a high power density due to the 
dual drives, and it can yield high speed motion with no 
significant lateral offset when the actuators are 
appropriately coordinated and synchronized in motion. 
The main challenges to address in order to harness the 
full potential of this configuration are mainly in the 
control system. In addition to precision motion control 
of the individual motor, efficient synchronization 
among them is crucially important to minimize the 
positional offsets which may arise due to different drive 
and motor characteristics, non-uniform load distribution 
of the gantry and attached end-effectors. The studied 
system is given in, figure.1. 

 
The stepper motors, supplied with the gantry 

system, provide precise movements in response to 
electrical voltage pulses. These actuators are permanent 
magnet stepper motors with two-phases labeled as α and 
β. The electrical and mechanical parameters of the two 
stepping motors are given in appendix. The dynamic 
equations describing the used stepping motors are 
composed of three non-linear differential equations (1), 
(2) and (3) (H.Tlijani, K.B.Saad and M.Benrejeb, 2009, 
H.Tlijani, B.B.Salah and M. Benrejeb, 2005). These 
equations give a relation between the stator currents, the 
voltages and the mechanical quantities: torque, speed 
and angular position. 
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There are various configurations of gantry stages; 

many of them are intrinsically similar. A typical gantry 
stage may be considered as a two-degree of freedom 
(2DF) servo-mechanism, which can be adequately 
described by the schematics in fig.1.  

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 1: Motion reference using gantry system 
 
A servomotor carries a gantry on which a slider 

holding the load is mounted. One motor yields a linear 
displacement y, while the other yields a linear 
displacement x. and also the dynamic loading present 
due to the translation of the slider along the gantry. The 
central point of the gantry is thus constrained to move 
along the dashed line with two degrees of freedom. The 
displacement of this central point from the origin O is 
denoted by y. The gantry may also rotate about an axis 
perpendicular to the plane of fig.1 due to the deviation 
between x and y, and this rotational angle is denoted 
byα .The slider motion relative to the gantry is 
represented by x. It is also assumed that the gantry is 
symmetric and the distance from its central point to the 

slider mass center is denoted byd . With this 
formulation of the gantry stage, it is imminent to 
proceed with the dynamic modeling of the gantry stage. 
This model has been introduced by (T.K.Kiong, 
L.T.Heng and H.Sunan, 2008, Chuan. Shi, Peqing.Ye, 
Qiang.Lv, 2006). 
Let 1 2,m m denote the mass of the gantry and slider 

respectively,l denotes the length of the gantry arm, 

1 2,I I denote the moment of inertia of the gantry arm 

and slider respectively, we assume that  
 

2 2
1 1 2 2( 2) , ( 2 )I m l I m l x= = +  

[ ]TX x yα=
 

 2 1 2( ) 2y y y y= + −  
 
The positions of  , 1,2im i =  are given by 

1

1

2

2

0
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x x d

y y d x

α α
α α
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=
= +
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Which lead to the corresponding velocities. 
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Thus, the total kinetic energy may be computed as  
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This can be further written as  

 
 

1
(4)

2
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Where I  is the inertia matrix given by: 
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The elements of the Coriolis and centrifugal matrix A 
can be derived from 
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Where 1qɺ , 2qɺ and 3qɺ represents the derivative of x , 

α andy respectively, andijkc  are computed as: 
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Where ije represents the element of the inertia matrix 

I .Substituting the assumed inertia equation into 
equation (5), matrix A can be expressed as  
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Where,cos ,sinc sα α α α= = , finally the dynamic 
model is expressed as 
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, ,x yF F Fα are the frictional forces, and , ,x yu u uα  are 

the generated mechanical forces.  
 
 

3. COORDINATED CONTROL SCHEME 
In the proposed coordinated control approach, motors 
are assigned to horizontal axe x and vertical axe y. A 
supervisory motion program drives the axis through 
these actuators which share an identical commanded 
trajectory pre-planned. Each servo loop then has the 
responsibility of keeping the actual trajectory as closely 
as possible to the commanded trajectory, since each of 
motors has its own individual servo loop. Presuming 
they have tight servo loops, this method provides a tight 
and smooth link between the motors.Figure.2 provides a 
block diagram of the proposed coordinated control 
scheme.  

 

 
 

Figure 2: Block diagram of the positioning control 
system 
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 As shown in the above scheme, a three tier 
composite control structure is adopted: feed-forward 
control, feedback control and force disturbance 
observer. This design possesses several important and 
useful features. First, it incorporates a feed-forward 
component to facilitate a high speed response. The feed-
forward component addresses model based 
characteristics relating to the stepper motors. Second, an 
optimal PID feedback controller is designed and 
intended to provide optimal command response and 
stability properties. Third, since the achievable 
performance of a precision positioning system is 
unavoidably and very significantly limited by the 
amount of disturbances present, and the uniformity of 
their distribution among the motors, a disturbance 
observer is augmented to the composite controller 
structure. It provides a fast response to load 
disturbances and other exogenous signals acting 
asymmetrically on the two motors. This feature is 
especially useful since load disturbances are major 
factors affecting the control performance, especially 
when the motors jointly carry a dynamical and 
asymmetrical load such as an additional servo system 
running across the system (Yo.Tomita, K.Makino and 
M.Sugimine, 1996). It is used to estimate the actual 
disturbance, deduced from a disturbance observer, to 
compensate for the disturbances force. 
 
3.1. Feed-forward Control 
The servo system at equation (3) can thus be 
alternatively described by: 
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( , )g θ θɺ  is assumed to be a smooth non-linear function 

which may be unknown. With the tracking error e 
defined as: de θ θ= − , we have : 
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the system state variables are assigned as:  

  
1 2 3

0

( ) , ,
t

x e t dt x e x e= = =∫ ɺ       

denoting: 1 2 3
T

X x x x=    ,the equation (7) can then 

be put into the equivalent state space form: 
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The design of the feed-forward control law is 
straightforward. From equation (8) the term:  

[ ]d d
J D

k J
θ θΓ − −ɺɺ ɺ  

may be neutralised using a feed-forward control term in 
the control signal. The feed-forward control is thus 
designed as:  

( ) (9)FF d d
J D

u t
k J

θ θ= +ɺɺ ɺ  

 Clearly, the reference position trajectory must be 
continuous and twice differentiable; otherwise a pre-
compensator to filter the reference signal will be 
necessary. The only parameters required for the design 
of the feed-forward control are the parameters of the 
second-order linear model. 

 
3.2. Feedback Control 
In the composite control system, PID is used as the 
feedback control term. While the simplicity in a PID 
structure is appealing, it is also often proclaimed as the 
reason for poor control performance whenever it occurs. 
In this design, advanced optimum control theory is 
applied to tune PID control gains. The PID feedback 
controller is designed using the Linear Quadratic 
Regulator (LQR) technique for optimal and robust 
performance of the nominal system. The nominal 
portion of the system is given by: 

 

[ sin( ) cos( )]m mX X i p i pα βθ θ= Λ +Γ − +ɺ   

           1 1 2 2 3 3PIDu X x x xψ ψ ψ= Ψ = + +  

This is a PID control structure which utilizes a full-state 
feedback is well known in modern optimal control 
theory. The PID control is given by 

 1 (10)T
PIDu R X−= − Γ ∆  

Where ∆  is the positive definite solution of the Riccati 
equation : 

1 0T TR Q−Λ ∆+∆Λ−∆Γ Γ ∆+ =   

 
3.3. Design of the Disturbance Observer 
As the achievable, performance of a precision 
positioning is unavoidably and significantly limited by 
the amount and the uniformity of disturbances, among 
the motors. A disturbance observer is augmented to the 
composite control structure to provide a fast response to 
load disturbances and other exogenous signals acting 
asymmetrically on the actuators. In figure.3,, ,X u F and 
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axis system. H  and nH denote respectively the actual 
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Here, a third order model will be used, 1, 2l m= = : 

( ) (10)
( 1)n

K
H p

p Tp
=

+
 

The disturbance observer incorporates the inverse of the 
nominal system, and thus a low pass filter G  is 
required to make the disturbance observer proper and 
practically realisable. For the choice of a second order 
model nH , a suitable filter is: 

2
2

1 2
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G p
p g p g
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 the disturbance observer is equivalent to an additional 
disturbance compensatorobserC , which closes a fast 

inner loop. It can be shown that: 
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G
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For the choice of nH and G , it follows that 

2

1

( 1)
(13)

( )obser
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Therefore, obserC  can be considered as a lead/lag 

compensator by appropriately designing 1g  and 2g  

relatively to K and T . 
 

 
 
 
 
 
 

 
Figure 3: Control system with disturbance observer 

 
The disturbance observer can be designed in many 

ways. One possible approach is given as follows: 
 

• Identify the nominal model K and T , based on which 
the outer loop controller 

fC can be designed to achieve a 

desired command response.  
• Adjust 1g and 2g  of the disturbance compensatorobserC  

to satisfy requirements for robustness and disturbance 
suppression characteristics. The system sensitivity 
function and the system transmission function can thus 
be set independently.  
• Carry out simulation and fine tuning till the 
performance is acceptable. 

4. SIMULATION AND RESULTS 
Real-time simulation is carried out on biaxial system 
with one motor and digital encoders each along the x 
and y direction. The control task in the simulation is to 
execute planar motion with circular trajectory as 
straightly and precisely as possible. In the simulation, 
the two motors have the same dynamical properties. 
Simulation results are provided to illustrate the 
effectiveness of the control scheme. The figures (4,5) 
illustrate respectively the position, and the velocity of 
axis x and y necessary for the synchronization of biaxial 
motion. The tracking performance achieved from the 
use of composite control is given in figure.7, showing 
that a maximum tracking error of less than 0.01 mm is 
achieved in the generation of circle profile figure 6. 

 
5.  CONCLUSION 
This study has presented the coordinated control 
approach based on three composite controllers, 
feedback component (PID), a feedforward component 
(FFC) and a force disturbance observer component. It 
has shown that is satisfied the desired velocity and 
acceleration of a stepper motor in the control mode of 
the incremental motion. It address, also several 
important challenges to the design of precision motion 
coordination for two axis XY stage system driven by 
PM stepper motors. To provide evidence on the 
effectiveness of the control system design simulation 
results are obtained by using Matlab and Simulink. It 
has also shown that the proposed method is more 
suitable than the conventional method.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Velocity profile for circular motion: 
a) axe x – b)  axe y 
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Figure 5: Position profile for circular motion:  

a) axe x - b) axe y, desired position (dotted line) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: Circular tracking motion: desired circle profile 

(dotted line)  
  
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7: Tracking error position for circular motion 
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ABSTRACT 
Modern capital projects generate large amounts of 

documentation in several different formats and 

controlled by many different project parties: everything 

from design drawings to cost estimates, schedules, 

equipment information, change orders, and work logs.  

Accessing this documentation can be both difficult and 

time-consuming. Project managers clearly need efficient 

methods to manage project information; the current 

methods focus on capturing and integrating information 

through a database and CAD drawings, but they are 

limited in scope, not easy to re-use in other projects, 

and do not capture the construction process. The 

solution is a well-structured simulation-based system 

that can dynamically capture, store, process, and access 

all project information, from the planning stage through 

the construction process to the completed project, 

including all changes to the original plan. The 

motivation for a simulation-based foundation for this 

approach stems from its ability to model the dynamic 

processes involved rather than just the static 

information. 

 

Keywords: project information, construction process, 

High Level Architecture, Distributed simulation 

 

1. INTRODUCTION 
Complex capital projects can involve thousands of 

workers, hundreds of millions of dollars, and many 

years of work. These types of projects generate large 

amounts of documentation in many different formats 

and controlled by many different project parties: 

everything from design drawings to cost estimates, 

schedules, equipment information, change orders, and 

work logs.  During the construction period, a company 

generates reports in certain areas, such as workers’ time 

cards and the actual as-built drawings of the project, and 

projects are also almost never completed exactly as 

planned; keeping track of changes in the building 

process is very complicated, adding yet another layer of 

documentation. However, even this level of 

documentation is incomplete, especially when it comes 

to recording the actual building process.    

Accessing this documentation can also be both 

difficult and time-consuming.  Because the existing 

documentation is stored based on the interest of each 

party (e.g., drawings may be kept with the design 

consultant, the foreman might have worker records, and 

the project manager might have the financial 

information), the project information is disorganized 

and reconstructing a record of how the project was 

completed may require hiring experts.  This can be a 

problem, particularly when it comes to settling claims 

and dealing with quality control, both of which can 

mean losses of millions of dollars (Akinci 2004).  

 It should therefore be unsurprising that project 

managers and contractors are always looking for 

efficient ways to collect and store construction histories 

and retrieve them effectively (Hendrickson and Au 

1989). Different studies have focused on developing a 

computer based information system to integrate the 

collection, processing and transmission of information 

(Lock 1993). A database management system (DBMS) 

has become a common solution to overcome some of 

the limitations of data sharing (Mazerolle and Alkass 

1993; Bowler 1994; Dawood et al. 2002). But the 

current methods do not capture the construction 

process; existing methods usually focus on capturing 

and storing physical information from computer-aided 

design (CAD) drawings, or the scope of the project 

from as-planned and as-built documents, rather than 

capturing the actual building process. They are also 

limited in scope, focusing on small parts rather than the 

entire project. For example, project managers who are 

interested in equipment control try to capture 

information such as working hours, breakdown or fuel 

consumption of onsite equipment, but estimators are 

interested in collecting the workers’ daily log or 

material cost (Navon 2005; Fayek et al. 1998). Even 

integrating the project information database using the 

Critical Path Method (CPM) does not support capturing 

the complete operation; a CPM network only describes 

tasks to a certain level of information, such as duration 

and resources. 

The solution is a well-structured simulation-based 

system that can dynamically capture, store, process, and 

access all project information, from the planning stage 

through the building process to the completed project, 

including all changes to the original plan. Ideally, the 

system should integrate this information and present it 
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to the user, providing an overview of the project at 

every stage for comparison with the project as planned. 

It should be able to incorporate process models, product 

models, resource models, and static information in one 

system.  A user should be able to see the resources that 

completed a given scope of work in a given period of 

time under the influence of external factors (e.g. 

weather).   

This kind of documentation will be helpful for 

claims, control purposes, reproducing actual product 

drawings, operation and maintenance, and planning for 

future similar projects. It will also increase the learning 

process in the involved organizations for future projects 

by enabling access to the information of previous 

projects (FIATECH 2009). The solution must be easy to 

use from a manager’s perspective, and it must also be 

reusable for different types and sizes of construction 

projects.      

One promising method for implementing the 

solution is computer simulation. Computer simulation 

was introduced to the area of construction research by 

Halpin (1977) with his proposed CYCLONE system. 

The proposed system and all derivatives were used in 

construction research to model real construction 

processes, leading construction managers to more 

efficient use of materials, manpower, and equipment 

(Paulson et al. 1987; Ioannou 1989; Martinez and 

Ioannou 1994; Hajjar and AbouRizk 2002). Computer 

simulation has been successfully implemented in the 

construction industry for many purposes (Sawhney 

1994), and has already been effectively used in 

managing information in the construction domain by 

integrating database management systems with a 

simulation model (Moghani et al. 2009). In this 

approach, a construction manager can use the collected 

data to re-run a simulation process model and examine 

the effect of new data on project performance. 

However, current modeling approaches cannot integrate 

or assimilate information from different sources and by 

different participants in an efficient and organized 

manner. For a more complex project that needs different 

information from different participants or software, 

distributed simulation is a new simulation technique 

that can facilitate modeling effort and integration in the 

simulation environment.  

AbouRizk introduced High Level Architecture-

based distributed simulation to simulate construction 

projects (2006), facilitating integration, collaboration, 

and reusability of the simulation model. High Level 

Architecture (HLA) was developed in 1995 by the 

Department of Defense (DoD) as an advanced 

technique for integrating simulation models to support 

reuse and interoperation of simulation models and 

reduce the cost and effort of modeling in simulation 

projects (Fujimoto 2003). Under the HLA standard, 

different developers can build individual components 

(federates) of one system (a federation), maintaining 

interoperability between them.  This approach allows us 

to standardize the integration process between different 

computer software, simulation systems, and from 

different users; it is therefore a promising 

implementation for the proposed information 

management solution. 

 This study aims to develop an interoperable and 

reusable simulation-based framework to integrate 

project information including as-planned, process, and 

as-built information to enable construction managers to 

create the real history of the project from planning to 

completion. This framework will utilize HLA and a 

software application framework approach (Froehlich et 

al. 1998) for its implementation to be a reusable, 

extensible and modular model, with flexibility in 

representing different modeling approaches and data 

forms in the same simulation. In this framework a 3D 

CAD model will be integrated with process simulation 

model to automatically capture design information and 

use it for simulation purposes, and a relational database 

will be the medium for integrating as-built information 

with the simulation model and updating the process 

accordingly. The project is under development using the 

Construction Synthetic Environment (COSYE) as its 

base; it is focused on repetitive construction such as 

tunnelling, which lends itself better to simulation 

planning (AbouRizk and Ruwanpura 1999; Fernando et 

al. 2003; Al-Bataineh 2008; Marzok et al. 2008).  The 

case studies used or planned are existing tunnelling 

projects in Edmonton, Alberta, Canada.  

  

2. HLA-BASED TUNNEL SIMULATION 
FRAMEWORK 

COSYE (Construction Synthetic Environment), the 

simulation environment used as a base for this research, 

was developed based on HLA standards to facilitate 

modeling more complex projects, such as tunnel 

construction, which involves many activities, 

equipment, materials and human resources.  

 The HLA standards consist of three main 

components: the HLA rules (IEEE 1516 2000), the 

interface specifications (IEEE 1516.1 2000), and the 

Object Model Template (OMT) (IEEE 1516.2 2000). 

The HLA rules outline the creation of a federation and 

federates and cover all their responsibilities to ensure a 

consistent implementation and proper interactions. The 

interface specification defines the functional interfaces 

between federates and the run time infrastructure (RTI). 

RTI software provides interface services that support 

federates’ interactions and federation management, such 

as transferring the responsibility of updating an attribute 

between federates, managing data distribution and 

assisting with time management in the federation. Any 

software can interact through the RTI as a single 

federate.  The Object Model Template is a standard for 

defining and documenting the form, type, and structure 

of data shared within a simulation, and it consists of 

three different object models: the Federation Object 

Model (FOM), the Simulation Object Model (SOM) 

and the Management Object Model (MOM).  

 The COSYE Framework is a software application 

that supports development of federations in Microsoft 

Visual Studio. In this Environment, the RTI server is a 
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.NET implementation of the HLA RTI and runs as a 

windows server, and the COSYE OMT Editor is used to 

develop and edit OMT documents in Visual Studio 

(AbouRizk and Hague 2009)   

 Based on HLA standards, COSYE enables the 

integration of different computer software and different 

simulation techniques in a single environment to model 

all the processes involved in large scale projects.  HLA 

services in COSYE also enable collaboration of 

different experts to develop various parts of a 

simulation model. For instance, in the tunnel federation, 

one may simulate the tunnel construction process while 

the other focuses on material supply simulation. 

 In this project, the tunnel federation simulates the 

whole construction process of a utility tunnel including 

excavation and lining of the working shaft, the tunnel 

and the retrieval shaft. Using HLA requires division of 

the simulation into different federates and the HLA 

architecture thus helps to create modular, reusable, and 

extensible modeling elements. 

 

2.1. Brief Overview of Tunnelling 
Constructing a utility tunnel occurs in different phases. 

First, to get access to the tunnel excavation depth, a 

vertical shaft called a construction shaft is usually 

excavated. This shaft is the main access during the 

construction process for lowering the equipment into 

the tunnel or removing the excavated dirt.  Shaft 

construction is usually done in sections with the depths 

dependent on the soil type and geometry of the shaft. 

The excavation and lining processes are done for each 

section sequentially. After finishing the excavation and 

lining for shaft sections, the tunnel construction process 

can start.  

 Tunnel construction methods vary depending on 

geotechnical information, availability of equipment, and 

the geometry of a tunnel. For long tunnels or tunnels 

with a large diameter, a Tunnel Boring Machine (TBM) 

is typically utilized for excavation and lining processes 

while for short or small tunnels, hand excavation is a 

better option. Before starting the tunnel construction, 

the tail tunnel and undercut area (an enlargement at the 

bottom of the shaft used for staging material handling 

and dirt removal operations) are excavated. The tunnel 

construction activities are divided into: 

  

1. Excavation of the tunnel 

1. Removing the dirt from the excavation area 

and transferring it to the construction shaft 

(using muck carts). 

2. Hoisting the dirt to the ground level (using a 

crane, clamshell bucket, gantry, etc.) and 

transfer it outside the construction area 

3. Lowering down the liners and transferring 

them to the excavation face. 

4.  Lining the tunnel  

5. Extending construction and utility services 

6. Excavating and supporting the removal shaft in 

a case of using TBM. 

 

Figure 1 shows a typical utility tunnel layout. 

   

 
Figure 1: Layout of a Utility Tunnel  

 

2.2. Developing the Tunnelling Product Model 
In order to be able to create a generic federation and 

integrate the CAD model with the simulation, a 

conceptual project model consisting of product, process, 

management, environment, and resource models was 

developed (Figure 2). 

 

The tunnel construction method for utility facilities 

was investigated, and all the information regarding 

activities and required resources was collected.  In order 

to develop a product model, the CAD drawings were 

reviewed and the attributes were defined and added to 

the project model. It is important to mention that these 

models are for utility tunnels, and they mostly focus on 

the TBM (tunnel boring machine) tunnelling method. 

 
 

Figure 2: Tunnel Construction Project Model 

 

2.3. Developing a Federation Object Model (FOM) 
for the Tunneling Federation based on the 
Product and Process Model 

The first and most important task in developing the 

simulation model based on High Level Architecture 

(HLA) is to define the HLA federation object model. 

The FOM is composed of a group of interrelated 

components specifying information about classes of 

objects, interactions, attributes, and their parameters. 

The tunnelling federation object model was developed 

based on conceptual project models and is still being 

improved. Figure 3 shows the FOM in the tunnel 

federation. 
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Figure 3: Tunnel Federation Object Model 

 

2.4. Overview of Tunnelling Federation 
Figure 4 shows the proposed framework for the 

simulation model, based on available studies and expert 

knowledge gathering. Most federates were developed 

based on a case study for tunnel construction in the City 

of Edmonton using a specific construction method, and 

will be used as a base for further development. 

 The scenario setup federate is designed for the user 

to configure different tunnel projects and scenarios. In 

the current federation, the user inputs all necessary 

parameters at this federate: shift length, shift start time, 

coffee break duration, lunch break duration, project start 

date, work status on weekends or holidays; project 

setting such as number of shafts, number of tunnels, and 

their attributes like tunnel length, section length, etc.; 

resource setting refers to equipment information and 

crew information. This information will be passed to 

other relevant federates through RTI.   

 The shaft federate simulates the shaft construction 

process including preparation, excavation, and lining. 

The tunnel federate is designed to simulate the complete 

process of constructing a tunnel including excavation, 

lining, resetting TBM, and TBM breakdown; it also 

covers other common activities, like extending utilities 

and surveying. 

 The dirt removal federate models the process of 

removing dirt from the tunnel face to the undercut, 

dumping dirt from undercut to ground, and loading carts 

with materials. 

The supplier federate has the same responsibility 

as a supplier contractor: receive a new order from the 

contractor through the procurement federate, schedule 

for delivery of a new order and send a response to the 

procurement federate. 

 
 

Figure 4: Tunnel Federation 

 

There can be more than one supplier which can join the 

federation and receive orders from the procurement 

federate. The procurement federate plays the same role 

of the procurement office in the tunnelling contractor 

group. It tracks how many liners are in the inventory; if 

that level reaches a specific threshold, the procurement 

federate places an order for the concrete lining segments 

to the supplier. 

 The Bayesian updating federate is designed to 

apply a Bayesian updating method for predicting 

machine breakdown, TBM advance rate, tunnel 

productivity, scheduling and cost.  

 The visualization federate displays a 2D and 3D 

animation of the construction process as the simulation 

is running. It is a real time visualization of the entire 

process and shows the different states of the TBM 

during tunnel construction, the excavation and lining of 

the tunnel, as well as traveling muck carts in the tunnel. 

In current federation, all the mentioned federates are 

fully functional for the NEST tunnel case study in 

Edmonton, Canada.  

 Future development will involve connecting a 3D 

CAD drawing to the simulation model and extracting 

as-planned geometry and geotechnical information. This 

federate will remove the need for manual data entry, 

especially when new revisions of drawings are released.   

 Capturing and storing all the as-built information 

will be based on automatic data transfer from the site 

and data will be stored in the SQL Server database. 

Figure 5 illustrates an example of relationship in the 

database.  

 
 

Figure 5: ER Diagram of Database 
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3. INFORMATION MANAGEMENT 
STRUCTURE 

To fulfill the objective of this research, a vital part of 

the implementation process is to study the possible 

ways of representing information within the COSYE 

environment and create a conceptual structure for the 

data management plan.  We determined the required 

information by answering the following questions: 

• What kind of information will be useful for 

decision making process and different 

participants in the project? 

• What kind of information from the planning 

stage will be required for developing the 

simulation model? 

• What kind of information from the jobsite will 

change the inputs of the simulation model and 

how can we store it to make it exchangeable 

with original inputs?  

• How can we make the history of projects 

reusable for future projects or simulation 

models? 

 

Answering these questions determines the 

information required from a tunnelling construction 

project in order for the simulation to be representative. 

Finally, to collect and integrate on-site process 

information (as-built) and to be able to store the as-

planned data and their relationships throughout a 

simulation model, an accurate knowledge management 

system needs to be developed. For this purpose, a 

comprehensive relational database is proposed to store 

planning data, actual as-built data, and the history of 

project process changes. A view of our vision is given 

in Figure 6. 

 

 

Figure 6: Integrated Framework for Tunnelling 

Construction 

 

4. FUTURE WORK 
In the future, new federates such as a design 

information federate will be developed to facilitate 

information transfer from CAD systems to the 

simulation model, and a relational database will be 

designed and connected to the federation to store as-

built information as the project advances.  

 To make changes to the process model during the 

construction phase without a need to re-create the entire 

model (e.g., adding one removal shaft or changing the 

construction method of the tunnel), generic and reusable 

federates are required. To develop such federates; the 

current FOM needs to expand to provide all the object 

classes, attributes, and interactions for different tunnel 

construction methods, activities, equipments, and the 

required information from the planning and 

construction stage. 

 The simulation model and design inputs will then 

be updated based on new process and information 

(reconstructed from the beginning of the project but as 

if the project is going on now – i.e., simulate the 

simulation) to mirror any changes in design and 

construction, create an accurate model and verify it. The 

product/process data integration will be evaluated and 

adjusted if necessary.  

 Once the NEST case application is functional, the 

work will be repeated with another tunnel construction 

project to identify areas where the framework must be 

adjusted and an application framework approach as a 

basis of this research will be utilized to provide a 

generic framework with modularity, reusability and 

extensibility. 

 

5. CONCLUSION 
The ability to access detailed information of a project 

along with the actual construction process (as it was 

built) will be highly beneficial for the management 

process for different purposes such as quality control, 

claims, process improvement and future project 

planning.  This paper proposes the development of a 

generic framework for information management in 

repetitive construction projects such as tunneling to 

incorporate process model, product model, resource 

model, and static information in one system. Deploying 

HLA-based distributed simulation and using a software 

application framework enables us to standardize the 

integration process between simulation systems, 

different computer software, and project models and 

supports interoperability, reusability, and extensibility 

of this framework.  While all COSYE development to 

date has taken place in an academic environment and 

COSYE itself has not yet been commercialized, 

development of a full federation typically takes between 

one half to one full man-year (1,000 to 2,000 hours).   

 With this system, project managers will have full 

access to the project data. Moreover, they will have an 

accurate model at the end of the project for reviewing 

purposes, documentation for future work, and 

educational purposes. The system will save time and 

money, improve training, and increase operational 

efficiency. 
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ABSTRACT 

Necessary and sufficient conditions for the pointwise 

completeness and pointwise degeneracy of the standard 

and positive hybrid linear systems described by the 

general model are established. It is shown that the 

standard general model is always pointwise complete 

and it is not pointwise degenerated and the positive 

general model is pointwise complete if and only if its 

matrix A2 is diagonal. 

 

Keywords: pointwise completeness, degeneracy, 

standard, positive, general model, hybrid system 

 

1. INTRODUCTION 

In positive systems inputs, state variables and 

outputs take only non-negative values. Examples of 

positive systems are industrial processes involving 

chemical reactors, heat exchangers and distillation 

columns, storage systems, compartmental systems, 

water and atmospheric pollution models. A variety of 

models having positive linear behavior can be found in 

engineering, management science, economics, social 

sciences, biology and medicine, etc. 

Positive linear systems are defined on cones and not on 

linear spaces. Therefore, the theory of positive systems 

is more complicated and less advanced. An overview of 

state of the art in positive systems theory is given in the 

monographs (Farina and Rinaldi 2000; Kaczorek 2002). 

The most popular models of two-dimensional (2D) 

linear systems are the discrete models introduced by 

Roesser (1975), Fornasini and Marchesini (1976, 1978), 

and Kurek (1985). The models have been extended for 

positive systems. An overview of positive 2D system 

theory has been given in the monograph (Kaczorek 

2002). 

A dynamical system described by homogenous equation 

is called pointwise complete if every given final state of 

the system can be reached by suitable choice of its 

initial state. A system which is not pointwise complete, 

is called pointwise degenerated. 

The pointwise completeness and pointwise degeneracy 

belong to the basic concepts of the modern control 

theory of 2D linear systems and they play important 

role specially in positive 2D linear systems. 

The pointwise completeness and pointwise degeneracy 

of linear continuous-time system with delays have been 

investigated in (Olbrot 1972; Popov 1972), of discrete-

time and continuous-time systems of fractional order in 

(Busłowicz 2008; Kaczorek and Busłowicz 2009) and 

of positive discrete-time systems with delays in 

(Busłowicz, Kociszewski and Trzasko 2006; 

Choundhury 1972). The pointwise completeness of 

linear discrete-time cone-systems with delays has been 

analyzed in (Popov 1972). The pointwise completeness 

and pointwise degeneracy of standard and positive 

linear systems with state-feedbacks have been 

investigated in (Kaczorek 2010a; Kaczorek 2009). 

The pointwise completeness and pointwise degeneracy 

of 2D standard and positive Fornasini-Marchesini 

models have been addressed in (Kaczorek 2010b). 

Positive 2D hybrid linear systems have been introduced 

in (Kaczorek 1998; Kaczorek 2007; Kaczorek 2002) 

and positive fractional 2D hybrid linear systems in 

(Kaczorek 2007). Comparison of different method of 

solution to 2D linear hybrid systems has been given in 

(Kaczorek, Marchenko and Sajewski 2008). Realization 

problem for positive 2D hybrid systems has been 

addressed in (Kaczorek 2008b). 

 In this paper the pointwise completeness and 

pointwise degeneracy of standard and positive hybrid 

linear systems described by the general model will be 

addressed.  

The structure of the paper is the following. In section 2 

the pointwise completeness and the pointwise 

degeneracy of the standard general model is 

investigated. Necessary and sufficient conditions for the 

positivity and the pointwise completeness, pointwise 

degeneracy of the general model are established in 

section 3. Concluding remarks are given in section 4.  

In the paper the following notation will be used. 

The set of mn ×  real matrices will be denoted by 
mn×

ℜ and 1×
ℜ=ℜ

nn . The set of mn ×  real matrices 

with nonnegative entries will be denoted by mn×

+
ℜ and 

1×

++
ℜ=ℜ

nn . The nn ×  identity matrix will be denoted 

by In and the transpose will be denoted by T. 
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2. POINTWISE COMPLETENESS AND 

POINTWISE DEGENERACY OF STANDARD 

GENERAL MODEL 

 Consider the autonomous general model 
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Zit

itxAitxAitxAitx &&
      (2.1) 

 

where 
t

itx
itx

∂

∂
=

),(
),(& , nitx ℜ∈),( , mitu ℜ∈),( , 

pity ℜ∈),(   are the state, input and output vectors. 

Boundary conditions for (2.1) are given by 

 

ixix =),0(1 , 
+

∈ Zi  and 10 )0,(,)0,( tt xtxxtx == & , 
+

ℜ∈t (2.2) 

 

Definition 2.1. The general model (2.1) is called 

pointwise complete at the point (tf, q) if for every final 

state n

fx ℜ∈  there exist boundary conditions (2.2) 

such that ff xqtx =),( . 

Theorem 2.1. The general model (2.1) is always 

pointwise complete at the point (tf, q) for any 0>ft  

and q = 1. 

Proof. From (2.1) for i = 0 we have 

 

)0,()1,()1,( 2 tFtxAtx +=&                 (2.3) 

where 

 

110010 )0,()0,()0,( tt xAxAtxAtxAtF +=+= & .   (2.4) 

 

Assuming 00 =tx , 01 =tx  we obtain F(t,0) = 0 and 

from (2.3) 

 

)1,0()1,( 2 xetx
tA

= .                     (2.5) 

 

Substituting t = tf  and q = 1 we obtain 

 

)1,0(2 xex ftA

f =                       (2.6) 

and 

  f

tA
xex f2)1,0(

−
= .                    (2.7) 

 

Therefore, for any final state xf there exist boundary 

conditions 00 =tx , 01 =tx  and f

tA
xex f2

1

−
=  such that 

ff xtx =)1,(  since the matrix ftA
e 2−

 exists for any 

matrix A2 and any 0>ft . □ 

From theorem 2.1 we have the following corollaries. 

Corollary 2.1. Any general model (2.1) is pointwise 

complete at the point (tf, 1) for arbitrary 0>ft . 

Corollary 2.2. The pointwise completeness of the 

general model at the point (tf, 1) is independent of the 

matrices A0 and A1 of the model. 

Definition 2.2. The general model (2.1) is called 

pointwise degenerated at the point (tf, q) in the direction 

v if there exist a nonzero vector nv ℜ∈  such that for all 

boundary conditions (2.2) the solution of the model for  

t = tf, i = q satisfies the condition 0),( =qtxv f

T . 

Theorem 2.2. The general model (2.1) is not pointwise 

degenerated at the point (tf, 1) for any 0>ft . 

Proof. Using the solution of (2.3)  
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t
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we obtain 

 

∫
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t
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  (2.8b) 

where F(t,0) is defined by (2.4). From (2.8b) it follows 

that does not exist a non-zero vector nv ℜ∈  such that 

for all boundary conditions (2.2) 0)1,( =f

T txv  since the 

matrix ftA
e 2  is nonsingular for every matrix A2 and 

0>ft . □ 

Example 2.1. Consider the general model (2.1) with the 

matrices 
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Find the boundary conditions (2.2) at the point 

)1,1(),( =qt f  for 







=

3

2
fx . 

Taking into account that the eigenvalues of A2 are 

2,1 21 −=−= λλ  and using the Sylvester formula we 

obtain 
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from (2.7) we have the desired boundary conditions 
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and 0)0,( =tx , 0)0,( =tx& , 0≥t . 

The above conditions can be extended as follows. 

From (2.1) for i = 1 we have 

 

)1,()2,()2,( 2 tFtxAtx +=&               (2.12) 
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where 

)1,()1,()1,( 10 txAtxAtF &+= .             (2.13) 

 

Substitution of (2.3) and (2.5) for F(t,0) = 0 into (2.13) 

yields 

 

)1,0()()1,()()1,( 2

210210 xeAAAtxAAAtF
tA

+=+= . (2.14) 

 

Assuming x(0,1) = 0  we obtain F(t,1) = 0 and from 

(2.12) 

)2,0()2,( 2 xetx
tA

=                      (2.15) 

 

Continuing this procedure for i = 2,…,q–1 we obtain the 

following theorem, which is an extension of Theorem 

2.1. 

Theorem 2.3. The general model (2.1) is always 

pointwise complete at the point (tf, q), 0>ft , 

,...}2,1{=∈ Nq  for any matrices Ak, k = 0,1,2.  

Theorem 2.2 can be also extended for any point (tf, q). 

 

3. POINTWISE DEGENERACY AND 

POINTWISE DEGENERACY OF THE 

POSITIVE GENERAL MODEL  

Definition 3.1. The model (2.1) is called positive if 
nitx
+

ℜ∈),( , 
+

ℜ∈t , 
+

∈ Zi  for any boundary 

conditions  
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ℜ∈t , n

ix
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ℜ∈ , 
+

∈ Zi   (3.1) 

 

Theorem 3.1. The general model (2.1) is positive if and 

only if  

nMA ∈2                             (3.2a) 

nnnn AAAAAA ×

+

×

+
ℜ∈+=ℜ∈ 21010 ,,        (3.2b) 

 

where Mn is the set of nn ×  Metzler matrices (with 

nonnegative off-diagonal entries). 

Proof. Necessity. Necessity of nnA ×

+
ℜ∈0  and 

nnA ×

+
ℜ∈1  follows immediately from (2.4) since 

ntF
+

ℜ∈)0,( , 
+

ℜ∈t  and xt0, xt1 are arbitrary. From 

(2.5) it follows that nMA ∈2  since nntA
e ×

+
ℜ∈2  only if 

A2 is a Metzler matrix, ntx
+

ℜ∈)1,( , 
+

ℜ∈t  and x(0,1) is 

arbitrary. From (2.12) it follows that ntF
+

ℜ∈)1,( , 

+
ℜ∈t  for any nx

+
ℜ∈)1,0(  only if 

nnAAAA ×

+
ℜ∈+= 210 . The proof of sufficiency is 

similar to the one given in (Kaczorek 2002: pp.255). □ 

Definition 3.2. The positive general model (2.1) is 

called pointwise complete at the point (tf, q) if for every 

final state n

fx
+

ℜ∈  there exist boundary conditions 

(3.1) such that 

 

ff xqtx =),( , 0>ft , ,...}2,1{=∈ Nq .         (3.3) 

 

It is assumed that xt0 = 0 and xt1 = 0 for 
+

ℜ∈t . 

Theorem 3.2. The positive general model (2.1) is 

pointwise complete at the point (tf, 1) if and only if the 

matrix A2 is diagonal. 

Proof. In a similar way as in proof of Theorem 2.1 we 

may obtain the equation (2.7). It is well-known 

(Kaczorek 2002) that nntA
e ×

+
ℜ∈2 , 

+
ℜ∈t  if and only if 

A2 is a Metzler matrix. Hence nntA fe ×

+

−
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2  if and only 

if A2 is a diagonal matrix. In this case for arbitrary 
n

fx
+

ℜ∈  if and only if nx
+

ℜ∈)1,0( . □ 

In a similar way as for standard general model we can 

prove the following theorem. 

Theorem 3.3. The positive general model (2.1) is 

pointwise complete at the point (tf, q) 0>ft , 

,...}2,1{=∈ Nq  if and only if the matrix A2 is diagonal. 

From Theorem 3.3 we have the following corollary. 

Corollary 3.1. The pointwise completeness of the 

positive general model (2.1) is independent of the 

matrices A0 and A1 of the model. 

Definition 3.3. The positive general model (2.1) is 

called pointwise degenerated at the point (tf, q) if there 

exists at least one final state n

fx
+

ℜ∈  such that 

ff xqtx ≠),(  for all nix
+

ℜ∈),0(  and 0)0,( =tx , 

0)0,( =tx& , 
+

ℜ∈t . 

Theorem 3.4. The positive general model (2.1) is 

pointwise degenerated at the point (tf, q) if the matrix 

nMA ∈2  is not diagonal. 

Proof. In a similar way as in proof of Theorem 2.1 we 

may obtain the equality (2.7) which can be satisfied for 
n

fx
+

ℜ∈  and nx
+

ℜ∈)1,0(  if and only if the Metzler 

matrix A2 is diagonal. The proof for q > 1 is similar. □ 

These considerations can be easily extended for 
nix
+

ℜ∈),0( , ntx
+

ℜ∈)0,(  and ntx
+

ℜ∈)0,(& , 
+

ℜ∈t . 

Example 3.1. Consider the general model (2.1) with the 

matrices 
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The model is positive since the matrices A0 and A1 have 

nonnegative entries and  
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The matrix A2 is diagonal and the positive model with 

(3.4) by Theorem 3.2 is pointwise complete at the point 

(tf, 1), 0≥ft . Using (2.7) we obtain 
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for any 2

+
ℜ∈fx  and 

+
ℜ∈ft . 

Example 3.2. Consider the general model (2.1) with the 

matrices (2.9). The model is positive since A0 and A1 

have nonnegative entries, nMA ∈2   and  
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Let 
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fx . Using (2.10) and (2.7) we obtain the 

vector 
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with nonnegative second component for 0>ft . 

Therefore, the model is pointwise degenerated at the 

point (tf, 1). The same result follows from Theorem 3.4 

since the matrix A2 is not diagonal. Note that the vector 

x(0,1) given by (2.11) for T

fx ]32[=  has positive 

components. 

 

4. CONCLUDING REMARKS 

 The pointwise completeness and pointwise 

degeneracy of the standard and positive hybrid linear 

systems described by the general model have been 

addressed. Necessary and sufficient conditions for the 

pointwise completeness and pointwise degeneracy have 

been established. It has been shown that the standard 

general model (2.1) is always pointwise complete at the 

point (tf, q) for any tf and 1≥q  and it is not pointwise 

degenerated at any point. Necessary and sufficient 

conditions for the positivity of general model (2.1) have 

been established. The positive general model is 

pointwise complete at the point (tf, q) for t > 0, 1≥q  if 

and only if the Metzler matrix A2 of the model is 

diagonal. The considerations have been illustrated by 

numerical examples. These considerations can be 

extended for linear hybrid systems with delays. An 

extension of these considerations for fractional hybrid 

systems is an open problem. 
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ABSTRACT 
Construction projects are exposed to various unexpected 

interruptions, with equipment breakdowns being the 

most common. Proper modeling of these interruptions 

along with the associated uncertainty can significantly 

reduce risk and improve project management. We 

employ a new mathematical approach, the copula 

method, to model the field observations in a tunnel 

excavation project.  We characterize the excavation 

process interruptions with their degree of severity and 

frequency, and develop a Student t copula model for the 

underlying dependence structure. The model is 

consecutively utilized in a Monte Carlo simulation that 

incorporates all available information to forecast the 

project completion time. The adaptive estimates then 

serve as a basis for project management decisions. Our 

approach allows to incorporate the uncertainty within an 

intuitive simulation framework and to accurately model 

the dependence of the different dimensions of the 

process interruptions. 

 

Keywords: copulas, uncertainty, process interruptions, 

Monte Carlo simulation, project management 

 

1. INTRODUCTION 
Uncertainty permeates real-life project management: 

uncertain durations, uncertain cost, sudden weather 

changes, equipment breakdown, human resource 

problems, unexpected changes in project scope, etc. 

Uncertainty is rarely beneficial and takes the form of a 

risk that must be dealt with. It threatens the bottom line 

and, particularly, the project schedule. Many project 

activities are sequential, and alterations to the duration 

of some tasks have a ripple effect on the start times of 

all subsequent tasks down the activity chain.  Although 

a certain amount of contingency time is normally built 

into all project schedules, changes in the schedule have 

to be managed in a timely fashion in order to ensure a 

relatively smooth flow of labor and materials. Thus, the 

forecasting of task execution times becomes an essential 

ingredient of successful project risk management.  

The common approach to decisions made under 

uncertainty relies on probability theory, where the 

quantities of interest are considered random variables (r. 

v.) described by probability distributions. The mean of 

the probability distribution specifies the expected value 

of the modeled quantity, while the standard deviation 

quantifies our uncertainty about the ‘true’ value of this 

mean. The most common distribution used by 

researchers and practitioners alike is the normal, also 

called Gaussian, distribution, which takes the familiar 

bell shape. The popularity of this distribution is due to 

its convenient mathematical properties. It is analytically 

tractable, completely described by only two parameters: 

the mean and the standard deviation. A linear 

combination of normal distributions is also a normal 

distribution with parameters determined by the means 

and the covariance matrix of the original components. 

Also, according to the central limit theorem the 

distribution of the sum of many independent r. v. with 

finite variances approaches normal distribution. 

However, in real life, normal distributions are 

exceptional, rather than the rule. 

The standard approach to modeling data generated 

by a vector-valued random process is to fit a 

multivariate probability distribution, using e.g. the 

maximum likelihood (ML) method. The drawbacks of 

this approach are the lack of control in the fitting 

process and imprecise physical interpretation of the 

components of the distribution.  

Recently, new mathematical objects, called 

copulas, have become very popular for multivariate 

modeling of dependent variables and risk management 

(Nelsen 2003, Yan 2006, Frees and Valdez 1998). 

Copulas are multivariate functions with uniform 

marginals that allow the construction of the joint 

distribution from the constituent marginals capturing 

the dependency structure of the latter (see e.g. Nelsen 

2006). The intuitive copula approach to building 

multivariate distributions is a two-step statistical 

procedure.  In the first step, the empirical marginals are 

obtained by fitting univariate distributions to the data. 

In the second step, an appropriately chosen copula is 

used to combine the univariate marginals into a joint 

distribution. It has been pointed out (Mikosch 2006) 

that the use of this approach is not universally justified, 

but for our purposes it has definite advantages.  

The first advantage of the two-step methodology is 

that it enables meaningful interpretations of the 

marginal distributions, and it applies to and compares 

with existing, well-researched models. The second 

advantage is that, by choosing a specific copula, we can 

tailor the fitting process to the relative importance of the 

dependence domain. 
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In this work, we model the unexpected process 

interruptions in a tunnel excavation project.  The model 

was included as a separate component of a much larger 

distributed decision support and planning system, based 

on discrete-event simulation. The purpose of the model 

was to serve as basis for Monte Carlo simulations, 

where the randomly generated interruptions of the 

excavation are taken into account for an adaptive 

project schedule planning. 

Using copulas allowed us to borrow the familiar 

intuition from actuarial science, where the unexpected 

losses are characterized by two random variables: 

severity and frequency (Klugman 2004). In our case, 

these become the marginal distributions of the severity 

of the interruptions and the time intervals between 

interruptions. The separate choice of the copula allows 

the importance of the relatively rare but severe 

breakdowns to be stressed. 

The paper is organized as follows: Section 2 

introduces the notion of copulas and presents the main 

definitions and important properties. It also includes 

some broad examples of copulas and gives accounts of 

the methodology for statistical inference and simulation. 

This paper considers a case with two random variables, 

so for the sake of simplicity and notational clarity we 

only use bivariate copulas, but all the results presented 

are also valid in higher dimensions (see e.g. Nelsen 

2006 for a general treatment). Section 3 contains an 

overview of the tunnel excavation operations and the 

data collection, particularly of process interruptions. 

The copula model of the excavation process 

interruptions and the results from the simulations are 

presented in Section 4, which also contains a brief 

description of the software framework that encompasses 

the model. The conclusion, Section 5 contains an 

evaluation of the approach and some suggestions for 

future research. Some well-known probability concepts 

are included in Appendix A to serve as an easy 

reference for comparing the properties of two-

dimensional probability distributions and copulas. 

 

2. COPULAS 
2.1. Definitions for bivariate copulas 
The notion of mathematical copulas was introduced by 

Abe Sklar in 1959 as functions that link n--dimensional 

distributions to their one--dimensional margins (Sklar 

1959). Copulas are, in general, distribution functions 

that have as arguments – valued random vectors 

;  for simplicity, we restrict this 

presentation to the two-dimensional case, . 

Formally, in the case of two r. v.,  and , the 

(bivariate) copula, , is a function  

that has the following properties: 

 

• It is a grounded function:  

 

  (1) 

consistent with its margins: 

 

 (2) 

 

• It has a non-negative – volume, i.e. for 

every , such that  

, and    the following 

inequality holds:  

 

 (3) 

 

This property requires copulas to be “2-increasing” 

functions, which is the two-dimensional analog of a 

nondecreasing function of one variable (see Nelsen 

2006 for details). 

 

The basis for the theory of copulas is Sklar's theorem, 

which states that for a two-dimensional joint cdf 

with marginal distributions , 

there exists a unique 2-copula such that: 

 

 (4) 

 

If the random variables X and Y are continuous, 

then Equation 4 is unique. Otherwise, the copula is 

uniquely determined on the range . 

Conversely, if is a bivariate copula and , 

are distribution functions, then the function 

defined by Equation 4 represents a joint 

cdf. Thus, copula “couples” the marginals to form a 

joint cdf.  

One of the methods for copula construction is to use 

Sklar's theorem and invert the expression of Equation 4 

as     

 

 (5) 

 

For continuous r. v., copulas, as every ordinary 

joint cdf, have their corresponding densities, c, 

analogously to Equation A2: 

 

  (6) 

and the bivariate joint pdf has the following 

canonical representation: 

 

 (7) 
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This representation illustrates the decomposition of 

the multivariate probability density,  into 

one-dimensional marginals, , , and a 

dependence structure specified by the copula density, . 

 

 

2.2. Examples of copulas 
Given that every multivariate distribution has a 

corresponding copula, the number of possible copulas is 

enormous. There are three copula families that have 

been found most useful: elliptical, Archimedean, and 

extreme-value copulas. 

Elliptical copulas derive from elliptical 

distributions, with the two main representatives, 

Gaussian and Student's distributions. They are widely 

used for modeling financial time series, particularly in 

the context of factor models (Malevergne and Sornette 

2005). The parameter that is needed for their 

specification is the correlation matrix in the multivariate 

case, or the correlation coefficient, , in the bivariate. 

Figure 1 shows the copula densities for two elliptic 

copulas with the same correlation coefficient a 

normal copula and a Student t copula with 3 degrees of 

freedom. 

 

 
Figure 1: The Copula Densities for Two Elliptic 

Copulas with a Correlation Coefficient  = 0.5: (a) 

Normal Copula, and (b) Student t Copula with 3 

Degrees of Freedom. 

 

Student t copulas are particularly interesting 

because of their higher densities in the corners , 

and , as seen on Figure 1b. We illustrate the 

effect of the correlation coefficient on the density 

distribution of a Student copula that links two beta 

marginal distributions. Beta distribution is a flexible 

distribution with density  

 

 (8) 

 

where , and  are shape parameters and the 

normalization constant is the beta function, 

. 

Figure 2 shows an example of two marginal beta 

distributions with parameters , and 

. The copula used to link these marginals is 

the Student t with two degrees of freedom. Figure 3 

shows the contour plots for different values of the 

correlation coefficient, . 

 

 
Figure 2: Two Marginal Beta Distributions with 

Parameters  and  

 

Archimedean copulas often arise in the context of 

the actuarial modeling of sources of risk (Frees and 

Valdez 1998). They are constructed without referring to 

the distribution functions. Instead, the construction is 

done using a continuous strictly decreasing function, 

, called generator, such that 

, and the formula: 

 

 (8) 

 

Where   is the pseudo-inverse of , defined 

as: 

 

 (9) 
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Figure 3: Contour Plot of Student t Copulas with Two 

Degrees of Freedom that Link the Beta Marginals from 

Figure 2 with Different Correlation Coeffieicents: a) 

, b) , c) , and d)  

 

Different generators give rise to different copulas. 

For example, the Clayton copula 

 

 (11) 

 

is obtained from the generator: 

 (12) 

 

Figure 4 shows the contour plots of the Clayton 

copula with parameter  and its density. It is clear 

that Clayton copula has a heavy lower tail, the – 

corner. This copula is very important in the multivariate 

statistics of extremes, because it can be shown that it is 

the limiting copula for the class of the Archimedean 

copulas when the probability level of the quantiles  

approaches zero.  

 

 
Figure 1: Contour Plots of the Clayton Copula with 

Parameter , Panel (a), and its Density, Panel (b). 

 

Another popular example is the Gumbel copula 

 

 (13) 

 

which is obtained from the generator: 

 

 (14) 

 

The Gumbel copula has a density that peaks at the 

 corner and is, in a sense, complementary to 

Clayton copula which density is the highest at the 

 corner. The Gumbel copula is also an example 

of extreme-value copulas, which are derived from 

generalized extreme value distributions. 

 

2.3. Statistical inference and simulation 
The majority of the copula estimation approaches rely 

on the maximum likelihood technique. ML can be 

applied either to the joint estimation of the parameters 

of the marginals and the copula, or the two can be 

treated separately. We follow the latter approach, 

because it gives a better control on the estimation 

process.  The method, called inference function for 
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margin (IFM) (Joe and Xu 1996), is a two-step 

procedure: first, the marginals are fitted to the data, and 

then the copula is estimated conditionally on the fitted 

marginals.  Both the fitting of the marginals and the 

copula involve a choice of the appropriate distributions. 

Fitting univariate distributions to data is a well-studied 

problem (see e. g. Joe and Xu 1996). The identification 

of the appropriate copula is still largely empirical. 

Currently, there is a non-parametric identification 

methodology only for the Archimedean copula class 

(Genest and Rivest 1993, Wang and Wells 2000). 

The best fit for the marginals was found to be the 

gamma distributions. The probability density function 

of the gamma distribution, as parameterized by the 

shape parameter, , and the rate parameter, , is 

given by 

 

 (15) 

 

where the normalization constant is the gamma 

function, . The expression 

is used to signify that the 

random variable  has a gamma distribution with the 

corresponding shape and rate parameters. 

The fitting of the marginal distributions is done in 

two steps. First, using the method of the moments we 

obtain rough estimates for the shape parameter, , and 

the rate parameter, . Then we use the moment 

estimates as a starting point for the maximum-

likelihood estimation step. 

The method of moments is a well-known technique 

for obtaining parameter estimates. The construction is 

done by matching the sample moments, , with the 

corresponding distribution moments , and solving for 

the latter. In the case of the gamma distribution only the 

first two sample moments are needed, , and 

, where is the usual sample mean, 

 is the sample variance and is the sample size. The 

corresponding (central) distribution moments are 

defined as  and for the gamma density, 

Equation 15, the integrations give a mean 

, and a variance 

. The matching step yields 

the following starting estimates: 

 

  (16) 

These initial estimates are used as starting points 

for the ML step, which maximizes the sample 

likelihood.  

The IFM method for a two-parameter marginal 

distribution functions, as in our case, involves a clear 

separation of the marginal parameters   from 

the association parameters . The likelihood function 

for independent observations and a 

density distribution  is defined as 

 

 (17) 

 

Substitution of the gamma density, Equation 15, in 

this expression yields the following form of the log-

likelihood function: 

 

 (18) 

 

For our bivariate case, there are $n$ pairs of 

observations of interruptions 

with severity, , occurring 

at intervals, . We also need to introduce additional 

index, , that enumerates the two marginals, 

. Thus the IFM estimates for the parameters 

of two gamma distributions with densities, , 

and , become 

 

   
 (19) 

 

The second step finds the IFM estimate of the 

association parameter, , using the copula density, , 

as 

 

 
    (20) 

 

The ML estimates, obtained above form the 

foundation of Monte Carlo simulations (Fishman 2003, 

McLeish 2005). The simulation of process interruptions 
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modeled by a specific copula uses Sklar's theorem.  The 

approach relies on some algorithm (e.g. Malevergne and 

Sornette 2005) for generation of two uniform random 

numbers , and , on the interval with a 

dependence structure given by the copula, . In order 

to generate two random variables, , and , from the 

proper joint distribution 

, only the 

application of the generalized inverse is needed: 

, and . 

We apply the steps for modeling and simulation 

described above to the data for excavation process 

interruptions. 

 

3. DATA 
 

The data consists of the durations of the delays and 

interruptions in the stage SW3 of the South Edmonton 

Sanitary Sewer (SESS) tunneling project in the City of 

Edmonton, Canada. The project involves the excavation 

of a 3.5 km long sanitary sewer tunnel using a tunnel 

boring machine (TBM). It started in February 2006 and 

was completed in August 2007. The tunneling 

operations are constantly monitored and the relevant 

data is recorded and collected by a decision support 

system, called COSYE.  

The information about the daily operation of the 

TBM comes from two sources:  one is an engineering 

survey system called TACS (tunnel advance control 

system), and the other is the report prepared at the end 

of the day.   The daily report contains information about 

the number of work shifts per day,  the length of the 

shifts in hours, and the source and the duration of the 

project delays and interruptions.  

 

3.1. TBM operations 
Tunnel construction by means of tunnel boring 

machines is considered to be a state-of-the-art 

technology. The main TBM element is a cylindrical 

rotating cutterhead with a diameter approximately equal 

to that of the tunnel that bores in the earth strata. The 

support for the forward press is provided by gripper 

shoes that engage outwardly with the tunnel wall. The 

support for the wall of the tunnel is provided by one-

meter long cement rings that are placed as the tunnel is 

being dug. Each ring consist of two semi-circular 

segments, called liners.  The front part of the tunnel, 

where the actual excavation takes place is called the 

tunnel face.  

The SW3 tunnel has a relatively small diameter, 2.34 m, 

which to a large extent determines the tunneling 

operations. It has a single-track railway for most of the 

tunnel length, which becomes a double-track only in the 

area close to the entrance shaft. Still, in order to save 

time on loading and unloading operations, two trains 

carry loads between the face of the tunnel and the 

entrance shaft.  

The excavation is a batch process with activities 

naturally partitioned into cycles. The beginning of a 

cycle is marked by the unloading of the liners from the 

train. The unloaded train is positioned behind the TBM 

and excavation begins. The carts of the train collect the 

dirt from the excavation.  After the one-meter length is 

excavated, the train, loaded with dirt, starts traveling 

back towards the entrance shaft, while the TBM begins 

the installation of the liner blocks. The loaded train 

dumps the dirt into a sump pocket, while the first train, 

already loaded with liner blocks, starts traveling 

towards the face of the tunnel. The crane hoists the dirt 

from the sump pocket to the surface, where it is 

stockpiled. Afterward, the crane lowers down the liners 

blocks for the next segment of the tunnel. This 

completes one cycle of tunnel operations. 

 

3.2. Excavation interruptions 
Tunnel construction is a process of several 

interdependent activities, placing the equipment under a 

significant strain. Machine breakdowns and system 

malfunctions are common and often result in 

interruptions of the whole chain of operations. In our 

approach, we disregard the specific source of 

interruption. No distinction between a breakdown in the 

excavation process and an interruption in some of the 

support operations is made. The system of tunneling 

operations is modeled as a whole. The main reason for 

this approach is that we do not have enough data to 

model the elements separately. Another reason is the 

high degree of coupling (correlation) between the 

system elements. The general system approach solves 

both problems.  

Thus, the only assumption we make is that the 

characteristics of the system will remain practically 

constant for the duration of the project until completion. 

For example, no new equipment will be introduced, or 

the load on the existing equipment will remain the 

same. The soil composition profile of the site, which is 

one of the main determinants of the load on the TBM, 

has little variation as inferred on the basis of the 

exploratory borehole samples. Also, experience 

indicates little effect due to seasonal changes.  

Figure 5 shows the interruptions that occurred 

between September 14, 2006 and May 10, 2007. The 

-axis represents the time line measured in work shift 

operating hours.  The breakdown’s severity is measured 

in terms of the work shift time it takes to fix the 

problem. The excavation operations take place during 

work-shifts. Normally there is one 10-hour shift per 

day, with weekends off, but depending on the overall 

progress of the project or external events, the project 

manager can decide on splitting the work into unusual 

8-hour shifts, one or two per work-day. Only the time 

during which the equipment is in operation contributes 

to the probability of breakdowns, thus only work shift 

time is taken into account. The frequency of the 

interruptions is quantified by the interval between two 

successive breakdowns. The severity of the break is 
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measured in terms of the work shift time it takes to fix 

the problems and restart excavation. 

 

4. MODEL 
 

4.1. The COSYE system 
The model of the process interruptions was embedded 

in the general simulation and decision support system 

COSYE (Construction Synthetic Environment). Details 

of the system are given elsewhere (AbouRizk and 

Mohammed 2000). Here we only include a very brief 

general description. 

The COSYE simulation environment is a .NET 

implementation of the HLA (High Level Architecture) 

IEEE standard for modeling and simulation (SISC 

2000). The HLA architecture is a general framework for 

creating complex distributed simulations from relatively 

independent simulation units called federates. It has two 

main elements: the federate interface specification 

(FIS), and the object model template (OMT). FIS 

specifies the communication interface for combining the 

individual simulation components and maintaining the 

interoperability between them, while OMT describes 

the exchanged data. The model execution is provided by 

a run time infrastructure (RTI) server. 

 
Figure 5: Excavation Interruptions Occurring between 

September 14, 2006 and May 10, 2007 

 

The COSYE architecture for the simulation of the 

tunnel boring operations is comprised of several 

federates. One federate simulates the operations at the 

face of the tunnel, which include the excavation and the 

installation of the liners; another federate simulates the 

creation of tunnel sections; a third one handles the 

motion of the trains and the crane operations, etc. (see 

Ourdev et al. 2007) for details). The unexpected 

interruptions due to equipment failures and breakdowns 

are included in the breakdown federate, which 

implements the model described below. Figure 6 shows 

a plot of the breakdown characteristics, tracking the 

severity of the breakdown by the number of hours 

needed for repair and the time interval between 

breakdowns. The top histogram represents the marginal 

distribution of the severity, and the histogram on the 

right represents the marginal of the time interval. 

 

4.2. Copula interruptions simulation 
As pointed out in Section 2, the inference function for 

margin method involves two steps:  first, fitting the 

marginals to the data, and then estimating the copula 

conditionally on the fitted marginals. The first step for 

finding the best fit for the marginals is to calculate the 

starting point for the numerical procedure. The data 

consist of  observations. The sample mean of 

the breakdown severity is  hours and its 

variance is hours. Substitution of these 

values into Equation 4 yields the following starting 

estimates for the parameters of the marginal distribution 

of the severity of the breakdowns: shape parameter, 

, and rate parameter . 

Similarly, we calculate the sample mean of the 

breakdown interval is hours and its 

variance is hours. The substitution of 

these values into Equation 4 yields the following 

starting estimates for the parameters of the marginal 

distribution of the interval between the  breakdowns: 

shape parameter, , and rate parameter 

. 

 

Figure 6: Plot of Breakdown Characteristics 

 

Using the above initial estimates as starting points for 

the MLE procedure, we find that the best fit for the 

severity is given by a gamma distribution with 
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parameters . The 

standard errors of the estimated parameters are: 

, and . For the 

frequency of the breakdowns we find another Gamma 

distribution with parameters 

. The standard error of the 

estimated parameters of this distribution are: 

, and . Figure 7 

shows the histograms of the breakdown severity, and 

the intervals between breakdowns, with the 

corresponding probability densities of the best fits. 

Similarly, Figure 8 shows the empirical cumulative 

distribution functions (ecdf) of the breakdown severity, 

and the intervals between breakdowns, with the 

corresponding cumulative distributions of the best fits. 

We used the Kolmogorov-Smirnov (KS) test to 

ascertain formally the goodness of fit of the above 

distributions. KS test quantifies the difference between 

the ecdf and the theoretical cdf, as shown in Figure 8 to 

formulate a hypothesis testing. The  hypothesis is 

that the data comes from the specified distribution, 

versus the alternative, , that the data is not from that 

distribution. The test statistics are formulated as the 

greatest difference between the ecdf, , and the 

hypothesized theoretical cdf, 
 

 

  ( 21) 

 

 
Figure 7: Histograms of the Breakdown Severity, Panel 

(a), and the Intervals Between Breakdowns, Panel (b), 

with the Corresponding Probability Density of the Best 

Fits 

 

 

Figure 8: Empirical Cumulative Distributions of 

the Breakdown Severity, Panel (a), and the Intervals 

Between Breakdowns, panel (b), with the 

Corresponding Cumulative Distribution of Best Fits 

 

The null hypothesis is rejected if the test statistics 

is greater than some critical value, or, alternatively, if 

the p-value is below the significance level.  

The calculation for the KS test yields a p-value of 

 for the severity of the breakdowns, and a 

p-value of  for their frequency, so for both 

cases we cannot reject the null hypothesis at the 

significance level of . 

Having the best fits for the marginals, next, we proceed 

to find the best fit copula. Based on the observed two-

dimensional data distributions, Figure 6, and the general 

considerations outlined above, we searched for a copula 

from the Student t copula class. We use the estimates of 

the shape parameters for the severity and frequency of 

the interruptions, , and , and the corresponding 

rate parameters, , and , obtained as described 

above as starting points of the maximum likelihood 

method. 

The result of the MLE procedure brings a slight 

modification for the parameter of the marginals. The 

gamma distribution parameters for the severity become 

 with standard errors of 

, and . For the 

gamma distribution parameters for the frequency we 

find with standard 

errors of , and . 

The correlation is estimated as  with a 

standard error of . The contour plot 

for the resulting multivariate distribution is presented in 

Figure 9. 
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Figure 9: Contour Plot for the Multivariate Distribution 

Function Obtained as a Best Fit 

 

With these estimated parameters, we can draw random 

samples from the interruptions distribution, to be used 

for the Monte Carlo simulation. The dots on Figure 10 

represent 350 simulated values for process interruptions 

with severity and frequency obtained from the best fit to 

the observed interruptions as described above. The 

triangles on the figure visualize the actual observed to 

that moment interruptions and serve as additional check 

for the goodness of fit. 
The procedure outlined above, involving the steps of 

fitting to the data and the Monte Carlo simulation, can 

be repeated every time a new interruption is registered 

by the system. Thus, the quality of the statistical fit will 

improve with the increase of the available data point. 

Such an online algorithm also allows the model to adapt 

to changes in the environment, such as equipment wear 

or variation among excavated strata. 

 

 
Figure 10:  Simulated Values for Process Interrruptions 

with Severity and Frequency Obtained from the Best Fit 

to the Observed Interruption 

 

5. CONCLUSIONS 
In this paper we presented the first, to our knowledge, 

application of copulas to a construction project. We 

modeled the process interruptions that occur during a 

tunnel excavation by applying a system approach. In 

order to retain enough data for a meaningful statistical 

inference, we considered the operations comprising the 

excavation process as a system with the interruptions as 

one of the characteristic variables.  

Although copulas are inherently multivariate 

objects, we restricted ourselves to the two-dimensional 

case. This allowed us to preserve the interpretation of 

one of the marginal distributions as the severity of the 

interruptions and the other as the frequency of 

interruptions (respectively: the interval between the 

interruptions). We carefully fitted the marginal 

distributions and the copula to the available data. The 

resulting two-dimensional probability distribution was 

used to generate random samples for a Monte Carlo 

simulation. The simulation results were used to estimate 

the changes in the project schedule and for more 

accurate and adaptive project management. 

Our results showed the power of the copula 

approach for modeling and simulating uncertain 

dependent variables. The ease with which the copulas 

fit into the framework of Monte Carlo indicate a much 

broader application area, which would include more 

adequate risk modeling and risk management that does 

not rely on the assumption of normality. 

 

APPENDIX A 
The purpose of this appendix is to serve as an easy 

reference for comparison between some properties of 

the two-dimensional probability distributions and the 

copulas. The probabilistic approach to modeling 

uncertain quantities is to treat them as random variables 

(r. v.). Random variables, generally speaking, consist of 

two parts: the expected (most often occurring) value of 

the variable, and a measure of how uncertain we are 

about this expected value. The natural representation of 

a r. v., ,  discrete or continuous, is its cumulative 
distribution function (cdf), defined as: 

 

 (A1) 

 

For continuous random variable there is an 

alternative presentation, the probability density function 

(pdf), defined as the first derivative of cdf, i.e. 

 

  (A2) 

 

For a given pdf, $f_X(x)$, the fundamental 

theorem of calculus allows calculating the 

corresponding cdf: 

 

  (A3) 

 

It is very useful to introduce also the quantile 

function, which is the generalized inverse of the cdf, 

defined as: 

 

 (A4) 

 

For strictly increasing , the quantile function 

 

becomes the ordinary inverse. 

For a pair r. v., , the dependence is 

completely described by their joint cdf defined as: 
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 (A5) 

 

The equivalent probability model for the r. v.  

and  is given by their joint pdf, defined 

as: 

 (A6) 

 

The relation between the joint cdf and the joint pdf, 

corresponding to Equation 12 is given by: 

 

 (A7) 

 

Integration over one of the r. v. yields the marginal 
distribution of the other, e.g. 

 

  (A8) 

 

Two random variables, X and Y, are independent if 
and only if 

 

 (A9) 

 

The same proposition also holds in terms of cdfs, 

i.e. 

 

 (A10) 
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ABSTRACT 
Abdominal Aortic Aneurysm is caused by changes to 

the blood flow pattern due to the change of the elasticity 

and shape of the blood vessel. This type of aneurysm 

had been placed at the 10th highest cause of deaths of 

white males aged between 65 and 74 in the U.S.A, in 

the year of 2000.(National Center for Health Statics) 

 Abdominal Aortic Aneurysm is generated due to the 

unbalance of the enzyme which controls the aortic wall. 

The continuing expansion of the aortic wall drastically 

increases due to the mechanical quality change of the 

vessel. And ruptures occur, ultimately.  

The cause of aneurysm has not been known exactly yet, 

but smoking is being given attention as the largest cause. 

And other causes are hypertension, family history and 

gender in statistically. 

This study analyzes blood flow patterns and observed 

the movement changes according to the diameter of the 

abdominal aortic aneurysm. It was confirmed that as the 

expansion part gets larger, the blood flow focuses on the 

top of the expansion part. And the flow velocity at the 

bifurcation point which connects to the common iliac 

artery increases.  

In this study, we tried to specify the process element of 

the abdominal aortic aneurysm based on the analysis 

results, that the increase of the expansion part due to the 

aneurysm was viewed as change of the blood flow. 

 

Keywords: Velocity Profile, Blood Flow Patterns, 

Abdominal Aortic Aneurysm (AAA), Computational 

Fluid Dynamics 

 

 

1. INTRODUCTION 
The Aorta is the largest artery of human body, an 

important organ which carries the necessary elements 

such as oxygen and nutrients throughout the body in the 

cardiovascular system from the heart to the peripheral 

vessels. 

The abdominal aorta is the last part of the aorta, 

following the vertebra in the chasm of the diaphragm to 

the front of 4th lumbar vertebra and branches to the iliac 

arteries. (Medifocus Guidebook, Abdominal Aortic 

Aneurysm, Medifocus.com, Inc., 2008).  

Abdominal Aortic Aneurysm, which is one of major 

blood vessel diseases as a cause of death in the 

cardiovascular system, is a disease which is generated 

by the expansion of part of the abdominal aorta. If the 

vessel is ruptured, it can lead to death. According to the 

statistics published by U.S. National Center of Health 

Statistics in 2000, deaths by abdominal aortic 

aneurysms and artery incisions are 15,810, and the 

cause of the deaths was ranked at the 10th  among the 

people aged between 65 and 74 (Anderson RN, 2002). 

In general, the diameter of the abdominal aorta is 1.7-

2.4cm, depending upon genders and ages. The 

abdominal aortic aneurysm is when a lesion is 50% 

larger than the normal diameter. Generally, it is 

abdominal aortic aneurysm of expansion size is 3cm or 

larger. 

This study analyzes the blood flow patterns according 

to the change of the diameter of the abdominal aortic 

aneurysm, thus observing the flow in the expansion part 

through a symmetrical shape. And we obtain the flow 

trend which was depends on the diameters based on the 

result. 

 

2. MATERIALS AND METHODS 
 

2.1. Abdominal Aortic Aneurysm Size 
Aneurysm can be formed anyplace in blood vessels, 

but mainly in the aorta. An aneurysm is an abnormal 

expansion of an artery with an increase of greater than 

1.5 times the normal diameter. The aneurysm which is 

formed in the lower part of the renal artery is called the 

abdominal aortic aneurysm (Fig.1) (William H Pearce 

2007).  

The cause of the abdominal aortic aneurysm has not 

been exactly known, but various factors are suspected. 

The strongest risk factor is smoking. About 90% of the 

patients with abdominal aortic aneurysm had smoked or 

were smoking. Smoking results in the increase of the 

process rate of aneurysm, and the rate is higher among 

males than females. Family history of abdominal aortic 

aneurysm is asked in the diagnosis, and determines its 

connection with the disease process (Medifocus 
Guidebook, Abdominal Aortic Aneurysm, 

Medifocus.com, Inc., 2008)(Frank A 1997). Other 

causes of the AAA are hypertension,  
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Table 1: Relationship of expansion size to rupture in 

473 non-resected abdominal aortic aneurysm 

Size(cm) Ruptured Unruptured Total 
% 

Ruptured

≤ 5.0 34 231 265 12.8 

＞ 5.0 78 116 194 40.0 

No size 

recorded 
6 8 14 43.0 

Total 118 355 473 24.9 

 

previous vascular surgery, chronic obstructive 

pulmonary disease, etc. 

The size of the expansion is the priority factor for the 

determination of surgery. It is judged that as the 

expansion diameter increase, the possibility of rupture 

increase (Medifocus Guidebook, Abdominal Aortic 

Aneurysm, Medifocus.com, Inc., 2008). 

The rupture risk based on the diameter of 5cm showed 

that 12.8% for up to 5cm, 40.0% for 5cm or larger, 

about a three times higher (Table 1) (Darling, R.C. 

1977). The rupture risk is different depending upon 

situations, but it is confirmed that if the size is 5cm or 

larger, the risk increases rapidly. The relationship 

between the size of AAA and rupture is reported every 

year based on clinical cases, and there are various 

engineering approaches to it.  

In this study, we have gradually increased maximum 

diameter of the abdominal aortic aneurysm, from 17mm 

to 64mm, based on standard model (Fig. 2) Blood 

vessel model was designed as a cylindrical form, and 

incremental ratio were applied as a maximum diameter 

of each model (Fig. 3) 

 

2.2. Blood Flow in Abdominal Aorta 
Aneurysm can be formed anyplace in blood vessels, It 

was assumed that the blood is an incompressible 

newtonian fluid, and the blood density which changes 

according to changes of pressure. 

Figure 1: Abdominal Aortic Aneurysm CT image 

 

. 

Table 2: Parameters of the abdominal aortic aneurysm 

Parameters Abdominal Aorta Iliac Artery 

Top 

Diameter 
1.7cm 1.7cm 

Bottom 

Diameter 
1.7cm 1.1cm 

Length 11.0cm 
5.5 / 5.7cm (R / 

L) 

Bifurcation 

Angle 
- 52.45˚ 

Center of 

Curvature 
- 

2.9 / 3.9cm (R / 

L) 

 

The viscosity (μ ) was determined as 0.003696 kg/m∙s, 

and the normal state was assumed to solve the Navier-

Stokes Equations. 

The blood flow in the aorta goes in a certain shape, and 

is circulated to the iliac artery in a time-dependent 

similar shape. A certain wave form of blood flow is 

formed due to the difference between the pressures of 

the contraction and the release period. A physiologic 

wave form was composed for the analysis of the flows 

(Mette S. Olufsen 2000). To measure the mass flow by 

using MRI and ultrasound waves, studies assumed the 

relationship between section area and flow speed (Eq. 

1). 

)()()( tVtAtQ iii ⋅=                     (Eq. 1) 

    

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Standard model of abdominal aortic aneurysm 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Diameter of each models 
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(a) 200ms                                                                                (b) 400ms                                                                               (c) 520ms 

Figure 6:  Flow Tracking Line of Normal Abdominal Aorta (D:17) 

 

(a) 200ms                                                                                (b) 400ms                                                                               (c) 520ms 

Figure 7:  Flow Tracking Line of Normal Abdominal Aorta (D:30) 

 

(a) 200ms                                                                                (b) 400ms                                                                               (c) 520ms 

Figure 8:  Flow Tracking Line of Normal Abdominal Aorta (D:42) 

 

(a) 200ms                                                                                (b) 400ms                                                                               (c) 520ms 

Figure 9:  Flow Tracking Line of Normal Abdominal Aorta (D:53) 

 

(a) 200ms                                                                                (b) 400ms                                                                               (c) 520ms 

Figure 10: Flow Tracking Line of Normal Abdominal Aorta (D:64) 
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ABSTRACT. To construct a new machine, to improve 

the existing one or to reconstruct the worn up, damaged 

machine/tool, we need its theoretical model, in both 

functional and material issues, and the means to 

produce its final form. Contemporarily, there are used 

computers in all the stages of the production process, as 

well as in so-called inverse tasks, when we want to 

reconstruct (the parts of) machines. It demands still 

more and more precise mathematical description. In this 

paper we discuss such description via spline curves 

(composed of third degree polynomial arcs represented 

parametrically) and we apply it to gears/pulleys of non-

typical irregular profiles.  

 

Keywords: spline, noncircular wheel, reverse 

engineering, computer aided design 

 

1. MOTIVATION AND INTRODUCTION  

The usage of noncircular gears and pulleys makes 

possible to have better characteristics of the 

transmission, e.g., the changeable kinematical features 

in the gear ratio and the velocity. The required degree of 

speed variability is obtained by the use of pulleys 

constructed with wheel rims having shapes of ellipses, 

ovals or other non-circular disks. There is already well 

recognized the usage of chains in such drives. On the 

other hand, the usage of toothed belts in such 

transmission systems is not described in details. That is 

due to the different kinematics and coupling 

characteristics of toothed belts and pulleys as compared 

with chain drives. In a chain drive the driven strand can 

be slack, whereas in case of a toothed belt drive it must 

be tight. It makes that there must be met two conditions. 

The first condition concerns the length of the belt: it 

must be equal to the length of the envelope. In order to 

ensure the correct operation of a variable-speed 

transmission system, the active and passive sections of 

the belt must be tightened by an appropriate constant 

force. The second condition of the correct work of 

a variable-speed transmission system is to ensure the 

cyclycity of its movement. This cyclicity is absolutely 

required during the circular motion of machine 

elements. The circumference of every wheel has to be 

an integer multiple of the pitch (as always, a metric 

pitch is the distance between neighboring belt teeth 

based on millimeters). Thus, one is able to determine 

the average transmission ratio of the system as the 

relation of circumferences of wheels or the number of 

their teeth. The cyclicity of drives can be guaranteed 

only by toothed belts having following property: during 

the operation the plastic strain varies slightly. At the 

same time the belts must be initially pre-tightened in 

order to avoid the slip of the belt as well as the skip on 

the teeth of the wheels.  

If both conditions, a constant tension of the belt and 

the cyclicity condition, are met simultaneously, one is 

able to search for a design of a variable-speed 

transmission system as that shown in Fig.1. 

 

Fig. 1. Belt and pulley transmission systems installed  

in LEDM (Laboratory for Experimental Design  

and Manufacturing at Faculty of Machines  

and Transport, Pozna  University of Technology);  

the system has two circular wheels, one noncircular 

wheel and one eccentrically mounted wheel 

 

The problem at hand is widely studied in the case of 

regular noncircularity, e.g., when there are applied 

elliptical or trochoidal wheels, both types being well-

described mathematically. In this study we deal with 

irregular gears in case when their profiles are not 

covered by well-known mathematical equations. The 

design of such gears involves more advanced 
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techniques in both technological and mathematical 

aspects, in the last case it is often needed a numerical 

treatment.  

The design of noncircular gears and pulleys working 

in tooth transmissions is widely described in literature, 

see, e.g., Laczik (2003), Danieli et al. (2005), Ming-

Feng Tsay and Zhang-Hua Fong (2005), Bair et al. 

(2007), JianGang Li et al. (2007), Bair (2009). In most 

cases there are considered regular noncircular wheels, 

i.e., the gears of the elliptical and cycloidal profile; only 

such plane curves are discussed in the book by Litvin 

and Fuentes (2004), a bible for gear designers. In last 

years there are undertaken practical experiments and 

theoretical considerations concerning non-typical 

irregularly shaped elements of belt/chain drivers. As far 

as we know, the literature dedicated to such non-typical 

toothing is rather modest, it is treated in, e.g., Li Xin 

Cao et al. (2002),  Krawiec (2005). It is also discussed 

by Gajda, Krawiec and Marlewski (2008), where Bézier 

curves are applied to describe such profiles.  

A mathematical description of the profile is 

necessary when there are used modern machines 

applying CNC (computer numerical control). These 

machines manufacture, for instance by laser devices or 

compressed water streams, elements of machines and 

they cut a desired profile via moving their cutting tools 

along the trajectory which has to be defined 

mathematically.  

 

2. SPLINE CURVE INTERPOLATING 
A PROFILE TO BE RECOVERED 

In more details, we present the way at which we 

obtained the spline description of the closed curve 

passing through given m points Pj = (xj, yj), (j = 1, 2, ..., 

 m), sitting on the profile of a non-typical gear, as that 

seen in Fig.2 below.  

 

Fig.2.  Belt pulley manufactured in LEDM 

The coordinates of thousands of such points are 

provided, as pairs of two numbers, xj  and yj, by a CMM 

(coordinate measuring machine, see Fig.3) and 

a designer/constructor decides which ones of them are 

taken in aim to get a model; in the case reported here 

there were taken 24 extreme points of the outside 

                             

 

Fig.3. Measuring geometrical parameters  

of a non-circular pulley on the CMM  

Contura G2 from Carl Zeiss 
        

 

Fig.4. A sample profile and points Pj 

( j = 1, 2, ..., m; m = 24), sitting on its extreme envelope 
    

envelope of the profile; you can see these points in 

Fig.4 (and we refer to them as measured points). These 

coordinates form two one-column vectors, namely 

X = [ x1, x2, ..., xm]
T
,  Y = [ y1, y2, ..., ym]

T
; 

X and Y store the abscissas and the ordinates, 

respectively. 

Since the profile is closed, it is natural to augment 

both vectors X and Y by the element equal to x1 and y1, 

respectively. This way we have so-called abscissa-
vector X and ordinate-vector Y,  

X = [ x1, x2, ..., xm, xm+1]
T
, Y = [ y1, y2, ..., ym, ym+1]

T
, 

where xm+1 = x1 and  ym+1 = ym. Obviously, we can say 

that there are given no m points Pj, but there are given 

m+1 points  

Pj = (xj, yj), ( j = 1, 2, ..., m, m+1), 

where Pm+1 = P1.  

The augmenting we did simplifies the presentation of 

the method below. This method provides the equation 

of the curve interpolating the sequence 

(P1, P2, ..., Pm, Pm+1) of measured points. 
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Obviously, the profile at hand, as well as the 

sequence (P1, P2, ..., Pm, Pm+1) of measured points, can 

not be entirely covered by the equation of the form 

y = f(x). Fortunately, it can be describe parametrically; 

we can find the functions x = x(t) and y = y(t), both in 

the variable t, such that x = x(t) interpolates the 

abscissa-vector X and y = y(t) interpolates the ordinate-

vector Y. Then the entire curve is governed by the 

equation 

s(t) = [ x(t), y(t) ], 

where t runs an appropriate interval and s(tj) = Pj for 

appropriately chosen values tj of the variable t. These  

values, tj, are called knots, or nodes, of interpolation. 

Below it will appear clear that it is very convenient to 

deal with the knots tj = j. These knots determine the 

intervals <tj, tj+1> = <j, j+1>, j = 1, 2, ..., m; every one of 

them is called an elementary, or basic, interval (for the 

method we apply below). 

Since we want to have an interpolating spline curve, 

we look for splines x = x(t) and y = y(t) satisfying 

collocation conditions  

x(tj) = xj and y(tj) = yj for j = 1, 2, ..., m. 

As in numerous applications, we will find the third 
degree spline interpolation. So we look for 

polynomials of third degree, fj and gj (j = 1, 2, ..., m), to 

interpolate the abscissa-vector X and ordinate-vector Y, 

respectively. For instance, on the j-th basic interval 

<tj, tj+1> the spline x = x(t) can be taken in the form  

x(t) = aj + bj (t – tj) + cj (t – tj)
2
 + dj (t – tj)

3
 

and it is clear that it is defined by its coefficients, aj, bj, 

cj, dj.  

Analogously, the j-th part of the spline y = y(t) is 

determined by other quadruple, j, j, j, j, forming the 

coefficients of the linear combination of the same basic 

functions as above, i.e.,   

t  (t – tj)
k–1

 , k = 1, 2, 3, 4. 

The set of these four functions can be called a Herriot-
Reinch basis. This basis is a key point to find all 

desired coefficients in HeRA, a Herriot-Reinsch 
algorithm (see Herriot and Reinsch 1973 and, e.g., 

Krawiec and Marlewski 2011).  

In this algorithm we first calculate multipliers of the 

second power, (t–tj)
2
, next we use some combinations of 

them to get the multipliers of (t – tj)
3
 and (t – tj)

1
. At 

last, by the collocation condition the free terms are 

produced at once: it is aj = xj for the spline x = x(t) and, 

as easily as here, j = yj for the spline y = y(t).  

The multipliers cj of (t – tj)
2
 standing in the spline 

x = x(t) are solutions of the system of linear algebraic 

equations  

A c = , 

where A is the matrix of the system at hand, c comprises 

the coefficients to be calculated,  is the vector of right 

sides, so  

c = [ c1, c2, ..., cm ]
T
,  

 = [ 1, 2, ..., m ]
T
,  

 

 

The matrix A of order m and the vector  are built 

according to the definition of the spline with the 

additional requirement saying that this spline has to be 

periodic. This periodicity makes that the respective 

spline curve is closed and, at the same time, it puts both 

1’s in the left down and right upper corners (and there is 

the only difference with respect to the natural spline 

interpolation, where instead of these 1’s we have 0’s).  

The elements of the right-side vector  are 

1 = 1 – m, 

j = j – j–1     for j = 2, 3,  ..., m, 

where    j = xj+1 – xj     for  j = 1, 2, ...., m. 

Solution c calculated, we get the vectors d = [ dj ] 

and b = [ bj ] by the formulas  

dj = j+1 – j     for  j = 1, 2, ..., m–1, 

dm = 1 – m , 

bj = rj – 2 j – j+1  for  j = 1, 2, ..., m–1, 

dm = rm – 2 m – 1, 

where    j := cj/3.  

If necessary, go to Krinze a (2006) to see how the 

system A c =  is built, and to Carnahan et al. (1969) to 

state that A is symmetric, irreducible and positively 

determined. The last fact was proved by de Boor and 

DeVore (1985) for arbitrarily spaced knots, but in our 

case we have a regular mesh and the determinants for 

m = 3, 4, 5, 6, 7, .., 24, 25 are equal 18, 64, 242, 900, 

3362, 12544, ..., 17767236614400, 66308229755042 (it 

seems that there is still unknown a general formula for 

the value of m-th determinant).  

In view of above remarks, the system A c =  can be 

solved iteratively by Jacobi method. It can be also sol-

ved directly, c = A–1
, by SOSes (symbolically oriented 

systems, as Derive from Texas Instruments, Inc., 

Mathematica from Wolfram Research, Inc.) without any 

roundings. Let’s give an example: with m = 5 there is  

. 

Fortunately, the system A c =  can be also solved by 

direct methods (including the basic one: Gauss 

elimination method) in NOSes (numerically oriented 

systems, e.g. Pascal, C++), because its matrix 
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A = [ aj,k ] j,k=1,2,..,.m is well-conditioned; for instance, its 

condition number generated by maximal norm, 

|| A || = max { | aj,k | : j, k = 1, 2, ..., m }, does not exceed 

1.16 when m  51. 

The construction of the equation y = y(t) concerning 

the ordinate-vector Y is identical as that presented 

above, and this way it is reduced to solve the linear 

system A  =  with the same matrix A. Therefore we 

can treat these two tasks at once, namely instead of 

solving two systems of linear algebraic equations we 

solve the system  

A W = F, 

where both W = [ c |  ], F = [  |  ] are m 2-matrices, 

their columns are vectors c and , and the 

vectors  and  are determined by the 

abscissa-vector X and the ordinate-

vector Y, respectively, 

            A is as above, so it is worthy to get the inverse 

matrix A–1
 or to apply any other method 

simultaneously to the pairs (c, ) and 

( , ) composed of columns involved in 

matrices W and F. 

The solution W of this system, via its columns c 

and , yields the other coefficients (bj, dj etc.) of desired 

functions  

x = x(t), y = y(t) 

covering the positioning of abscissas and ordinates 

related to the equidistantly distributed knots tj = j related 

to the variable t, j = 1, 2, ..., m+1. This way we finally 

get the desired spline 

s(t) = [ x(t), y(t) ]. 

where t is the parameter;  for t  <j, j+1>  we have the 

j-th fragment of the final spline curve, 

j = 1, 2, ..., m, 

           x = x(t) is the function in the variable t; it covers 

the behavior of the spline at hand along the 

horizontal axis Ox, 

           y= y(t) is the function in t; it describes the 

changes along the vertical axis Oy. 

 

3. ANGLES AT WHICH A TOOL CUTS A PLATE 

Obviously, to cut a desired pulley, or gear, off a steel 

(an aluminium alloy etc.) plate, the cutting tool 

controlled by a computer has to have not only the 

equation of the outside profile, but also the depth of 

toothing and the direction at which the a laser (a water 

jet etc.) moves. The depth, in millimeters, is the same 

for every tooth and it is simply passed in through the 

control panel. The directions are defined by angles, in 

grades, at which the tool is oriented with respect to the 

zero-direction (it is set just when the cutting machine 

starts its work, see Fig.5). The angles vary from tooth to 

tooth and they are passed to the cutting machine 

controller through a specialized programme as the 

sequence of numbers accompanying the coordinates of 

nodes Pj. 

 

 

Fig.5. Forming the non-regular noncircular belt pulley 

on CNC milling machine Deckel Maho from DMG 

 

Let  

x(t) =  aj + bj (t – j) + cj (t – j)2
 + dj (t – j)3

, 

y(t) = j + j (t – j) + j (t – j)2
 + j (t – j)3

, 

be the parametric equation of a j-th part of the spline 

curve [ x, y ] = sj(t) obtained above; it says that this  

equation covers this curve when j runs from the point Pj 

to the point Pj+1. Since for every t where the derivative 

x’(t) does not vanish there holds true 

  

so at Pj the tangent line has the slope j/bj and, in 

consequence,  

 

is the angle under which, at the point Pj, the normal line 

to the curve s = sj(t) is inclined to the zero-direction of 

the cutting machine.  

Obviously, the same straight line is perpendicular to 

the adjacent spline fragment s = sj–1(t) (for j = 1 we 

identify s0 = sm+1). If bj = 0, then the tangent line is 

parallel do the axis Ox and  j is 90° or 270° depending 

on the sign of the coefficient j. 

In Fig.6 there are traced segments of perpendicular 

lines to the spline curve. For instructive purpose, 

a segment of the normal at the knot P2 is traced longer 

than other segments. Since here the zero-direction of the 

cutting machine coincides with the direction of the Oy 

axis and the direction at which the object in forming is 

clockwise, we have  2 = 170.489° (the normal at P2 is 

inclined to the axis Oy upon the angle 170°29’) and, 

e.g. 1 = 4.8545° = 4°51’, 24 = 22.8724° = 22°52’, 20 

= 86.9719° = 86°58’. 
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Fig.6. Nodes Pj (marked by values of their index j: 1, 2, 

3, ..., 24) of the interpolatory spline, the spline curve 

itself and the normal lines to it passing through the 

nodes (figure produced in Derive 5 for Windows) 

 
5.  MANUFACTURING IRREGULAR PULLEYS 
AND GEARS  

Belt pulleys, as well as gears, are manufactured by the 

profiling (a.k.a. shaping) method or by the envelope 

method; they both are classified as matching techniques. 

The disadvantage of the profiling technique is that it 

needs to use few cutting tools and, practically always, 

an additional mechanical polishing has to be performed. 

Moreover, manufactured gears have so-called pitch 

error, which results from nature of process. By contrast, 

the envelope technique, a.k.a. the direct generation of 

noncircular gears, requires the design of non-typical 

manufacturing process and application of numerical 

controlled slotting machine; as several years earlier, the 

last one treatment is still not very common, see 

Kujawski (1992).  

Noncircular belt pulleys can be also shaped by 

abbrasive water jets, a.k.a. watersaws, which are tools 

capable of slicing into metal, or other material, using a 

jet of water (usually enriched with an abrasive 

substance)  at high velocity and pressure.  

Another way to manufacture gears and pulleys is 

the laser cutting (in particular by lasers where CO2 is 

the lasing material), but here only relatively thin gears 

can be obtained, see, e.g., Krawiec (2009).  

As we read in Krawiec (2010), a good alternative 

method to all techniques mentioned above is the 

application of universal CNC milling machine with set 

of end mills, as well as rapid prototyping and rapid 

manufacturing methods (e.g., 3D-printing, FDM, SLS) 

to get gear wheels. A relatively new idea of gears 

forming is the usage of numerical controlled milling 

machine, where there is installed special two cutting 

edges tool. In accordance with this idea the 

manufacturing process of gear wheel is composed of the 

following movements: tool rotation in relation to 

spindle axis, rotation and displacement of numerical 

controlled table, where initially shaped blank is 

positioned. In the referred method the basic task in the 

elaboration of the controlling program is the proper 

correlation between the movement of the table and the 

rotation of the cutting head. This relation can be 

doubtlessly stated by mathematical formulas and the 

spline description presented in this paper provides it.  

 

4. FINAL COMMENTS  

Taking into account the regimes obligatory for the 

manufacturing belt pulleys and gears we derived the 

equation of spline curve passing through given points 

chosen, by a designer, from points provided by any 

scanning machine. The accuracy at which these data are 

gathered is fairly better than the ranges at which the 

desired gear/pulley has to be manufactured; the 

respective errors are even 0.001 mm in CMM and 0.1 

mm in cutting process if the diameter ranges between 

50 and 100 mm. That’s why we did not smooth the 

scanned data and we did not smooth the spline 

determined on given points. The second procedure, 

aiming in the smoothing of a spline generated by given 

sequence of points Pj, is discussed, a.o., in Reinsch  

(1967) and, moreover, Hutchinson and de Hoog (1985).   

Since invented, the spline interpolation is widely 

applied not only in civil engineering and mechanics, but 

also in such areas as statistics, geometry and (rail)way 

planning – see Kamenschykova (2008), Kranjc (2009) 

and Moreb (2009). When applied to the problem 

considered in this paper, it also provides a fast way to 

determine the angles of the cut and that’s why it is more 

friendly to the practice than Bézier approximation 

(although the formulas involved in the spline 

description are more complex that the simply, elegant 

dependency taking place in Bézier approach).  
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