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Unknown Input Observer for MIMO Systems with Stability

Joel A. Gonzalez & Christophe Sueur

Ecole Centrale de Lille, CRIStAL UMR CNRS 9189, CS 20048
59651, Villeneuve d’Ascq Cedex France

joelabrahamgv@gmail.com, christophe.sueur@centralelille.fr

Abstract

This paper presents a solution for the state and unknown
input estimator of linear MIMO systems with a struc-
tural approach. Compared to the classic Input-Output
Decoupling problem, a systematic procedure is initially
proposed for the analysis stage by analysing the finite
and infinite structures of the modelled system from a
structural approach. Afterwards, the observer is directly
implemented from the original model at the synthesis stage
in a graphical approach with some added terms, and can be
represented by a Bond Graph model. The observer is tested
by a particular and illustrative example which considers a
real torsion-bar model.

Keywords: Unknown Input Observer, Bond Graph,
Structural Analysis, MIMO Systems

1 Introduction

The unknown input estimation and state observability prob-
lem (UIO) is a well known problem. Different approaches
give solvability conditions and constructive solutions for
this problem.

At the analysis stage, before design, most of the ap-
proaches require the analysis of the structural invariants of
the model. The knowledge of zeros (finite structure) is an
important issue because these zeros are directly related to
stability conditions of the observer ((Hautus 1983)) and of
the controlled system. The infinite structure of the model is
related to solvability conditions (see Appendix A).

For LTI models, constructive solutions with reduced or-
der observers are first proposed with the geometric ap-
proach, see (Bhattacharyya 1978), (Basile and Marro 1973)
or based on generalized inverse matrices like in (Miller and
Mukunden 1982) and (Hou and Muller 1992). Full order
observers are then proposed in a similar way (based on gen-
eralized inverse matrices), see (Darouach 2009) for some
works related with this issue. Other approaches based on

canonical forms, the algebraic approach or sliding mode
observers are not recalled here.

This paper proposes an extension of some works dedi-
cated to the UIO problem when the model contains some
non strictly stable invariant zeros. The contribution con-
sists on the definition of a new estimation of the distur-
bance variables which takes into account some integrals of
the measured variables in order to augment the number of
assigned poles.

2 Unknown Input Observer

Consider a linear perturbed system described by (1), where
x ∈ Rn is the state vector, y ∈ Rp is the vector of measur-
able variables. Vector u ∈ Rm represents the known input
variables, whereas d(t) ∈Rq is the vector which represents
the unknown input variables. A,B,F,C are known constant
matrices of appropriate dimensions.{

ẋ(t) = Ax(t)+Bu(t)+Fd(t)
y(t) =Cx(t) (1)

Generally, the state vector x(t) cannot be entirely mea-
sured and the system is often subject to unknown inputs
d(t) (disturbance or failure...) which must be estimated.

2.1 MIMO Systems

In this section, the UIO estimation for MIMO systems with-
out null invariant zero is recalled. For some works related
with the design of UIO for linear Bond Graph models, see
(Yang et al. 2013), (Tarasov et al. 2013).

The UIO problem is recalled for the multi-variable case
with two unknown input variables (q = 2) and two mea-
sured outputs variables (p = 2). It can easily be extended
to any square model with p = q. It is supposed that system
Σ(C,A,F) is controllable, observable and invertible. The
equation (1) can be written as (2).
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{
x(t) = A−1ẋ(t)−A−1Bu(t)−A−1Fd(t)
y(t) =CA−1ẋ(t)−CA−1Bu(t)−CA−1Fd(t)

(2)

The matrix Ωd =CA−1F is invertible if model Σ(C,A,F)
has no null invariant zeros. Matrix Ωd is similar to decou-
pling matrix Ω in control theory. In the classical input-
output decoupling problem, the decoupling matrix Ω de-
fined in equation (8) is used with matrix B instead of ma-
trix F (with the control input variables). From (2), the dis-
turbance vector d(t) and its estimation d̂(t) are written in
equation (3), and the disturbance equation error in equation
(4). The estimation of the state vector is written in equation
(5).

 d(t) =−Ω
−1
d [y(t)−CA−1ẋ(t)+CA−1Bu(t)]

d̂(t) =−Ω
−1
d [y(t)−CA−1 ˙̂x(t)+CA−1Bu(t)]

(3)

d(t)− d̂(t) = Ω
−1
d CA−1(ẋ(t)− ˙̂x(t)) (4)

˙̂x(t) = Ax̂(t)+Bu(t)+Fd̂(t)−·· ·

−AK

[
y(n1)

1 (t)− ŷ(n1)
1 (t)

y(n2)
2 (t)− ŷ(n2)

2 (t)

]
(5)

Ωd is defined in case of the Bond Graph representation
with a derivative causality assignment (BGD) and related
to the infinite structure of the BGD.

Consider vector e(t) defined as e(t) = x(t)− x̂(t). It has
been proved in (Tarasov et al. 2013) that vector e(t) verifies
equation (6) with matrix NCL defined in (7). In that case,
the state estimation error doesn’t depend on the disturbance
variable.

e(t) = NCLė(t) (6)


NOL = A−1−A−1FΩ

−1
d CA−1

NCL = A−1−A−1FΩ
−1
d CA−1−K

[
C1An1−1

C2An2−1

] (7)

If matrix NCL is invertible, a classical pole placement is
studied with matrix K used for pole placement. A necessary
condition for the existence of the state estimator is proposed
in Proposition 1.

Suppose that {n1,n2} and {n′1,n′2} are the set of row infi-
nite zero orders and global infinite zero orders respectively,
of system Σ(C,A,F) (see Appendix A). Matrix Ω is neces-
sary in this estimation problem.

Ω =

[
C1An1−1F
C2An2−1F

]
(8)

Proposition 1 A necessary condition for matrix NCL to be
invertible is that matrix Ω is invertible.

Proof 1 See appendix B

It has been proved in (Tarasov et al. 2013) that the
eigenvalues of matrix NOL defined in (7) are the inverse
of the invariant zeros of system Σ(C,A,F) (n− (n1 + n2))
modes) plus n1 + n2 eigenvalues equal to 0. The null
eigenvalues can be assigned to new values and the invariant
zeros are the fixed poles as recalled in the two following
propositions.

Proposition 2 ((Tarasov et al. 2013))In matrix NCL defined
in (7), n1 +n2 poles can be chosen with matrix K.

Proposition 3 ((Tarasov et al. 2013)) The fixed poles of the
estimation equation error defined in (6) are the invariant
zeros of system Σ(C,A,F).

The proposed approach can then be applied for systems
with strictly stable invariant zeros.

If the state equation (1) is written from a Bond Graph
model, it is possible to design a Bond Graph model for the
state estimation defined in (5) because the equation (5) is
very close to the initial state equation. Some signal bonds
must be added for the disturbance equation defined in (3).
The structure of the observer is proposed in Fig.(1), where
BGsys is Bond Graph model of the system and BGobs is
for the observer Bond Graph model. A simplified block
diagram in Fig.1 represents the structure of simulation to
estimate unknown variables. As written in equation (5),
output variables must be derived. Some remarks about this
feature are made in the following.

Figure 1: Structure of the simulation to estimate variables.

2.2 Simplified Case with Null Invariant Ze-
ros

In this section, an extension of UIO observer is proposed
when the model contains null invariant zeros. In this paper,
we consider the case with one null invariant zero, it can be
easily extended to more general situations.

The equation (1) can be written as (9)
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
x(t) = A−1ẋ(t)−A−1Bu(t)−A−1Fd(t)
y1(t) =C1[A−1ẋ(t)−A−1Bu(t)−A−1Fd(t)]
y2(t) =C2[A−1ẋ(t)−A−1Bu(t)−A−1Fd(t)]

(9)

Consider, without restriction, that C1A−1F = 0. In that
case, in the BGD, the causal path length between the output
detector and the two disturbance inputs is at least equal to 1
(it is supposed to be equal to 1 in order to simplify the the-
oretical development). In (9), the mathematical expression
of y1(t) and of its primitive is then

{
y1(t) =C1A−1ẋ(t)−C1A−1Bu(t)∫

y1(t)dt =C1A−1x(t)−C1A−1B
∫

u(t)dt
(10)

Thus

∫
y1(t)dt =C1A−2ẋ(t)−C1A−2Bu(t)−·· ·

−C1A−1B
∫

u(t)dt−C1A−2Fd(t) (11)

If model Σ(C,A,F) has only one null invariant zero, ma-
trix C1A−2F 6= 0 and matrix Ωd = [(C1A−2F)t ,(C2A−1F)t ]t

is invertible. A new expression of vector d(t) can be writ-
ten, as well for d̂(t) from equation (11) in the same manner
as in the classical case and the error equation is written in
(14).

d(t) =−Ω
−1
d

[ ∫
y1(t)dt−C1A−2ẋ(t)+ γ(u)

y2(t)−C2A−1(ẋ(t)−Bu(t))

]
(12)

d̂(t) =−Ω
−1
d

[ ∫
y1(t)textt−C1A−2 ˙̂x(t)+ γ(u)

y2(t)−C2A−1( ˙̂x(t)−Bu(t))

]
(13)

Where γ(u) =C1A−2Bu(t)+C1A−1B
∫

u(t)dt, and then

d(t)− d̂(t) = Ω
−1
d

[
C1A−2

C2A−1

]
(ẋ(t)− ˙̂x(t)) (14)

The estimation of the state vector x(t) is the same as in
equation (17) as well as for the state estimation error equa-
tion defined in (6). Nevertheless, expressions of matrices
NOL and NCL have changed since the model has one null
invariant zero and thus matrix NOL contains (n1 + n2 + 1)
null eigenvalues. New expressions are written in (15)



NOL = A−1−A−1FΩ
−1
d

[
C1A−2

C2A−1

]

NCL = A−1−A−1FΩ
−1
d

[
C1A−2

C2A−1

]
· · ·

−K
[
C1An1−1

C2An2−1

] (15)

A new proposition can be written.

Proposition 4 The fixed poles of the estimation equation
error defined in (15) are the strictly stable invariant zeros
of system Σ(C,A,F). (n− (n1 +n2 +1)) fixed poles.

Proof 2 See appendix C

As said before, this approach can be easily extended to
MIMO models with several null invariant zeros. The idea
consists in applying integration on the output variables. It
is applied to the torsion-bar system.

2.3 Output Differentiation and noise

Numerical differentiation of measurable signals is a classi-
cal problem in signal processing and automation, and many
problems have been solved by creating algorithms for ap-
proximation of derivatives. The numerical methods for ap-
proximation of derivatives of measurable signals can be
used to obtain signals which are not known through mea-
surements and reconstruct the missing system data.

There exist many ways in the literature to derivate sig-
nals. Some common features are the precision between
derivative estimation and noise sensibility and perturba-
tions. These noises or perturbations are the principal trou-
ble for developing derivation algorithms. Most of them as-
sume some features of signal derived and noise (perturba-
tion) of this derivation.

Different approaches are used for different situations
such as Linear Systems in (Luenberger 1971), (Carlsson,
Ahlen, and Sternad 1991), (Diop et al. 1994), (Al-Alaoui
1993), (Dabroom and Khalil 1997), (Levant 1998), (Levant
2003), (Mehdi 2010). These approaches can be classified
by two principal classes: a) Model Approach or b) Sig-
nal Approach. In this case of study, the simulations are
performed using the Matlab and 20-SIM softwares. There-
fore, for a numerical differentiation of the output signal in
simulations, will be used some own blocks of these soft-
wares which are called direct derivative with a noise-filter
inside. In future works will be used others approaches im-
plemented over the real bar system.
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3 Torsion-bar System

3.1 Experimental System description
The experimental setup in the Fig. 2 is the real torsion bar
system with its main parts.

Figure 2: Real torsion bar system.

A functional schematic model of the torsion bar system
is presented in Fig.3. According to Fig.3, the system
consists of the following components: a DC Power Source,
a classical DC Motor which is modelled by an electrical
part (Inductance La and Resistance Ra) and a mechanical
part (Inertia Jm is supposed negligible), a transmission
element which transfer the rotation from the motor to
the motor disk with a transmission ratio (kbelt ), a first
rotational disk (Motor Disk) with an inertial parameter J1
and a friction coefficient R1, a flexible shaft modelled as
a spring-damper element (Spring c and Damper Rsha f t ),
and a second rotational disk (Load Disk) with an inertial
parameter J2 and a friction coefficient R2.

Figure 3: Schematic model of the real torsion bar system.

The simplified Bond Graph model of the system is
shown in the Fig.4.

Figure 4: Simplified Bond Graph of the torsion bar system.

For the experimental system in Fig.4, the controlled in-
put voltage is represented by a modulated effort source
MSe : u. Moreover, y1 and y2 are speed rotational vari-
ables represented in the bond graph model by flow output

detectors D f : y1 and D f : y2 respectively. These sensors
are used to estimate the state variables and the unknown in-
puts d(t) modeled by the source Se : dpert and demi modeled
by the source Se : demi, which represents a torque applied to
the first rotational disk(J1) and a electromagnetic interfer-
ence respectively. The numerical values for each element
of the system are given in Table 1.

Table 1: Parameters for the experimental system
Element Symbol Value

Inductance La 0.34 ·10−3 H
Inertia of motor disk J1 9.07 ·10−4 kg ·m2

Inertia of load disk J2 1.37 ·10−3 kg ·m2

Spring compliance C 0.543 N ·m/rad
Resistance Ra 1.23 Ω

Motor disk friction R1 0.005 N ·m · s/rad
Load disk friction R2 25 ·10−6 N ·m · s/rad
Damping spring Rsha f t 5 ·10−4 N · s/rad
Motor constant k 38.9 ·10−3 N ·m/A

Transmission ratio kbelt 3.75

According to the Bond Graph model, a state space repre-
sentation is performed as described in the form (1). The
state vector x = [x1, x2, x3, x4]

t , is energy storage vari-
ables: x1 = qc = qcsha f t (angular displacement), x2 = pJ2 ,
x3 = pJ1 (angular momentums), and x4 = pLa (flux link-
age). The output matrix C can be written as C = [C1

t ,C2
t ]t .

The state equations are written as (16). The poles of the
model (eigenvalues of matrix A) are equal to −3617.5,
−2.15±58 j, −2.2523.



ẋ1 =− 1
J2

x2 +
1
J1

x3

ẋ2 =
1
C x1 +a2,2 x2 +

RSha f t
J1

x3 +dpert

ẋ3 =− 1
C x1 +

RSha f t
J2

x2 +a3,3 x3 +
k

La.kbelt
x4

ẋ4 =− k
J1·kbelt

x3− Ra
La

x4 +u+demi

a2,2 = (−R2
J2
− RSha f t

J2
) ; a3,3 = (−R1

J1
− RSha f t

J1
)

y1 =
1
J2

x2 ; y2 =
1
J1

x3

(16)

3.2 Structural Analysis
From the Bond Graph model of Fig.4 the causal path be-
tween the output variable y1 and the disturbance input dpert
is D f : y1→ I : J2→ Se : dpert . the length of the causal path
is equal to 1, then n1 = 1. The causal path between the out-
put y2 and the disturbance input demi is D f : y2→ I : J1→
T F : kbelt → GY : km → I : La → Se : demi. The length of
the causal path is equal to 2. Another causal path between
the second output detector and the set of unknown inputs
is D f : y2 → I : J1 → R : Rsha f t → I : J2 → Se : dpert . The
length of the causal path is equal to 2, then n2 = 2 and ma-
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trix Ω defined in equation (8) is invertible. With the infinite
structure, the state estimation is written as equation (17).

˙̂x(t) = Ax̂(t)+Bu(t)+Fd̂(t)−·· ·

−AK
(

y1
(1)(t)− ŷ1

(1)(t)
y2

(2)(t)− ŷ2
(2)(t)

)
(17)

Null invariant zeros are studied with the bond graph
model with a derivative causality assignment, drawn in
Fig.5.

Figure 5: Bond Graph model with derivative causality.

In the BGD, the causal path between the output variable
y1 and the disturbance input dpert is D f : y1 → R : R1 →
Se : dpert . The length of the causal path is equal to 0, then
nd1 = 0. The causal path between the output variable y2
and the disturbance input demi is D f : y2→ R : R1→ T F :
kbelt → GY : km → R : Ra → Se : demi. The length of the
causal path is equal to 0, then nd2 = 0. These two paths
are however not disjoint. Thus this model is not invertible
for the BGD (infinite structure defined for the BGD) and
matrix Ωd is not invertible. There is a null invariant zero
and the previous UIO cannot be used for this example. A
solution to construct the UIO is presented below.

4 Unknown Input Observer:
Torsion-Bar Application

4.1 Analysis
The torsion bar model has one null invariant zero because
matrix CA−1F is not invertible. In that case neither ma-
trix C1A−1F nor C2A−1F is equal to zero. The previ-
ous methodology cannot be directly applied. Nevertheless,
it is quite similar because matrices C1A−1F and C2A−1F
are proportional and linear combination between variables
y1(t) and y2(t) can be applied in order to obtain a null row
in matrix CA−1F before applying an integration. The pro-
cedure is now applied.

From the causal paths gains of the BGD model, or di-
rectly from matrix CA−1F , it can be shown that the two
rows are equal and then y1(t)− y2(t) is written as in (18).

y1(t)− y2(t) = y1,2(t) = (C1−2)A−1ẋ(t)−·· ·
− (C1−2)A−1Bu(t) (18)

Where C1−2 = (C1−C2).
The primitive of variable y1,2(t) is thus (19)

∫
y1,2(t)dt = y∗(t) = (C1−2)A−2ẋ(t)−·· ·

− (C1−2)A−2Bu(t)− (C1−2)A−2Fd(t)−·· ·

− (C1−2)A−1B
∫

u(t)dt (19)

We consider now two equations with y1(t) and y∗(t)
in (20). Note that it is possible to choose y2(t) and
y∗(t) as well. In that case, matrix Ω∗d defined as
[(C1A−1F)t ,((C1−2)A−2F)t ]t is invertible.


y1(t) =C1[A−1ẋ(t)−A−1Bu(t) −A−1Fd(t)]
y∗(t) = (C1−2)[A−2ẋ(t)−A−2 Bu(t) · · ·

−A−2Fd(t)−A−1 B
∫

u(t)dt]
(20)

According to (19), the disturbance equation error (4) can
be rewritten as (21).

d(t)− d̂(t) = [Ω∗d ]
−1
[

C1A−1

(C1−2)A−2

]
(ẋ(t)− ˙̂x(t)) (21)

Therefore, NLC for this system is rewritten as (22), and
n1 + n2 + 1 = 4 which indicates that the four poles can be
assigned.

NCL = A−1−A−1F [Ω∗d ]
−1
[

C1A−1

(C1−2)A−2

]
−K

[
C1

C2A

]
(22)

4.2 Simulation
The estimation of the unknown input variables is defined in
(23). For pole placement the matrix K is obtained (24). The
four poles are chosen as−1/2000,−1/2100,−1/2200 and
−1/2200 for the matrix NCL, but they are the inverse of the
classical estimation error equation.

d̂(t) =−[Ω∗d ]−1
[[

y1
y∗

] [
C1A−1

(C1−2)A−2

]
˙̂x(t)+ · · ·

+

[
C1A−1B

(C1−2)A−2B

]
u(t)

]
(23)

K =


−5.96 ·10−11 1.08 ·10−10

6.227 ·10−7 8.8 ·10−24

−3.41 ·10−10 6.18 ·10−10

−2.352 ·10−8 4.266 ·10−8

 (24)

Different variables are simulated in 20-sim. The input
is chosen as u(t) = 1v(step response), unknown inputs are
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demi = 0.1A with action between 1 to 2sec. and dpert =
0.01N.m with time action between 3 to 4 sec.

First, the signal dpert and its estimation d̂pert are dis-
played in Fig.6. In Fig.7 is possible to see a zoom that
shows more closely the behavior of the signals dpert and
d̂pert .

Figure 6: Unknown input dpert and its estimation.

Figure 7: Zoom of unknown input dpert and its estimation.

The signal demi and its estimation are shown in Fig.8, and
a zoom of the signals is displayed in the Fig.9. It is possible
to see the estimator reaction in this zoom.

The Fig.10a shows the output signal y1 and its estimation
ŷ1 is displayed in Fig.10b.

Finally, the Fig.11 represents the output signal y1 in (a)
and the estimation ŷ2 in (b).

These results show that the outputs estimations are
well obtained and the estimations for disturbances have a
quickly and very close responses at the disturbances.

5 Conclusion
An effective performance estimation system is essential in
any controlled system subject to unknown inputs, failures

Figure 8: Perturbation signal demi and its estimation d̂emi.

Figure 9: Zoom of perturbation signal demi and its estima-
tion d̂emi.

Figure 10: Output signal y1 and the estimation ŷ1.

or no well known parameters. In the literature, many solu-
tions are based on the infinite structure of the model for the
solvability conditions of the UIO and on the finite structure
for the solutions with stability.

In this paper, a structural approach is proposed for the
study of MIMO models which contains null invariant ze-
ros. The innovative point is that estimation of the unknown
input variables is also based on the integrals of measured
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Figure 11: Output signal y2 and the estimation ŷ2.

variables, which allow to assign more modes in the state
equation error estimation.

The simulations on an experimental bar system proved
the effectiveness of the proposed UIO.

APPENDIX

A Structural Properties

A.1 Finite and infinite structures
Consider an invertible square model Σ(C,A,B). The in-
finite structure of the multivariable linear model is char-
acterized by different integer sets: {n′i} is the set of infi-
nite zero orders of the global model Σ(C,A,B) and {ni} is
the set of row infinite zero orders of the row sub-systems
Σ(Ci,A,B). The row infinite zero order ni verifies condition
ni = min

{
k|CiA(k−1)B 6= 0

}
. ni is equal to the number

of derivations of the output variable yi(t) necessary for at
least one of the input variables to appear explicitly. The
global infinite zero orders are equal to the minimal number
of derivations of each output variable necessary so that the
input variables appear explicitly and independently in the
equations. The infinite structure is also pointed out with
the Smith-McMillan form at infinity of the transfer matrix.
The finite structure of a linear model Σ(C,A,B) is charac-
terized by different polynomial matrices. Invariant zeros
are pointed out with the Smith form of the System matrix
associated to the state space representation.

A.2 Finite and infinite structures of bond
graph models

Causality and causal paths are useful for the study of prop-
erties, such as controllability, observability and systems
poles/zeros. Bond graph models with integral causality as-
signment (BGI) can be used to determine reachability con-

ditions and the number of invariant zeros by studying the
infinite structure. The rank of the controllability matrix is
derived from bond graph models with derivative causality
(BGD).

A LTI bond graph model is controllable iff the two fol-
lowing conditions are verified (Sueur and Dauphin-Tanguy
1991): first there is a causal path between each dynami-
cal element and one of the input sources and secondly each
dynamical element can have a derivative causality assign-
ment in the bond graph model with a preferential deriva-
tive causality assignment (with a possible duality of input
sources). The observability property can be studied in a
similar way, but with output detectors. Systems invariant
zeros are poles of inverse systems. Inverse systems can be
constructed by bond graph models with bicausality (BGB)
which are thus useful for the determination of invariant ze-
ros.

The concept of causal path is used for the study of the
infinite structure of the model. The causal path length be-
tween an input source and an output detector in the bond
graph model is equal to the number of dynamical elements
met in the path. Two paths are different if they have no dy-
namical element in common. The order of the infinite zero
ni for the row sub-system Σ(Ci,A,B) is equal to the length
of the shortest causal path between the ith output detector
zi and the set of input sources. The global infinite struc-
ture is defined with the concepts of different causal paths.
The orders of the infinite zeros of a global invertible lin-
ear bond graph model are calculated according to equation
(25), where lk is the smallest sum of the lengths of the k
different input-output causal paths.

{
n′1 = l1
n′k = lk− lk−1

(25)

The number of invariant zeros is determined by the in-
finite structure of the BGI model. The number of invari-
ant zeros associated to a controllable, observable, invertible
and square bond graph model is equal to n−∑n′i.

B Proof proposition 1

Consider the matrix product NCLF = A−1F −
A−1FΩ

−1
d Ωd − K[(C1An1−1)t(C2An2−1)t ]tF = −KΩ.

Suppose that matrix Ω is not invertible. In this case,
{n1,n2} 6= {n′1,n′2}, i.e. the row infinite structure of system
Σ(C,A,F) is different of its global infinite structure. The
rank of matrix NCL.F is equal to 1, thus matrix NCL is not
invertible and the observer cannot be synthesized.
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C Fixed Poles for the MIMO case,
with a null invariant zero

Matrix NCL in this MIMO problem is in equation (15). Pole
placement is studied with the observability property of sys-
tem Σ([(C1An1−1)t ,(C2An2−1)t ]t ,NOL). Because the num-
ber of modes which can be assigned is equal to the rank of
this observability matrix. The rows of the observability ma-
trix of this system are calculated, firstly with the row matrix
C1An1−1 associated with the null invariant zero, then with
matrix matrix C2An2−1.



C1An1−1

C1An1−1NOL =C1An1−1
(
A−1−A−1F ·

·
[
C1A−2F
C2A−1F

]−1 [C1A−2

C2A−1

])
=C1An1−2

C1An1−1(NOL)
2 =C1A(n1−3)

...
C1An1−1(NOL)

n1−2 =C1A

C1An1−1(NOL)
n1−1 =C1

C1An1−1(NOL)
n1 =C1A−1

C1An1−1(NOL)
n1+1 = 0

...
C1An1−1(NOL)

n−1 = 0

(26)

A similar result is obtained for the row matrix C2An2−1,
but C2An2−1(NOL)

n2 = 0.
Therefore, the non null rows of the observability ma-

trix of system Σ([(C1An1−1)t ,(C2An2−1)t ]t ,NOL) are thus:
[(C1A−1)t ,Ct

1,(C1A)t , ...,(C1An1−1)t ,Ct
2,(C2A)t , ...

,(C2An2−1)t ]t . The rank of this matrix is equal to n1+n2+1
because model Σ(C,A,F) is observable and for each output
variable, the observability index is greater or equal to the
row infinite zero order. The non null rows of the observ-
ability matrix of system Σ([(C1An1−1)t ,(C2An2−1)t ]t ,NOL)
are thus one part of the independent rows of the observabil-
ity matrix of system Σ(C,A). This rank can also be studied
with the invariant subspaces defined in the geometric ap-
proach.
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A NEW APPROACH TO THE DERIVATION OF A SINGLE SET OF IMPLICIT STATE
EQUATIONS FROM A FIXED CAUSALITY BOND GRAPH OF A HYBRID MODEL

W. Borutzky
Department of Computer Science

Bonn-Rhein-Sieg University of Applied Sciences, St. Augustin, Germany

ABSTRACT

This paper proposes a novel approach to the generation
of state equations from a bond graph (BG) of a mode
switching linear time invariant model. Fast state transi-
tions are modelled by ideal or non-ideal switches. Fixed
causalities are assigned following the Standard Causal-
ity Assignment Procedure such that the number of stor-
age elements in integral causality is maximised. A sys-
tem of differential and algebraic equations (DAEs) is de-
rived from the BG that holds for all system modes. It is
distinguished between storage elements with mode inde-
pendent causality and those that change causality due to
switch state changes.

A matrix based approach is used for the general case.
For illustration, small circuit examples with a special fea-
ture are considered. Equations are directly derived from
their BG. Switch state commutations may change the in-
dex of the DAE system. This is addressed by modelling
and simulating one of the examples in the OpenModelica
environment.

Keywords: Hybrid models, bond graphs, state equations
generation, numerical solution.

1. INTRODUCTION

Various BG representations of hybrid models have been
proposed in the literature. A survey may be found in
(Borutzky, 2010, Chapter 7). Strömberg et. al. (Ström-
berg et al, 1993) introduced the ideal switch as another
basic BG element excepting that computational causal-
ities at least in some parts of a BG become mode de-
pendent. In the same year, Asher introduced so-called
causality resistors (Asher, 1993) which compensate for
the causality change at a switch port so that other ele-
ments are not affected. In particular, storage elements in
preferred integral causality can keep their causality. Dis-
advantages, however, are that causality resistors can lead
to widely different time constants. Their resistance value
has to be chosen with care. Buisson et. al. used ideal
switches and presented a matrix-based approach to the
generation of an implicit state equation from the BG of
a mode switching linear time-invariant (LTI) model for
a reference mode. Equations for any other system mode
are derived from the set of equations for the reference
mode (Buisson et al, 2002; Buisson, 1993). However, for

systems with n ideal switches there can be quite a num-
ber, n f , of physically feasible switch state combinations
n f ≤ 2n and for each combination a set of implicit state
equations must be derived. Moreover, the use of ideal
switches means that the preferred integral causality at
storage ports is not preserved. The dimension of the state
vector becomes mode-dependent. When a closing switch
directly connects two storage elements then they become
dependent. Their states are algebraically related. As a
consequence, simulation software must detect such com-
mutation events, must re-initialise state variables because
of a discontinuous jump of their values and continue the
computation of the dynamic behaviour with a new set of
equations and a smaller number of state variables.

Margetts (Margetts, 2013) also follows the variable
causality approach but uses controlled junctions in-
troduced by Mosterman (Mosterman, 1997) for mod-
elling the abstraction of instantaneous discrete switching,
marks causalities in the BG that change due to switch
state changes by additional dashed causal strokes that in-
dicate the causal configuration after the commutation of
some switches and distinguishes between static and dy-
namic causalities. Other than Buisson et. al. she derives
a single set of implicit state equations that holds for all
system modes.

In this paper, devices or phenomena with fast state
transitions such as electronic diodes and transistors,
clutches, or hard mechanical stops are modelled by ideal
or non-ideal switches. The unmodified Standard Causal-
ity Assignment Procedure (SCAP) is used to once assign
fixed static causalities so that the number of storage ele-
ments in integral causality is maximised. (There may be
some storage elements in static derivative causality inde-
pendent of any switch state changes.) Additional causal
strokes are not assigned to bonds. As a result, the BG re-
flects the configuration only for a specific system mode.
Actually, causality at some storage ports may change due
to the commutation of some switches. That is, some stor-
age ports change into derivative causality in some sys-
tem modes, i.e. the number of state variables may be
mode-dependent. Therefore, as in (Buisson et al, 2002;
Margetts, 2013) it is distinguished between storage el-
ements with mode independent causality and those that
change causality due to switch state changes. The lat-
ter ones can be identified by inspecting causal paths be-
tween storage elements and switches. It is shown that by
considering causal paths between storage elements and
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switches a single mode-dependent DAE system can be
derived from a BG with static causalities that hold for all
system modes.

As in (Buisson et al, 2002), the presented matrix-based
equations formulation starts from the well known equiva-
lent block diagram of a general BG extended by a field of
switches and a partitioning of the junction structure (JS)
matrix. However, other than in (Buisson et al, 2002), a
BG, once causally augmented by means of the unmodi-
fied SCAP, is used for all modes of operation, i.e. for all
(physically feasible) switch state configurations. That is,
an actual discrete switch states configuration is not graph-
ically expressed by causal strokes but is taken into ac-
count by the values of the discrete switch states. The lat-
ter ones are annotated to the switch symbols, i.e. Sw : m.
(The non-standard symbol Sw : m denotes a switch that
may be either ideal or non-ideal.) This representation
may be compared to the fixed causality representation of
non-ideal switch models composed of a Boolean modu-
lated transformer, MTF : b, and an ON-resistor, R : Ron,
in fixed conductance causality, in which the value of the
transformer modulus, b, accounts for the switch state
(Ducreux et al, 1993; Borutzky, 2015).

In this paper, the causality the switches have received
by application of the SCAP is disregarded. Instead, the
commutation of the switches is always described by an
implicit equation. Equations obtained from the partition-
ing of the JS are reformulated so that the outputs of the
JS into the switch field can be inserted into the switch
equation resulting in an algebraic equation for the out-
puts of the switches. Its solution is used in the ordinary
differential equations (ODEs) for the state variables.

The approach is illustrated by three small circuit ex-
amples with each of them having a special feature. Their
equations are directly derived from the equivalent BG by
following causal paths. Depending on the switch states,
the differential equation (ODE) for some storage ele-
ments can turn into an algebraic equation which has an
affect on the numerical solution of the model. This is
addressed in the last section by modelling and simulat-
ing one of the examples in the OpenModelica software
environment (OpenModelica Consortium, n.d.).

2. EQUATIONS GENERATION

For simplicity it is assumed that the BG of a mode switch-
ing LTI model does not contain storage elements that are
of static derivative causality independent of any switch
states. That is, all storage elements are in integral causal-
ity after application of the SCAP. However, there may
be causal paths between storage and switch ports which
means that a change of a switch state would change
the causality of a storage port connected to the switch
through a causal path. Let xxxii denote the state of all stor-
age elements that are not affected by any switch state
changes and remain in integral causality and let xxxid be
the state of all those storage elements in integral causal-
ity that would change causality due to a state change of

Independent
storage

elements -
zi

� ẋi

Junction structure

� Di

-
Do

Resistors

Sources

?
u

6
v

Switches

?
To

6
Ti

Figure 1: Equivalent block diagram of a general BG with
no storage elements in derivative causality

a switch which is not explicitly expressed in the BG as
causalities remain fixed once they have been assigned
following the SCAP. Nevertheless, the components of
the vector xxxid can be determined by inspecting the BG
for causal paths between a storage element in integral
causality and a switch. The complementary state vari-
ables are grouped into the vectors zzzii, zzzid respectively and
xxxi = [xxxT

ii xxxT
id ]

T , zzzi = [zzzT
ii zzzT

id ]
T .

Fig. 1 depicts the well known equivalent block dia-
gram of a general BG with no storage elements in static
derivative causality extended by a field of ideal switches.

According to the input and output signals of the junc-
tion structure in Fig. 1 the following equations can be set
up if it can be assumed that there is no unity gain loop in
the junction structure.[

ẋxxii
ẋxxid

]
︸ ︷︷ ︸

ẋxxi

=

[
S11 S12
−ST

12 0

]
︸ ︷︷ ︸

A11

[
zzzii
zzzid

]
︸ ︷︷ ︸

zzzi

+

[
S13
S23

]
︸ ︷︷ ︸

A12

DDDi

+

[
S14
S24

]
︸ ︷︷ ︸

A13

TTT i +

[
S15
S25

]
︸ ︷︷ ︸

A14

uuu (1)

DDDo =
[
−ST

13 −ST
23
]︸ ︷︷ ︸

A21

[
zzzii
zzzid

]
+S33DDDi +S34TTT i

+S35uuu (2)

TTT o =
[
−ST

14 −ST
24
]︸ ︷︷ ︸

A31

[
zzzii
zzzid

]
+S43DDDi +S44TTT i

+S45uuu (3)

The constitutive equation of the resistive field reads

DDDi = LDDDo (4)

Substituting (4) into (2) gives

(I−S33L)DDDo = A21zzzi +ST
34TTT i +S35uuu (5)
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The commutations of all ns ideal switches is expressed
by the implicit equation

MTTT o +M̄TTT i = 000 (6)

where M is a diagonal matrix with entries m j j ∈ {1,0},
j = 1, . . . ,ns and M̄ := I−M. The assignment of fixed
static causalities for all elements in a BG of a hybrid
model including the switches and (6) are a key point in
the presented approach.

Substituting (5) into (4) and the result into (3) assum-
ing that H := L(I−S33L)−1 is non-singular and replac-
ing TTT o in the switch equations (6) yields an implicit al-
gebraic equation for TTT i.[

M̄+M(S44 +S43HS34)
]︸ ︷︷ ︸

N1

TTT i =

−
[
M(A31 +ST

34HA21)
]︸ ︷︷ ︸

N2

zzzi

− [M(S45 +S43HS35)]︸ ︷︷ ︸
N3

uuu (7)

Replacing DDDi in (1) gives

ẋxxi = (A11 +A12HA21)zzzi +(A13 +A12HS34)TTT i

+(A14 +A12HS35)uuu (8)

Equations 8, 7 constitute a unique DAE system for all
modes of operation derived from a BG with fixed static
causalities. The complementary state vector zzzi can be
replaced in (7), (8) by the constitutive equation of the
storage field. [

zzzii
zzzid

]
=

[
F11 F12
FT

12 F22

]
︸ ︷︷ ︸

F

[
xxxii
xxxid

]
(9)

where F is symmetric positive definite.
For the states of all storage elements with mode inde-

pendent causality the ODE reads

ẋxxii = (S11−S13HST
13)︸ ︷︷ ︸

A1

zzzii +(S12−S13HST
23)︸ ︷︷ ︸

A2

zzzid

+(S14 +S13HS34)︸ ︷︷ ︸
A3

TTT i +(S15 +S13HS35)︸ ︷︷ ︸
A4

uuu (10)

Substituting (5) into (4) and the result into (1) gives
another equation for TTT i.

(S24 +S23HS34)︸ ︷︷ ︸
:= K1

TTT i = ẋxxid +(ST
12 +S23HST

13)︸ ︷︷ ︸
:= K2

zzzii

+S23HST
23︸ ︷︷ ︸

:= K3

zzzid

− (S25 +S23HS35)︸ ︷︷ ︸
:= K4

uuu (11)

or

K1TTT i = ẋxxid +[K2 K3]︸ ︷︷ ︸
K

zzzi−K4uuu (12)

Given that K1 can be assumed to be non-singular then
substitution of (12) into (10) results in the first part of a
final DAE system.

ẋxxii−A3K−1
1 ẋxxid = [A1 +A3K−1K2]zzzii

+[A2 +A3K−1K3]zzzid

+(A4−A3K−1K4)uuu (13)

Substituting (12) into (7) gives the second part of the
final implicit DAE system

N1K−1
1 ẋxxid = [N2−N1K−1

1 K]zzzi

− [N3−N1K−1
1 K4]uuu (14)

Equations 13 and 14 constitute an implicit unique DAE
system for all system modes derived from a BG with
fixed causalities. Accounting for the constitutive equa-
tion of the storage field, (9), the final implicit DAE sys-
tem is of the form I −A3K−1

1

0 N1K−1
1

[ ẋxxii

ẋxxid

]
︸ ︷︷ ︸

ẋxxi

= rhs(xxxi, uuu) (15)

where rhs denotes the right hand side of the DAE system.
In (14), the variables are multiplied by mode depen-

dent matrices. That is, in some cases, the ODE can turn
into an algebraic equation, or the right hand side can be-
come zero.

3. ILLUSTRATIVE EXAMPLES

The matrix based equations formulation presented in the
previous section can be implemented in a script or coded
in a programming language and can be used for an auto-
matic equations generation from BGs of large scale mode
switching LTI models. In this section, equations are de-
rived manually from the BGs of three small illustrative
example systems by following causal paths and are in-
serted into the switch equations. For the first two exam-
ples with one single switch, the derivation of equations
leads to a DAE system with a mode-dependent index. In
one of the two modes of operation, the system is struc-
turally singular.

3.1 Circuit with a single switch in series with an in-
ductor

As a first example, consider the simple circuit in Fig. 2
with an ideal switch and an inductor in series.

In case the switch is open and fully disconnects in-
ductance L1 from the two right hand side storage ele-
ments, i.e. its OFF conductance is assumed to be zero,
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Figure 2: Circuit with an ideal switch and an inductor in
series

then the model order is two. In case the switch is closed
the model order is three. That is, the number of state vari-
ables is mode-dependent. If a non-zero ON resistance of
the switch is taken into account and if the switch is mod-
elled as a mode switching resistor with a fixed conduc-
tance causality then the latter one either causes a causal
conflict with the integral causality at the inductor I : L1 or
the inductor would be forced into derivative causality.

The proposed approach adopts an ideal switch model
and applies the unmodified SCAP. As a result, all storage
elements are in integral causality. By consequence, the
switch receives an effort out causality. That is, the causal
BG depicted in Fig. 3 reflects the configuration when the
switch is closed. The causal path between the switch and
the inductor highlighted in red indicates that their causal-
ities change oppositely, i.e. if the open switch state would
be taken into account by a flow out causality, then the in-
ductor would be correctly forced into derivative causality.

Se 11

II : L1

R : R1

12

Sw : m

01

C : C

I : L2

R : R2

E(t)

iL1
usw isw

uC

iL2

1

Figure 3: BG of the circuit in Fig. 2

Nevertheless, a single DAE system can be derived
from the BG with fixed causalities that holds for both
system modes.

Sw : 0 = musw + m̄isw (16)

L1 : L1
d
dt

iL1 = E−R1iL1 −usw−uC (17)

C : Cu̇C = isw− iL2 −
uC

R2
(18)

L2 : L2
d
dt

iL2 = uC (19)

Only inductor I : L1 is affected by a causality change
at the switch. This is reflected by the causal path be-

tween the inductor I : L1 and the switch. Accordingly,
let xxxii := [uC, iL2 ]

T and xxxid := [iL1 ]. Substituting (17) into
the switch equation (16) and accounting for isw = iL1 =: i
yields an implicit DAE that holds for both modes of op-
eration.C 0 0

0 L2 0
0 0 mL1

 d
dt

 uc
iL2

i

=

−1/R2 −1 1
1 0 0
−m 0 m̄−mR1

 uc
iL2

i

 +

 0
0
m

E (20)

In (20), the ODE for the inductor current i in the last row
turns into the correct algebraic constraint i = 0 in case
m = 0 (open switch).

The ideal switch could also be replaced by a non-ideal
switch in fixed conductance causality with an ON resis-
tance Ron (forcing inductor I : L1 into derivative causal-
ity. Replacing usw in the new explicit switch equation
i = musw/Ron then gives

mL1
di
dt

= −(Ron +mR1)i−muC +mE (21)

which is also correct for both system modes.

3.2 Circuit with dependent resistors and dependent
storage elements

If the switching element in the circuit of Fig. 4 is mod-
elled by an ideal switch then one obtains a higher index
problem in case the switch is closed. That is, the index
of the DAE system derived from the circuit schematic
or from the BG in Fig. 5 is mode dependent. The same
holds true if a clutch between two inertia is modelled by
an ideal switch.

Moreover, as can be seen from the BG in Fig. 5, there
is a causal path between the resistors R : R1 and R : R2
highlighted in blue indicating that there is an algebraic
loop. The latter one can be solved if the constitutive rela-
tions of the resistors are linear.

Figure 4: Switched circuit with two dependent resistors
and two dependent capacitors

From the BG in Fig. 5, the following equations can be
directly derived.

u1 = R1 (F− i2) (22)
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R : R1

R : R2

C : C1

Sw : m

C : C2

R : R3
F

u1 uC1

i2

uC2

uSw iSw

1

Figure 5: BG of the circuit in Fig. 4

i2 =
1

R2
(u1−uC1) (23)

C1 u̇C1 = i2− iSw (24)

C2 u̇C2 = iSw−
uC2

R3
(25)

uSw = uC1 −uC2 (26)
0 = muSw + m̄iSw (27)

There is another causal path between capacitor C : C1 and
the switch and another one between C : C2 and the switch.
However, if the switch changes its state, the causality at
only one of the two capacitors is affected. The causality
at the other capacitor remains fixed. Let xii := uC1 and
xid := uC2 . Substituting uSw and iSw into the switch equa-
tion gives[

C1 C2
0 m̄C2

][
u̇C1

u̇C2

]
=[

−1/(R1 +R2) −1/R3
−m (m− m̄/R3)

][
uC1

uC2

]
+

[
R1/(R1 +R2)

0

]
F (28)

As in the previous example, the result is an implicit DAE
that holds for both system modes. In case the switch is
closed (m = 1), the ODE for u̇C2 turns into the algebraic
equation uC2 = uC1 .

3.3 Circuit with two independent switches

The third example illustrates the application of the ap-
proach to a simple circuit with two ideal switches that
may change their state independently. Fig. 6 shows the
circuit diagram.

Figure 6: Circuit with two independent switches

From the BG in Fig. 7 it can be seen that there is a
causal path from the capacitor C : C to the switch Sw : m1.

However, the causality of the C element is not affected
when the two switches change their state in case linear
resistors can be assumed. The path between the C ele-
ment and the switch Sw : m1 can be removed by chang-
ing the causalities at the switch Sw : m1 and the resistor
R : R1. The two causal paths from switch Sw : m1 to re-
sistor R : R1 and from switch Sw : m2 to resistor R : R2
highlighted in blue indicate that the elements in each of
the two disjunct paths are algebraically dependent.

Se 11 01 12

R : R1

C : CSw : m1 Sw : m2

R : R2
E

uR1

uC

iR2

u1 i1 u2 i2

1

Figure 7: BG of the circuit in Fig. 6

From the BG in Fig. 7, the following equations can be
directly derived.

q̇ =Cu̇C = i1− i2 (29)
u1 = E−R1i1−uC (30)
0 = m1u1 + m̄1i1 (31)

i2 =
1

R2
(uC−u2) (32)

0 = m2u2 + m̄2i2 (33)

According to the causal paths between a resistor and a
switch in the BG, (30), (31) can be solved for i1 and (32),
(33) yields i2. Hence,

q̇ =
m1

m1R1− m̄1
(E−uC)−

m2

m2R1− m̄2
uC (34)

which holds for all four system modes. In case both
switches are open (m1 = m2 = 0), (34) correctly yields
q̇ = 0.

4. SOLUTION OF THE DERIVED EQUATIONS

Once a single DAE system for all modes of operation
has been derived from a BG of a hybrid model, the ques-
tion is how the equations can be solved numerically.
This problem is discussed by considering the circuit in
Fig. 4. It is assumed that the switch abruptly closed
at t0 = 2ms and opens abruptly again at t1 = 4ms, i.e.
m = 1 ∀ t ∈ [2ms,4ms].

4.1 Direct formulation of the derived equation in
Modelica

If the equations 28 are directly formulated in the Model-
ica language, then the OpenModelica software will notice
that there are as many equations as unknowns, will solve
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Table 1: Parameters of the circuit in Fig 4

1 record p a r a m e t e r s ” P a r a m e t e r s I d e a l S w C i r c u i t ”
2 / /
3 parameter Real C1 = 1 e−6 ” Farad ” ;
4 parameter Real C2 = 1 e−6 ” Farad ” ;
5 parameter Real R1 = 1 e+3 ”Ohms” ;
6 parameter Real R2 = 1 e+3 ”Ohms” ;
7 parameter Real R3 = 1 e+3 ”Ohms” ;
8 / / s o u r c e :
9 parameter Real t s t a r t 1 = 0 . 0 ;

10 parameter Real h1 = 5 e−3 ”Amps” ;
11 / / t r i g g e r :
12 parameter Real t s t a r t 2 = 0 . 0 0 2 ;
13 parameter Real t s t o p = 0 . 0 0 4 ;
14 parameter Real eps = 1 e−1 0 ;
15 parameter Real h2 = 1 . 0 − eps ;
16 end p a r a m e t e r s ;

symbolically the second equation for u̇C2 and compile the
result. The simulation, however, will fail at t0 = 2ms with
a division by zero. When the switch closes (m̄ = 0) the
ODE for u̇C2 turns into the algebraic constraint uC2 = uC1 .
The new DAE system for t ∈ [2ms,4ms] then needs index
reduction. However, symbolic index reduction by means
of an implementation of the Pantelides algorithm requires
that the index of a DAE system does not change (Cellier
and Krebs, 2007). Index reduction is not done at runtime.
OpenModelica assumes that a hybrid DAE representation
is structurally time invariant. That is, the set of variables
and the set of equations remain fixed during a simulation.
Discrete switch states, however, can turn some equations
off or on so that the number of active equations can vary
at run-time (Fritzson, 2004). (For a discussion on hybrid
models and their numerical solution see also (Borutzky,
2016, Chap. 5))

4.2 One set of ODEs for each system mode

One pragmatic way to overcome this problem of a mode-
dependent DAE index in OpenModelica is to differentiate
the algebraic constraint in the case the ideal switch closes
(m̄ = 0) and directly connects the two capacitor voltages
so that a set of two ODEs can be provided for each of the
two modes.

In addition, both state variables must be initialised at
the switching instant t0 = 2ms with a joint value to which
both capacitor voltages jump when the switch closes (cf.
Lines 16 and 17 of the listing in Fig. 8). This value can
be obtained by accounting for charge conservation. Let q
denote the charge of the capacitors, uC1(t

−
0 ) the left side

limit and uC1(t
+
0 ) the right side limit of uC1(t).

q =C1uC1(t
−
0 ) = (C1 +C2)uC1(t

+
0 ) (35)

When the switch is open, only capacitor C1 is charged.
Solving the ODE for uC1 and using the parameters in Ta-
ble 1 gives uC1(t

−
0 ) = 5 · (1− e−1) = 3.1606.

The switching event at t1 = 4ms does not require addi-
tional action as both voltages start from the same value.

1 model C i r c 2
2 . . .
3 equat ion
4 . . .
5 / /
6 i f m < 1 then
7 C1 * d e r ( uC1 ) + C2 * d e r ( uC2 ) = (−uC1 / ( R1 + R2 ) )
8 − uC2 / R3 + R1 * F / ( R1 + R2 ) ;
9 C2 * d e r ( uC2 ) = −uC2 / R3 ;

10 e l s e
11 C1 * d e r ( uC1 ) + C2 * d e r ( uC2 ) = (−uC1 / ( R1 + R2 ) )
12 − uC2 / R3 + R1 * F / ( R1 + R2 ) ;
13 d e r ( uC2 ) = d e r ( uC1 ) ;
14 end i f ;
15 when p r e (m) < m then
16 r e i n i t ( uC1 , 1 .58 03 ) ;
17 r e i n i t ( uC2 , 1 .58 03 ) ;
18 end when ;
19 end C i r c 2 ;

Figure 8: Formulation of equations 28 in Modelica
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Figure 9: Voltages uC1(t), uC2(t) in the circuit of Fig 4
with the switch closed for t ∈ [2ms,4ms]

Fig. 8 shows part of the Modelica formulation that is
accepted by the OpenModelica compiler and for which
a simulation provides the correct simulation results dis-
played in Fig. 9.

4.3 Escape to a non-ideal mode-dependent switch

A DAE system that can be directly formulated in Mod-
elica and solved without problem in OpenModelica can
be obtained if the plus sign in the implicit equation of an
ideal switch is replaced by a minus sign.

0 = muSw− m̄ iSw (36)

with m ∈ {ε,1− ε} and 0 < ε � 1.
As a result, in the implicit DAE system, (28), only

the coefficients in the second row of the system matrix
change their signs. The physical meaning of this modi-
fication is that the ideal switch connecting the two paral-
lel capacitors have been replaced by a non-ideal switch
with a mode-dependent resistance RSw(m) := (1−m)/m
that is very large when the switch is open and very small
when it is closed. Advantages are that the equations ob-
tained can be directly formulated in Modelica. There is
no need to determine the joint value to which both volt-
ages instantaneously jump when the switch is closed in
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order to re-initialise the numerical integration. Simula-
tion results are the same as in Fig. 9. For this simple,
but typical example, neither a loss of accuracy nor a loss
of performance is noticeable. For larger models, non-
ideal switches with a large OFF-resistance and a small
ON-resistance may lead to small time constants and to a
longer computational run time. However, in general, not
all ideal switches need to be replaced by non-ideal ones.

A similar problem arises with the series connection of
an inductor and an ideal switch as in the first example cir-
cuit (Fig. 2). One way to overcome the problem in this
case is to add a resistor of high resistance between the
connection node of inductor and switch and ground. An-
other option is to replace the ideal switch in series with
an inductor by a non-ideal one. As a result, in configura-
tions as the two ones considered in Section 3.1 and 3.2,
ideal switches should be replaced by on-ideal ones.

In (Cellier and Kofman, 2006), equations are directly
read from the circuit schematic of a half-way rectifier
with an inductor and a diode in series as an example of
a model with variable structure. The relations between
variables and equations are analysed by means of a di-
graph and it is shown that the equations cannot be solved
in case the diode is modelled as an ideal switch because a
division by zero occurs when the switch opens. Further-
more it is shown that the problem can be overcome by
turning the differential equation of the inductor into an
algebraic equation by means of an integration formula.
This step the authors call inline integration is inspired by
the approach implemented in the circuit simulator Spice
in which the constitutive equation of a storage element is
replaced by an integration formula. The graphical repre-
sentation is known as the companion model of a storage
element.

Approaches to the numerical solution of the generated
equations as the two one presented in Sections 4.2 and
4.3 are necessary because software such as OpenModel-
ica currently can perform an index reduction for a given
mode-independent DAE system in a symbolic prepro-
cessing phase prior to compilation and subsequent sim-
ulation but not during simulation when an instantaneous
mode change results in a change of the index. The prob-
lem of handling mode-dependent DAE systems of vary-
ing index described in Modelica has been discussed in
(Mattsson et al (2015); Elmqvist et al (2014)). First ap-
proaches have been implemented in a prototype of the
commercial modelling and simulation environment Dy-
mola (Dassault Systèmes (2015)). Also, recently, Zim-
mer has extended concepts of the Modelica language and
has developed an experimental DAE processor that can
handle changes in the set of equations at run time (Zim-
mer, 2013).

CONCLUSION

The paper starts from a BG with ideal or non-ideal
switches of mode switching LTI models to which fixed
causalities have been assigned and presents an approach

to the generation of a single set of implicit state space
equations that hold for all modes of operation. The nov-
elty of the approach is that no additional causal strokes,
or no derivation of equations for a new switch state con-
figuration from the equations of a reference configuration
is needed. Dynamic equations for a specific switch state
configuration are obtained by just setting the values of the
discrete switch states in the mode-dependent state equa-
tions accordingly. That is, several switches may com-
mutate simultaneously. The procedure for the generation
of the single implicit state equations with coefficient de-
pending on the discrete switch states can be implemented
in a script or in a programming language.

In some modes of operation, when closing ideal
switches directly connect storage elements so that they
become dependent, or when an ideal switch is in series
with an inductor, some of the ODEs may turn into al-
gebraic constraints so that index reduction would be re-
quired during simulation which, however, is not done by
the OpenModelica software. In such cases, OpenModel-
ica cannot solve the mode-dependent equations directly
and needs some help from an experienced modeller. It is
well known that other software, e.g. Spice for circuit sim-
ulation also needs sometimes some small smart model
modifications to run a simulation successfully.

The problem of solving mode-dependent DAE Sys-
tems of varying index is discussed in the framework of
the Modelica language and the OpenModelica software
by considering two small example circuits.

The presented approach may be extended by lifting the
simplifying assumption that there are no storage elements
in derivative causality independent of any switch state
changes. Moreover, an extension to mode switching sys-
tems with some nonlinear elements may be considered.
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ABSTRACT 

The objective of this project is to introduce the study of 

the Fuzzy logic, presenting the development of a 

navigation system in MATLAB software and its 

implementation in an autonomous mobile vehicle. The 

application proposal aims to integrate an Automated 

Guided Vehicles gifted a navigation system elaborated 

from Set Theory Fuzzy, in any kind of plan 

environment with obstacles at random points, so that it 

is able to identify any obstacles present in the 

environment in which is inserted and through the 

developed programming language C based on Fuzzy 

logic implemented in a ARDUINO MEGA2560 plate, 

calculating the deviation and executing necessary to 

avoid a collision with any obstacle encountered in the 

environment. At the end of deployment tests were 

conducted to obtain the robot responses and compared 

with the simulation software, according to the 

possibilities of reading of the sensors. The responses 

were satisfactory, following the same trend behavior of 

the simulations of the Fuzzy controller. 

 

Keywords: Fuzzy Logic, Mobile robot, Autonomous 

navigation, Artificial Intelligence. 

 

1. INTRODUCTION 

One of the characteristics of human thinking is dealing 

with frequent situations that involve factors such as 

uncertainty, ambiguity or lack of information for its 

resolution, for example, where it is necessary to use 

skills such as experiences, knowledge, intuition and 

even common sense to manipulate such situations. 

According to Pasternak (2015), Khatchatourian & 

Treter (2010) and Reis, Dayr & Pati (2000), Artificial 

Intelligence (AI) is a computer system performing as a 

substitute for intelligent functions of human beings 

This technology involves using methods based on the 

intelligent behavior of humans and other animals to 

solve complex problems, representing characteristics 

that are associated with intelligence in human behavior 

and the ways in which nature adapts to imbalances 

(COPPIN 2010). 

The Fuzzy Logic, one of the techniques of AI, 

transforms the verbal, imprecise or qualitative 

expressions into numerical values and has wide 

application in modeling of several systems 

(Khatchatourian & Treter 2010; Zadeh 1990; Shaw & 

Simões 1999). This system is known as nebulous or 

diffuse logic and, as stated by Gomide & Gudwin 

(1994) and Faria & Romero (2002), has been elaborated 

in order to solve the problems of imprecision 

Mathematics, supporting the modes of reasoning that 

are close to the human, but not exact. 

Cox (1994) affirm that while the Boolean Logic 

proposes that these values be true or false, Fuzzy Logic 

proposes that this is a matter of degree, making possible 

the use of approximation and even the inference of 

something that is necessary. 

There is a large number of research on the selection 

problem within a fixed number of alternatives targeted 

to specific applications. 

Lacevic & Velagic (2011) developed a fuzzy logic 

based position controller whose membership functions 

are tuned by genetic algorithm. The main goal is to 

ensure successful velocity and position trajectories 

tracking between the mobile robot and the virtual 

reference cart. Simulation results indicate good 

performance of position tracking while at the same time 

a substantial reduction of the control torques is 

achieved. 

Shayestegan et al. (2013) demonstrated a hybrid control 

methodology for mobile robot navigation of a two-

wheeled non-holonomic mobile robot by using fuzzy 

logic controller (FLC) incorporated with a switching 

command strategy (SCS). Yoo, Kim & Jeong (2012) 

proposes a fuzzy integral-based gaze control 

architecture incorporated with the modified-univector 

field-based navigation for humanoid robots. Using the 

partial evaluation values and the degree of consideration 

for criteria, fuzzy integral is applied to each candidate 

gaze direction for global evaluation. 

Omrane, Masmoudi & Masmoudi (2016) designed and 

implemented a trajectory tracking controller using fuzzy 

logic for mobile robot to navigate in indoor 

environments. Simulation results show the 
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performances of the intelligent navigation algorithms in 

terms of simulation times and travelled path. 

Within this context, this paper propose to develop a 

Automatic Guided Vehicle (AGV) controlled by Fuzzy 

Logic, able to move in a known flat environment, 

providing it with a navigation system that identifies 

random obstacles in its route so that it is able to 

calculate and execute the deviations that are necessary 

to avoid its collision. The parameters of the system were 

elaborated in MatLab software, based on the proposal of 

a Fuzzy controller based on the literature. 

 

2. EXPERIMENTAL 

 

2.1. Materials 

The robot developed in the study must move forward 

always and make the necessary deviation to avoid its 

collision when an obstacle is detected by one of the 

three ultrasonic sensors arranged at 90º in the front part 

of the prototype. Its deviation must attend to the rule 

base created to execute the inference strategically in the 

Fuzzy controller. 

According to Corradini & Orlando (1997) and Yang, Li 

& Huang (2016), for the decision making of the robot it 

is necessary that it can detect the positions of the 

obstacles where the necessary deviations must be made 

to avoid their collision. In view of the required data and 

the imposed application, it was decided to use three 

ultrasonic sensors (S1; S2; S3), model HC-SR04, 

arranged at 90º, with a range of 2cm to 4m, an effect 

angle of 15º and a 5V supply in direct current. This 

sensors easily calculate the distance from the obstacle in 

relation to the emitter and present good accuracy. 

Two motors DC PM Gear Motor, model 37JB6K/3530, 

were used to drive the two wheels used in the robot. In 

order to allow the connectivity of the respective motors 

with a microcontroller to control them, the electronic 

circuit H-bridge was used, being able to provide the 

current or voltage necessary for the operation of the 

motors and also provides an easier way for the 

possibility of changing the direction of rotation of the 

motor, only the polarity of the terminals being 

necessary. The model used in the project was the 

L298N, which presents in its structure two H-bridges, 

controlled via the Arduino platform and the C language 

program, which allows controlling the direction and 

speed of the motors through the pulse width modulation 

in the Pulse Width Modulation (PWM) of the board. 

The Figure 1 allows to visualize the final 

mechanical structure of the mobile robot developed, 

emphasizing the need of the application of two motor 

wheels and a free wheel to maintain the stability of its 

structure in relation to the surface. 

The Figure 2 presents a diagram of the mobile 

robot with the detail of the hardware used. 

 
Figure 1: Mechanical structure of the robot. 

 

 
Figure 2: Diagram of the mobile robot hardware. 

 

2.2. Methods 

The Fuzzy Logic is a simple system of modeling by 

allowing its application through linguistic variables and 

their answers obtained in a short processing time, 

adapting to the real time application needful. Its 

application can be done in numerous areas such as 

industrial, medical and domestic services, replacing jobs 

that require dexterity, safety and precision (Gomide and 

Gudwin 1994; Carvalho, Yamakami and Bonfim 2013; 

Corradini and Orlando 1997). 

The basic purpose of a Fuzzy control is to model 

actions based on expert knowledge, rather than 

modeling the process itself. According to Takagi & 

Sugeno (1985), even with the different methods found, 

controllers can be grouped into two large groups: 

 

- Mandani controller: based on the Fuzzy Implication 

Functions in Composition Operators for the Fuzzy 

Output Definition of the Controller; 

 

- Sugeno controller: simplification of the Mamdani 

controller, dispense with the definition of implication 

functions and operators for inference. 

 

Proc. of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2017 
ISBN 978-88-97999-88-1; Bruzzone, Dauphin-Tanguy, and Junco Eds.                                                  

18



The Mandani controller the quantitative values into 

qualitative ones (Fuzzy) and then, in other values also 

qualitative through inference, after the Defuzzifier is 

used for the final quantitative response. These 

controllers are easy to model because they are based on 

intuition and are good when a rough control is 

acceptable, and for thinner systems the Sugeno 

controller presents superior performance, but with a 

mathematical modeling through the functions of the 

input language variables (Takagi and Sugeno 1985). 

For the implementation of the study an Arduino MEGA 

2560 board was used, due to its specifications that 

successfully meet the needs of the project. 

For the virtual evaluation and modeling of the proposed 

solutions, MatLab was used to construct the Fuzzy 

controller of the robot navigation system, with the help 

of the Fuzzy Logic Toolbox. 

The system developed for the navigation control was 

created in such a way that the robot was able to detect 

the obstacles present in its trajectory, to judge the 

conditions of the environment around and make 

decisions through the performance of the engines. 

In the Fuzzy system, developed through MatLab, 

according to Figure 3, three input variables (S1; S2; S3) 

were determined, relative to the input values of the left, 

center and right ultrasonic sensors, respectively, located 

on the front of the robot And two output variables (Left 

Wheel; Right Wheel) referring to the PWM values that 

will be assigned, respectively, to the left and right 

motors. 

 

 
Figure 3: Pertinence functions used in Fuzzy Robot 

System. 

 

Three inputs of data were used in this study, each one 

originated by an ultrasonic sensor considering the 

distance of the sensor to some object. For each input, 

three pertinence functions were assigned, according to 

the distance range: MP (Very Close); DB (Good 

Distance); and ML (Very Far). 

Considering the quantities of pertinence functions 

present in the controller were assigned 27 rules, 

referring to the possibilities of combining the variables 

of each entry. 

To define the rules, the positions of the sensors and the 

situations in which the robot can be submitted has been 

considered, in order to avoid its collision with any 

obstacle present in the operating environment. 

The speed control actions of the robot has been 

established, working with the PWM values for the two 

motors, such as: VP (Positive Velocity); V0 (Average 

Speed) and VN (Negative Speed). 

By using the inference method asked for the system, the 

following reading values were obtained from the 

sensors to define the pertinence functions: reading 

values less than 63 considered as Very Close Distance 

(MP), higher than 191 considered as Very Far Distance 

(ML) and from 63 to 191 as Good Distance (DB) 

considering the pertinence degrees of each linguistic 

value superior to 0.5 to be stored for use in the 

inference. The robot will move forward when the 

obstacle is too far away or when it picks up an obstacle 

on the side sensors (DB or MP) and the control unit is 

reading an obstacle too far (ML). If there is an obstacle 

ahead, the robot should deflect to the side where the 

sensor identifies the longest distance to it. When the 

two side’s sensors are the same and have no distance 

ML, it has been established that the curve is made to the 

left. 

Defuzzificador present in the robot navigation system is 

responsible for converting the fuzzy controller outputs 

inferred into traditional values, which in this case will 

be the outputs with the PWM value that will give the 

desired motions to the motors. The centroid method was 

chosen as the method for Defuzzification of the 

controller, where the final output value of the system is 

given by the position of the centroid of the generated 

geometry in the output Fuzzy sets from the input 

inference (Simonsen 2011). 

In summary, the first stage is responsible for the 

communication of the robot with the environment, 

where it is made the reading and storage of the digital 

values measured by the ultrasonic sensors, these data 

are converted to the Fuzzy set of the system (0 to 255) 

and inserted in the fuzzifiers of the controller where 

they are transformed into linguistic variables according 

to the coding performed in degrees of pertinence. Each 

Fuzzifier has three outputs for each of the pertinence 

functions. The coded values are evaluated according to 

the defined rules, in this step the pertinence functions 

(MP; DB; ML) are stored, according to the inference 

method, of each sensor to choose the rule to be 

followed, resulting in a Language value of output (VN, 

V0; VP). In Defuzzification these values are, again, 

converted into the range 0 to 255 and sent to the PWM 

outputs of the board defined in the programming, 

corresponding to the speed that each motor must act. 

Figure 4 shows the diagram of the electrical scheme 

used for the development of the project, with the 

connections used for sensor communication, H bridge, 

DC motors and the Arduino ATmega2560 board. 
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Figure 4: Electrical scheme of the project. 

 

3. RESULTS AND DISCUSSION 

Below are presented the results obtained by individually 

analyzing an input and an output. 

 

 
Figure 5: Sensor 1 input (PWM1) and output (PWM2) 

values. 

 

 
Figure 6: Sensor 2 input (PWM1) and output (PWM2) 

values. 

 

 
Figure 7: Sensor 3 input (PWM1) and output (PWM2) 

values. 
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The output of PWM1 and PWM2 are obtained through 

the Fuzzification process, inference based on Rules and 

Defuzzification. In this test, the PWM outputs of the 

controller for each sensor were analyzed individually, 

considering that the sensors not used in the test had a 

non-tangible margin of inference to the process, so that 

there was no interference of unused sensors in the 

results obtained. 

The respective values were obtained due to the 

pertinence of each sensor used in the movement of the 

AGV. The linearity found in Sensor 2 (Figure 6) 

occurred because of its greater sensitivity, during the 

change of trajectory, and the tendency of curve. To 

validate the software it is necessary to compare the 

results of the sensors with the MatLab simulation. 

The first tests were performed on the MatLab controller 

simulator to evaluate the basic operation of the 

parameters defined in the software, according to the 

rules base developed, considering the three data inputs 

that represented the sensors of the robot and its outputs, 

so much the input values as output values were defined 

for a set universe with a range from 0 to 255. Taking 

into account the curve time of the robot and the range of 

action of the ultrasonic sensors used in the study, the 

rules were formulated so that the curves could occur 

with the greatest difference in the speed of each engine 

and its actions with a longer distance from the present 

obstacle. 

Analyzing the graphs, the developed in C language for 

the robot were satisfactory. Other methods would 

require more computational resources, whose 

application is seen as lacking in resources. As a 

consequence of this ness, an attempt was made to find 

an alternative for the development of the controller, 

since the simplicity of the system would imply directly 

in the controller response. The programming language 

should be low-level, requiring less resources of the 

physical controller, making the use of Language C the 

most possible programming mode for the system, 

compared to other commonly known codes. 

In the initial tests with the software were obtained the 

results of the defuzzified values presented in Table 1, 

the input values were chosen according to the 

probability of reading of the three sensors with three 

functions of each pertinence. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: MatLab Simulator Results 

RULES S1 S2 S3 LEFT 

WHEEL 

RIGHT 

WHEEL 

1 51 51 51 48,6 206 

2 51 51 127 206 48,6 

3 51 51 200 206 48,6 

4 51 127 51 48,6 206 

5 51 127 127 206 48,6 

6 51 127 200 206 48,6 

7 51 200 51 206 206 

8 51 200 127 206 48,6 

9 51 200 200 206 48,6 

10 127 51 51 48,6 206 

11 127 51 127 48,6 206 

12 127 51 200 206 48,6 

13 127 127 51 48,6 206 

14 127 127 127 48,6 206 

15 127 127 200 206 127 

16 127 200 51 48,6 206 

17 127 200 127 206 206 

18 127 200 200 206 127 

19 200 51 51 48,6 206 
20 200 51 127 48,6 206 
21 200 51 200 48,6 206 
22 200 127 51 48,6 206 
23 200 127 127 48,6 206 
24 200 127 200 127 206 
25 200 200 51 48,6 206 
26 200 200 127 127 206 
27 200 200 200 206 206 

 

The output values presented in the simulator correctly 

followed the expected behavior in each controller rule. 

After the initial tests, the answers were analyzed with 

the final algorithm developed, already implemented on 

the Arduino board with the three ultrasonic sensors 

connected to provide the input values of the controller 

(0 to 255). The output values responsible for the 

movement of the motors are were obtained through the 

PWM pins of the board which have also been 

configured to operate in the range of 0 to 255. 

The test preparation methodology aimed to obtain the 

output values in the PWM for each rule produced in the 

Fuzzy controller. For this evaluation to be carried out, 

the board with, the algorithm was connected with serial 

communication to a computer and analyzed through the 

serial monitor in the software of the Arduino platform, 

configured through the program created to present in 

real time the reading value of the sensors and the values 

present on the PWM pins of the board. 

The sensors were placed at a 90º angle between them, 

so that obstacles could be positioned in each sensor at 

the desired distance without interfering with the other 

sensors. Objects were allocated at distances that 

presented the values of reading of the sensors according 

to the linguistic variables of the controller, thus, all 

rules could be tested by varying the distances of the 

objects in relation to the sensors with the necessary 

combinations. 
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Table 2 presents the PWM readings of the plate 

according to the input values, manipulated through the 

distance of the objects where: input values 51 belong to 

the linguistic value MP; 127 to the linguistic value DB; 

and 200 to the linguistic value ML. 

 

Table 2: Robot Results 

RULES S1 S2 S3 PWM1 PWM2 

1 51 51 51 63 191 

2 51 51 127 191 63 

3 51 51 200 191 63 

4 51 127 51 63 191 

5 51 127 127 191 63 

6 51 127 200 191 63 

7 51 200 51 191 191 

8 51 200 127 191 63 

9 51 200 200 191 63 

10 127 51 51 63 191 

11 127 51 127 63 191 

12 127 51 200 191 63 

13 127 127 51 63 191 

14 127 127 127 63 191 

15 127 127 200 191 127 

16 127 200 51 63 191 

17 127 200 127 191 191 

18 127 200 200 191 127 

19 200 51 51 63 191 

20 200 51 127 63 191 

21 200 51 200 63 191 

22 200 127 51 63 191 

23 200 127 127 63 191 

24 200 127 200 127 191 

25 200 200 51 63 191 

26 200 200 127 127 191 

27 200 200 200 191 191 

 

The results of the robot obtained in bench were also 

satisfactory, which led to the beginning of the tests with 

displacement of the robot of autonomous form, aiming 

to observe its displacement in real situations of 

application. 

As a way of validating the results obtained in the 

algorithm implemented in the robot, comparative graphs 

were drawn for each controller output, which could 

show the behavior of the results obtained for the two 

wheels in MatLab and in the robot according to the 

same input values. The Figure 6 and Figure 7 show the 

comparison charts for the two wheels. 

 

 
Figure 7: Comparison of the Right Wheel in MatLab 

and in the Robot. 

 

 
Figure 8: Comparison of the Left Wheel in MatLab and 

in the Robot. 

 

The behavior of the graphs shows that the results of the 

algorithm developed in C language for the robot were 

satisfactory, following the same performance trends 

according to the situations to which they were 

submitted. However, the differences identified were the 

maximum and minimum PWM values. In the results 

obtained in tests with the robot, the output values for 

both motors were shown to be lower, at the maximum 

speed, according to the controller simulation in MatLab 

and, at minimum speed, presented higher output values 

than those obtained in simulation. 

 

4 CONCLUSIONS 

With the algorithm in operation, it was verified that the 

Fuzzy logic offers a smoother transition in the 

movements. In order to validate the efficiency of the 

navigation system created, simulations were performed 

with the robot according to the rules inserted in the 

Fuzzy controller, where the input values of the sensors 

and the output values in the PWM of the board were 

analyzed. The results obtained were consistent with the 
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responses given by the simulation in MatLab, following 

the same trend of behavior. In comparison to the 

proposed objectives and the desired behavior obtained 

in virtual simulation, the Fuzzy controller used in the 

study, in an intelligent navigation system, is feasible for 

such an application, for presenting coherent answers in 

the tests made, being able to deviate from the present 

obstacles. 
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ABSTRACT 

The automation and the adoption of ERTMS (The 

European Rail Traffic Management System) are two 

solutions for railway systems to satisfy the necessity of 

increasing the capacity of railway lines and enhancing 

their safety. In this context, this study is to be part of the 

contribution to a methodology allowing the development 

of discrete event controllers of autonomous train control 

system needed for railway automation. This article 

emphasizes the modeling stage using Colored Petri Nets 

(CPN) and its extensions. While modeling, both the 

railway requirements and the necessity to formally verify 

some crucial properties (e.g., collision-free system) have 

been taken into account. By proposing several modeling 

patterns based on Well-Formed Petri Nets (WFN), we 

solve several technical problems of modeling railway 

train control system and similar complex systems, 

making it possible to construct reducible and analyzable 

models, before being formally verified. 

 

Keywords: Railway System, Autonomous Train 

Control, DES Modeling, Colored Petri Nets 

 

1. INTRODUCTION 

The development of autonomous trains logic controllers 

has become a priority in railway control system, in order 

to increase its safety, and to make railway system more 

competitive with regard to the other means of 

transportation. 

This study is part of a methodology allowing the 

systematic and rigorous development of logic controllers 

necessary for railway automation. The methodology we 

finally develop should formally model the control 

functions and make it possible to verify essential 

properties (e.g., safety) of an automated system. The 

ultimate goal of this methodology is to generate, by 

model transformation, the code of these functions, which 

could be implemented on the computers of the ground 

infrastructure and on the embedded controllers in the 

trains. This paper concerns the modeling stage. One 

problematic situation is to deal with the compromise 

between the modeling power of the selected modeling 

approaches and the possibility of making formal 

verification. In this study, we decide to use Well-Formed 

Petri Nets (WFN) as the modeling formalism to benefit 

from all its advantages, and we propose several WFN 

modeling patterns and techniques suitable with the 

complexity of railway systems. 

The paper is structured as follows. In the second section, 

we give a state-of-the-art of railway system modeling 

using Colored Petri Net (CPN). In the third section, we 

discuss the tradeoff between the modeling power and the 

verification capacity of CPN and WFN approaches, in 

order to finally justify the reason why we choose WFN 

as our modeling tool for autonomous train control 

system. Section 4 presents a railway system structure and 

some main functions used in this paper; several 

constrains and assumptions in the modeling stage are 

also given in section 4. In section 5, we present a brief 

introduction about the main formalism and 

characteristics of WFN. In section 6, we propose certain 

modeling patterns as solutions to some main modeling 

problems of a railway control system. In section 7, we 

illustrate the use of these patterns by a case study of 

automation of railway system. Finally, we end up with 

conclusions and perspectives of this work in section 8. 

 

2. STATE OF THE ART 

For about half a century, Petri Nets (PN) have been used 

to model concurrent and complex systems. Among its 

numerous extensions, CPN is the most widely used 

formalism incorporating data, hierarchy, and time (van 

der Aalst et al. 2013). This section summarizes some 

research works using CPN to model and analyze railway 

control system. 

In (Janczura 1999), a whole process of modeling and 

analyzing a railway network is proposed using CPN. The 

network considers two types of trains (i.e., express and 

normal) which move in the same direction. A safety 

property (each block in the railway line can only be 

occupied by exactly one train or empty) and four 

operational properties are analyzed. However, this thesis 

report only considers a quite simple model and does not 

respect the ERTMS/ETCS standard. 

In (Jansen et al. 1998; Meyer zu Hörste 1999), a CPN 

hierarchical framework is proposed to model 

ERTMS/ETCS (mainly in level-2). Several generic 

modeling paradigms and techniques (e.g., distributed 
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modeling, communication between separate CPNs, 

synchronization, etc.) are created to build their CPN 

models and formal methods can be used to analyze these 

models. This study mainly focus on the hierarchical and 

structural problems of modeling ETCS specifications 

instead of the implementation of concrete functional 

models. 

A summary of Petri Nets models of railway stations is 

given in (Žarnay 2004). Different models are divided into 

four levels (i.e., technical equipment level, movement 

level, train processing level and decision-making level) 

according to their different objectives and different 

abstract levels. 

CPN Tools is a tool for editing, simulating and analyzing 

CPNs, which is first introduced in (Ratzer et al. 2003; 

Jensen et al. 2007). After its wide application, more CPN 

models are proposed by benefiting from the features of 

this powerful tool. 

In (van der Aalst et al. 2013), several CPN design 

patterns and strategies are proposed using CPN Tools, 

showing some solutions to several typical design 

problems in terms of modeling complex processes. 

In (Vanit-Anunchai 2009; Vanit-Anunchai 2010; Vanit-

Anunchai 2014), railway interlocking table models are 

proposed using CPN Tools. As a main advantage of these 

models, the general CPN structure proposed can be 

reused regardless of variable structures and sizes of 

railway systems. While, these models store too many 

data (e.g., geographic information) in colored tokens and 

the behavior of the models are greatly affected by the 

data instead of the structure of model. In this case, 

although we can do some test with the simulation 

function in CPN Tools, a formal verification is rather 

difficult to performed on this kind of CPN models. 

In our previous work (Xie et al. 2016), we have proposed 

discrete controller models based on High-level Petri Nets 

supported by CPN Tools. Our research concentrates on 

the whole railway system (i.e., both the train controller 

and the trackside part). In this previous work, these High-

level Petri Nets are unconstrained CPNs, allowing a 

powerful modeling ability of the systems. CPN Tools 

also offers extra extensions with ML Language to 

enhance its modeling power, e.g., the possibility of 

defining a “list” datatype. However, one pays for this 

capacity of modeling because there are no really, tools or 

efficient methods, to help analyze and verify these 

unconstrained CPNs with extensions. 

 

3. COMPARISON OF CPN AND WFN 

APPROACHES OF MODELING TRAIN 

CONTROL SYSTEMS 

Figure 1 compares the CPN and WFN approaches of 

modeling the railway system and the possible analyzing 

methods applicable to the models. 

As shown in the left part of Figure 1, the most direct way 

of analyzing a CPN is to generate its reachability graph 

which enables to check the required properties. Although 

it is possible in theory, the application of this method is 

generally limited by combinatorial explosion problems. 

One way to combat this combinatorial explosion would 

be to reduce the initial CPN model before constructing 

the reachability graph. However, there is very little work 

proposing reduction rules applicable to CPNs and each 

of them has their own applicable constrains. For example, 

the reduction rules proposed in (Esparza & Hoffmann 

2016) are only applicable to free choice workflow nets 

with an objective of maintaining the soundness property. 

In more general cases, the only solution available is to 

first go through an unfolding operation of the CPN before 

the application of some existing reduction rules of 

ordinary PNs (Berthelot & Lri-Iie 1986; Murata 1989). 

However, in this case, for a complex system e.g. railway 

system, one is confronted with a combinatorial explosion 

problem in the unfolding operation. 

To solve the problems above, some High-level Petri Nets 

with constrains are proposed, among which the Well-

Formed Petri Nets (Chiola et al. 1991) are of interest to 

us. It is proved that WFN have the same expression 

power as CPN (Diaz 2013), which means, every CPN can 

be transformed into a WFN with the same basic structure, 

same color domains (possibly partitioned in static 

subclasses), equivalent arc labeling, and the possible 

addition of transition predicates (Chiola et al. 1991). It 

implies that WFNs have at least an equal modeling power 

compared to general (unconstrained) CPNs defined in 

(Jensen 1981). 

 

 
Figure 1 Different Ways of Analysis of Colored Nets 
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The right part of Figure 1 describes the possible analysis 

methods applicable to WFN models. To avoid the 

combinatorial explosion, several reduction rules could 

first be applied, e.g. the reduction rules in (Haddad 1991). 

Several reduction rules may also need a calculation of 

colored invariants (Couvreur & Martínez 1991). Then 

the models can be analyzed with help of these invariants 

and/or by building a symbolic reachability graph (Chiola 

et al. 1991) which will greatly reduce the size of the 

reachability graph. 

As our final objective is to propose appropriate Petri Net 

patterns whose properties can be checked before the 

models are implemented, this paper proposes the use of 

WFN instead of CPN for modeling autonomous railway 

control systems, in order to benefit from the advantages 

of analyzing a WFN model. 

 

4. RAILWAY SYSTEM BASIC AND CONTEXT 

This study concerns the management of multiple trains 

in a railway line based on Movement Authorities (MA, 

permission for a train to move to a specific location with 

supervision of its speed) generated by trackside 

infrastructure. We first present the background of the 

railway models. 

 

4.1. Railway Lines and Blocks 

Railway lines are connections of different railway 

stations. Normally, a single railway line has a fixed 

direction and all the trains in this railway line run in this 

direction. A railway line is divided into numerous blocks. 

Blocks are used to avoid train collisions, ensuring the 

safe and efficient operations of railway systems. 

 

 
Figure 2 Railway Lines and Blocks 

 

Figure 2 shows an example of lines decomposed into 

blocks. The railway line from Station 1 to Station 2 and 

another railway line from Station 2 to Station 1 are 

divided into several blocks respectively (for simplicity, 

Figure 2 represents each railway line with 5 blocks). For 

safety reasons, each block must contain no more than one 

train. Thus, only after the train occupying the current 

block (the block is said to be “occupied”) has left (the 

block is then “clear”), another train is authorized to enter 

this block. 

 

4.2. ETCS-2 Based Train Management in Railway 

Lines 

European railway systems are nowadays equipped with 

the ERTMS and the European Train Control System 

(ETCS). 

ETCS is specified in four different levels (level 0-3). 

Currently, ERTMS/ETCS level 2 (ETCS-2) has been put 

into use on several high-speed railway lines in Europe, 

which uses Eurobalise to help train locating and uses 

continuous radio transmission GSM-R (Global System 

for Mobile Communications - Railway) for data 

exchanges between trackside infrastructures and onboard 

equipment. Our study is based on the infrastructure of 

ETCS-2. Figure 3 illustrates the main functions of train 

management offered by ETCS-2. 

 

 
Figure 3 ETCS-2 Based Train Management 

 

Trackside: Radio Block Center (RBC) provides trains 

with Movement Authorities (MA), taking into account 

the positions of corresponding trains, signals and switch 

states as well as the physical line configuration (slopes, 

curves, etc.); 

Onboard: Each train regularly sends its position to RBC 

and receives MA from RBC. The onboard equipment 

calculates a speed profile considering the End of 

Authority (EOA), which is the last block in the MA, and 

the train characteristics (mass, length, etc.). 

 

4.3. System Simplifications and Assumptions 

This study considers a set of simplifying assumptions to 

manage multiple trains in a railway line. The aim of these 

simplifications is to reduce the complexity of the models 

so that the models could be represented in a limited 

number of pages. The principle assumptions are: 

1. Our model does not take into account the length 

of a train. We only care whether a train occupies 

a block. 

2. The MA message is reduced to the list of blocks 

that are reserved and assigned to a train. The 

exact speed limit and the other parameters in a 

MA are not considered here. However, we 

assume that a train can always stop at its EOA. 

3. A single RBC manages all the trains in the same 

railway line between two stations. This means 

that the RBC handover function is beyond this 

study. The control of railway node/station is not 

considered. 

4. In this paper, a “railway line” has a fixed 

operation direction and is linked with only 2 

stations: the departure and the arrival. The 

overtaking is not considered. This assumption 

simplifies the operations we propose later in the 

paper by always maintaining the same order of 

the trains as they enter in this railway line. 

5. Each time a train enters in a new block, we 

assume that it receives its current position from 

a Eurobalise and then sends a position report to 

the corresponding RBC, instead of considering 

the specified report format according to 

ERTMS/ETCS-2 standard. 

Block Block Block Block Block

Block Block Block Block Block

Speed

End of Authority (EOA)

Block NBlock N-1Block N-2

Radio Block Center (RBC)
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6. Once a RBC receives a position report from a 

train, it updates the train’s location in its 

database. The RBC also considers the location 

report as a MA request. Consequently, it 

generates a MA response to the train according 

to the following principle: if the train is the first 

one in the railway line (there is no preceding 

train until the end block), its EOA is set to the 

end block in this railway line, otherwise the 

EOA is set to the block next to the one occupied 

by the preceding train. 

 

5. WELL-FORMED PETRI NETS 

 

5.1. Well-Formed Petri Net and its formalism 

Well-Formed Petri Nets (WFN) are Colored Petri Nets 

(Jensen 1981) that satisfy a set of syntactical constraints. 

In this paper, we only introduce the main features of 

WFN. A complete formal definition can be found in 

(Chiola et al. 1991). 

 

5.1.1. WFN Color Classes and Color Domains 

A color class can be ordered or unordered, and can be 

divided into static subclasses. A color class defines the 

same nature of the tokens of this type. When a color class 

comprise of several static subclasses, the colors within 

each static subclass share some similar potential 

behaviors (batch operation, symmetry, etc.). 

A color domain is a Cartesian product of color classes. A 

neutral color is noted as ε, allowing to define uncolored 

places or transitions. 

Each place and each transition of a WFN is associated 

with a color class or with a color domain. 

 

5.1.2. WFN Color Functions 

Color functions are formal sums of guarded functions 

built by standard operations (linear combination, 

composition, etc.) on basic functions. 

There are three basic functions: identity function is a 

projection which selects an item of a tuple and is always 

denoted by a typed variable (e.g. X, Y) in application; 

diffusion function is a constant function which returns the 

bag composed by all the colors of a class or a subclass 

and is denoted All(C) where C is the corresponding 

(sub)class; successor function applies on an ordered class 

and returns the color following the given color, which is 

denoted as . 

 

5.1.3. Guards 

Color functions are formal sums of guarded functions 

built by standard operations (linear combination, 

composition, etc.) on basic functions. 

An atomic predicate can identify two variables ([X = Y]), 

compare a variable with another using successor function 

([ ]), or restrict a variable to be within a static 

subclass D ([X  D]). 

The constrains above provide WFN with a good structure 

and simplify its analysis. The formalism of basic 

functions emphasizes the system symmetries. However, 

some asymmetric behaviors of objects in a given class 

are also supported by subclass divisions or by guards on 

transitions or on color functions, which has strengthened 

the modeling power of WFN. 

 

5.2. WFN Modeling Tools 

CPN-AMI (Kordon & Paviot-Adet 1999) allows users to 

build and analyze models of AMI-Nets, which are WFNs 

with a specific syntax. 

GreatSPN (Chiola et al. 1995) is a friendly framework 

allowing the modeling, validation, and performance 

evaluation of Generalized Stochastic Petri Nets (GSPN) 

and their colored extension: Stochastic Well-Formed 

Nets (SWN). This tool also supports timed Petri Net 

based modeling and implements several efficient 

analysis algorithms to facilitate complex applications. 

Besides these tools supporting WFN, one could also 

choose from a variety of tools for Colored Petri Nets and 

High-level Petri Nets to build their WFN models with 

respect to the WFN definition. 

 

6. WFN MODELING PATTERNS FOR TRAIN 

CONTROL SYSTEM 

In this section, we propose three modeling patterns that 

could be useful to build WFN models for railway control 

systems. 

1. An equivalent structure in WFN to the arcs 

using IF-THEN-ELSE expressions defined in 

CPN Tool (Jensen et al. 2007); 

2. The definition and implementation of a 

successor function; 

3. A WFN queue structure with its corresponding 

management operations (adding item, removing 

item, modifying item, query, etc.). 

We will define these modeling patterns with respect to a 

practical railway train control model. While these 

modeling patterns can also be applied to other complex 

system models. 

 

6.1. IF-THEN-ELSE Arc in WFN 

IF-THEN-ELSE is a common alternative structure that 

facilitates the modeling of some system logic functions. 

An arc using IF-THEN-ELSE expression is supported by 

some tools e.g. CPN Tools. Unfortunately, it is not 

supported in WFN. In this section, we propose two 

solutions to use IF-THEN-ELSE arc based on guarded 

functions and guarded transitions respectively. 

 

6.1.1. IF-THEN-ELSE Arc by Guarded Functions 

Consider a transition t and a place p. Let  and 

. 

We define  and  two unguarded colored functions, 

which are sums of tuple of basic functions. 

 

, 

. 

 

We define a general IF-THEN-ELSE expression which 

labels an arc connecting a transition t and a place p: 

 

, where . 
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As such an expression  is not supported by 

WFN syntax, we define the equivalent function 

 : 

 

WE
* p,t  = g  ¬g

= g  f1
t
, f2

t
,…, fk

t

m

+ ¬g f1
f
, f2

f
,…, fk

f

n

 

              = g f1
t
, f2

t
,…, fk

t

m

+ ¬g f1
f
, f2

f
,…, fk

f

n

where . 

 

Obviously,  respects the definition of WFN 

standard functions (Chiola et al. 1991) and has the same 

semantic as the IF-THEN-ELSE expression . 

 

6.1.2. IF-THEN-ELSE Arc by Guarded Transitions 

Some Petri Nets tools do not support the concept of 

guarded function. In this case, we can use two guarded 

transitions to model the "then" and "else" clause of the 

IF-THEN-ELSE arc respectively. 

Figure 4 shows an example of an IF-THEN-ELSE arc 

and its context. G is the guard of transition t (it is possible 

that G=TRUE) and g is the condition in the IF-THEN-

ELSE expression. The other notations will be the same 

as defined in section 6.1.1. 

 

 
Figure 4 IF-THEN-ELSE Arc by Guarded Transitions 

 

We propose an equivalent structure taking into 

consideration three cases based on the relationship 

between G and g. 

 

Case 1: G is stronger than g ( ) 

In this case, 

. 

According to the firing principles, transition t is not 

enabled with a color . 

Consequently, only the function  in the THEN-clause 

should be considered. Thus, the incidence function 

 is then rewritten as 

, where . 

 

Case 2: G and g are disjoint ( ) 

In this case, 

 

In opposition to Case1, transition t is not fireable with 

any color , so only the 

function  in the ELSE-clause should be considered. 

Thus, the incidence function 

 is then rewritten as , 

where . 

 

Case 3: general case not belonging to Case 1 nor Case 2 

In this case, we partition the colorset satisfying the guard 

G (i.e. ) into two sub-

colorsets  and  : 

 , 

,  

such that  and . 

Then one models transition t with two transitions  and 

 defining , 

where 

- ; ; ; 

- ; 

- ; 

- Assume ,

, then , 

, 

; 

- , , 

; 

- , , 

; 

- , . 

We will give an example later in section 6.3 when 

introducing the operation 3 for a train queue structure. 

 

6.2. Predecessor Function and Its WFN Realization 

In WFNs the successor function  is defined as an 

elementary function. While in some modeling cases it is 

also necessary to use a predecessor function, which is not 

defined in WFNs. This study proposes a method to use 

predecessor functions that will be noted as . This 

study also gives its application constrains. With respect 

to these constrains one could always find an equivalent 

WFN structure which behaves as a predecessor function. 

Let  be an application from 

 to the predecessor of  in , where  is an ordered 

class. It is worth noting that like the successor function, 

the predecessor of the first item in  is the last item. 

To benefit from the features of WFN, when analyzing 

such a colored net using predecessor functions defined 

above, we could transform it to an equivalent WFN.   

Figure 5 shows an example of a colored net using 

predecessor (Figure 5 (a)) and its equivalent WFN 

(Figure 5 (b)). In the example ; X, Y are 

two identity functions that , ; (X-1) and 

(X+1) are notations of predecessor and successor 

functions that (X-1) = , (X+1) = . 

Figure 5 (a) uses the predecessor function (X-1) in the 

output arc of transition t. In order to replace this structure 

using WFN, we do the following two steps: 

 

 
Figure 5 Predecessor and the Equivalent WFN 
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Step 1: search for all the instances of the identification 

function X in the “context of transition t”, and replace 

them with the corresponding successor function (X+1). 

It is worth noting that the three atomic predicates defined 

in WFN are replaced by the following rules respectively: 

1. [X = Y] is replaced by [ ]; 

2. [ ] is replaced by [ ], which 

means [X = Y]; 

3. [X  D] is replaced by [ ], which is 

not a WFN guard. In this case, let 

 be a subclass, we define a new 

subclass  where 

and  are the predecessors of  and 

, respectively. Then [ ] is 

transformed to [ ]. 

In the example, the two instances are found in the guard 

of transition t and on the output arc from the transition t 

respectively in Figure 5 (a), which are then replaced by 

(X+1) in Figure 5 (b). 

 

Step 2: replace the predecessor function (X-1) (in Figure 

5 (a)) with the corresponding successor function X (in 

Figure 5 (b)). In the example, the one on the output arc 

of transition t is replaced by t’. 

 

Application constrains: In order that the replacement 

above can be performed, for a color instance , if the 

predecessor function  is used, the corresponding 

successor function  cannot appear in the “context 

of the same transition t”, which includes the arcs 

connected with transition t and the guard of transition t. 

In other words, we cannot use the predecessor and the 

successor function of a same color instance  

simultaneously and in the “context of a transition”. 

 

6.3. Queue Structure in WFN 

While modeling railway control systems, more exactly 

the RBC model needs to have a centralized storage of the 

trains’ queue, i.e., the information of all the trains in the 

railway line it manages. The information includes at least 

the trains’ identifications, their positions and the 

sequence of these trains. 

Using WFN, we can use a token of a product domain (e.g., 

) to illustrate the identification 

and position of each train. However, it is difficult to 

establish an ordered relation among these tokens. 

In some software for modeling high level Petri nets such 

as CPN Tools (Ratzer et al. 2003; Jensen et al. 2007), it 

is possible to use a “list” type, like that defined in most 

programming languages, to realize this queue of trains. 

While the use of “list” type color class will lose the 

convenience of analyzing a WFN (a colored net using 

“list” type is obviously not a WFN). 

This section defines a queue structure in WFN. It 

establishes an order relation among different elements 

and supports several operations e.g. insert, removal, 

query, and update. In addition, a colored net using this 

WFN-compatible queue structure remains a WFN, 

maintaining all its advantages for its analysis. 

The proposition of this queue structure is faced with the 

requirements of modeling a practical train control system. 

Its application will be illustrated with the implementation 

of the Movement Authority (MA) function as part of the 

RBC model in Section 7. The implementation of the 

queue structure (e.g. Operation 3) uses the modeling 

patterns proposed in section 6.1 and 6.2. 

Some basic declarations used in the queue structure are 

defined as follows: 

 

CLASS POS = <0> <1, 2, …, N> <N+1>; 

 TID = <T(0), T(1), T(2), … , T(M)>; 

DOMAIN TRAINITEM = <POS, TID, POS>. 

 

The color class POS is ordered and is divided into three 

sub-classes. Each position in <1, 2, …, N> represents a 

particular block in the railway line (which has N blocks; 

N is consequently a parameter that is bound to a specific 

value for each real line). The other two sub-classes <0> 

and <N+1> are for special purposes and will be explained 

in the following paragraphs. For convenience, we define 

a constant HEAD = N+1 for the following parts of this 

paper. 

The color class TID enumerates the different identifiers 

of trains, in which T(0) is reserved as a special value and 

it does not represent a real train. TID could be an 

unordered class. 

The color domain TRAINITEM is a 3-tuples Cartesian 

product and has the following practical meaning, as 

shown in Figure 6. 

 

 
Figure 6 Structure of TrainItem 

 

Each token (except the token TrainQueueRear) of color 

domain TRAINITEM represents a particular train 

(TrainID) with its current position (Current Block). In 

addition, each train is connected to its previous train by 

indicating the block where its predecessor is located 

(PrevTrain’s block). The following two special values 

help to construct the queue structure: 

 

First Train: The first train in the railway line has not a 

preceding train regarding the actual state of the line. Let 

us give a special value “HEAD: POS” to its third field. 

As defined above, the constant HEAD = N+1. The block 

“N+1: POS” does not exist in the railway infrastructure. 

This value is used to indicate the first train in the queue. 

 

Train Queue Rear: It doesn’t present a real train, but 

offers a link to the rear train’s position. The first and 

second fields of this item are always “0: POS” and “T0: 

TID”, which is used to identify this rear item. It is worth 

noting that the block “0:POS” is not a real block, neither 

T(0) a real train. Its third field indicates the position of 

the rear train in the queue. 
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Figure 7 Conceptual List Structure of 3 Trains 

 

The queue structure is then constructed by two places, 

i.e., place TrainQueue: TRAINITEM and place 
FreeBlock: POS. 

In place TrainQueue there are tokens of color domain 

“TRAINITEM”. In a special case where there are no 

trains in the railway line, the place TrainQueue is not 

empty, there still exists a token (Train Queue Rear in 

which the third value is “HEAD: POS”): <0: POS, T(0): 

TID, HEAD: POS>. 

Tokens in Place FreeBlock represents the free blocks that 

are not occupied by a train. Each time a train moves, it 

will take the new position token from Place FreeBlock 

and release the token of its previous position. 

To illustrate how to model a practical queue structure of 

trains in WFN, here is a general case assuming that there 

are 3 trains in the railway line, as shown in Figure 7. 

Now it is necessary to define some basic operations to 

manage the queue structure. 

 

Operation 1: Insert Operation 

A new train is always inserted from the rear of the queue 

and it is normally inserted in Block 1. Then the objective 

of this operation is to insert a new token with <TrainID 

= tr: TID, CurrentBlock = 1: POS> to the queue and to 

modify the concerned tokens. This operation is explained 

with Figure 8, where tr is the identifier of the train to 

insert, and p_last is the position of the last train before 

this inserting operation. 

 

 
Figure 8 Insert Operation 

 

For Operation 1, it is worth noting that: 

• If there is already a train in block 1 before the 

operation, the token <1: POS> is no longer in 

place FreePlace, the new train to be inserted 

needs to wait until this block 1 is set free again; 

• The operation also considers the case that the 

railway line is previously empty, i.e. p_last = 

HEAD: POS. 

 

Operation 2: Removal Operation 

When a train arrives at the end block (Block N) of the 

railway line and then leaves this railway line, its token 

<N:POS, tr:TID, HEAD:POS> must be removed from 

place TrainQueue and the token of the block <N: POS> 

must be released to place FreeBlock. 

Figure 9 shows that the two tokens representing the first 

train <N, tr, HEAD> and its successor train <p1, t1, N> 

are involved. The last train token is removed and the 

“PrevTrain” field of train “t1” is updated to “HEAD: 

POS” as it becomes the first train in the railway line.  

 

 
Figure 9 Removal Operation 

 

For Operation 2, it is worth noting that:  

• The variable “tr” is in fact, not necessary as it 

could be implied by only using its position “N”, 

however we still use it to guarantee the right 

train we want to remove.  

• When the train to be removed is the only train 

in the queue, its successor train is the rear item, 

i.e. “p1=0” and “t1=T(0)”. In this case the 

removal operation will result in the case with a 

unique token <0: POS, T(0): TID, HEAD: 

POS >, which means there is no more trains in 

the railway line. 

 

Operation 3: Request of Movement Authority (MA) for 

a train. 

In order to avoid the collision of trains, each train must 

request the RBC for MA. By receiving the MA requested, 

the train knows to which block it can advance safely 

without any collision risk. In practice, it can advance 

until the anterior block to the current position of its 

predecessor train. This authorized position is called the 

End of Movement Authority (EOA). Normally the train 

needs to request a new MA regularly before reaching its 

EOA, in order not to be stopped during its advancement. 

• When the considered train is the first train in the 

railway line, it can advance until the last block 

of this railway line, so its EOA is position N; 

• When the considered train is not the first train 

on the railway line, and its predecessor train is 

currently in block “p_pre”, then its EOA should 

be the block “p_pre - 1”. 

Therefore, the EOA position for a particular train with 

“tid=tr” could be expressed as “IF (p_pre = HEAD) 

THEN N ELSE (p_pre - 1)”, which contains an “IF-
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THEN-ELSE” arc and a predecessor function. Such an 

arc expression is not supported by WFN. While, after the 

application of equivalent structures proposed in section 

6.1.2 and 6.2 (considering the definition HEAD = N+1), 

the structure of this operation using WFN can be given 

in Figure 10. 

 

 
Figure 10 Request of Movement Authority 

 

Operation 4: Update of Train Position 

The update of train position does not affect the order 

relation of trains in the queue. Transition Update1 

replaces the train’s positon with a new value while 

transition Update2 deals with its successor train. 

Figure 11 illustrates the WFN implementation of this 

operation. When the position value is updated, the 

previous position token “p0” is released to place 

FreeBlocks and the new position value is taken. We  use 

two guarded functions with the guard [p<>p0] to avoid 

the manipulation to place FreeBlocks when the new 

value equals the old one. 

The update operation is always triggered when RBC 

receives a position report < tr: TID, p: POS > from a train. 

After the update in its database, it is necessary to send 

back an acknowledgement to the train. 

 

 
Figure 11 Update of Train Position 

 

7. CASE STUDY 

Faced with the practical problem of railway system 

controllers design, we have built several control models. 

Three models will be explained in this section. They offer 

the functions of managing multiple trains in a railway 

line, and with respect to WFN definitions. 

 

7.1. System Structural Model 

Figure 12 shows the model of the system architecture. 

The models are built in a modular way. The rectangles 

with double-line borders are modules. 

This example model considers two train modules, whose 

detail is explained in section 7.2. A RBC module is built 

for the railway line management; and its details will be 

given in section 7.3.  

Place Train2RBC and place RBC2Train represent the 

wireless interfaces between trains and the RBC module. 

The tokens in them are messages between different 

modules. In a similar way, place Balise2T models the 

Eurobalise interfaces. In our study, the Eurobalises are 

used to inform the trains of their locations. 

The places T1info and T2info define the respective 

identifier of each train. Bidirectional arcs are used as the 

identifier tokens should never be consumed or modified. 

This can also be done for RBCs, in case of the modeling 

of a line controlled by several RBCs. 

As all the train modules are exactly identical (except their 

TIDs as initial markings), it is possible to add more train 

modules to the architectural model, as long as these train 

modules are connected to the suitable interfaces and 

assigned with a TrainID. 

 

 
Figure 12 Structural Model of the Case Study 

 

7.2. Train Model 

Figure 13 gives the train model integrated with the 

functions to enter a railway line, to advance with respect 

to its MA, and finally to pass this railway line.  

 

 
Figure 13 Train Module of Case Study 

 

Let us suppose that initially the train just arrives on the 

first block (place Balise: 1, place Position is empty, place 

EOA: 1, place Registered: false). From this initial state, 

the following functions describes the behavior of the 

train sequentially. 

 

Register function is to register the train itself to the RBC. 

To fire the transition Register, the train must be located 

in block 1 (token “1: POS” in place Balise) and the state 
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Registered is false. When transition Register fires, it will 

send a message of type “INSERT” to the RBC, put a 

token “1: POS” into place Position, and change the state 

Registered to true.  

Advance function is to simulate the advancement of a 

train already in the blocks. The train can advance as well 

as it does not arrive on its EOA position. Each time the 

train passes a block, its new position is received via place 

Balise so that transition Advance is fired. The token in 

place Position is updated, and a position report is also 

sent to inform the RBC of its new position. 

Transition Receive can be fired when there is a MA 

message generated by RBC. Place RBC2T are shared by 

all the trains, so only the message for this train (tid) will 

be received. After receiving the message, its new EOA 

value is then memorized in place EOA. 

Disconnect function is to inform the RBC that it has 

passed the railway line. After passing the last block 

(block N), the transition Disconnect can be fired. Then 

the token “N: POS” is removed from place Position, the 

train sends a message of type “REMOVE” to the RBC 

and changes its state Registered to false. 

7.3. RBC Model 

Figure 14 represents the RBC model. The four main 

functions (e.g., InsertTrain, RemoveTrain, QueryEOA 

and PositionUpdate) are well explained as the four 

operations of train queue structure in Section 6.3. 

What we need to add in this model is the way to fire 

different functions. The functions InsertTrain, 

RemoveTrain and PositionUpdate can be fired after 

receiving a message from a train. A field “Type” (i.e., 

INSERT, REMOVE or UPDATE) in the message helps 

to choose the corresponding functions to fire. 

For convenience, the RBC model regards a position 

report as a MA request. So, each time it receives a 

position report, the trainID is then put into place Request 

in order to generate a MA for it. The RBC also generates 

a MA for a train that is just registered (after transition 

InsertTrain is fired). 

8. CONCLUSIONS AND PERSPECTIVES

In this paper, we have shown that it is possible to use 

WFN to model complex systems such as railway systems 

by using several modeling patterns and techniques that 

we propose. These modeling patterns also make it 

possible to model some structures and extensions of 

other types of colored Petri nets such as the CPNs defined 

in (Jensen, 81), based on the WFN rules (e.g., elementary 

colored functions). We illustrate our propositions by 

applying them to the Movement Authority (MA) 

function modeled in the ECTS-2 context. 

The prospects for this work are of course to continue the 

modeling of other functions of a railway system with a 

view to its complete automation. We are thinking in 

particular about the routing function of a train inside a 

node, which is implemented today in a semi-automatic 

mode, which requires a man-machine cooperation. 

Beyond the modeling stage, it will be necessary to 

complete this work by the development of a method 

allowing the formal verification of our models while 

controlling their combinatory explosion. On the other 

hand, we want to use the techniques of reductions 

applicable to the WFN for our developed models. We 

also plan to directly use the calculation of colored 

invariants on reduced models but also the construction if 

necessary of symbolic reachability graph. All these 

mentioned methods may be complemented by the 

proposal of a formal model verification such as the 

assume-guarantee reasoning (Nguyen Huu 2013) in 

order to ensure that the global model inherits the 

properties verified on its component modules. 
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ABSTRACT 

This paper proposes an anti-windup solution for a STR 

controller with two degrees of freedom (2DoF). The 

main advantage of this kind of controllers is that the 

dynamic for tracking references can be different than 

the one specified for disturbance rejection. As a design 

condition, it is also proposed to eliminate the steady 

state error so that, the presence of an integral term in 

the controller is mandatory. Due to the physical 

limitations and an unstable factor in the controller, an 

anti-windup strategy is needed. These logics or non-

linear schemes are extensively studied for classical 

controllers but not for 2DoF strategies. 

The proposal has been verified both in simulation and 

on a physical plant. 

Keywords: two-degree control, anti-windup, integral 

action. 

 

1. INTRODUCTION 

Controllers with two degrees of freedom (2DoF) are 

attractive because they can separate the two control 

problems: the set point (SP) tracking and the 

disturbance rejection.  

PIDs are extensively used in controllers of two degrees 

of freedom (PID-2DoF). Tripathi R. and Hanamoto T. 

(2017) show the improvement between 1-DOF and 2-

DOF for the optimization of a dc voltage controller. 

Sahu R., Panda S., Rout U. and Sahoo D. (2015) 

compare different strategies and expose a new and 

better technique. Wang D., Liu T., Sun X., Zhong C. 

(2016) propose a discrete-time 2-DOF design method 

for integrating and unstable process with time delay. 

Even the anti-windup solutions have been largely 

studied for PID systems, as can be seen in the review of 

solutions presented by Espina J., Arias A., Balcells J. 

and Ortega C. (2009), it is not a closed subject. 

Particular solutions are always being studied and 

compared for specific systems; such is the case of Perez 

T. (2009), who presented an anti-windup design for the 

dynamic positioning of marine vehicles with control 

allocation. However, there are no previous thorough 

studies that provide a satisfactory Anti-Wind-Up 

solution for an STR 2-DoF system as for PIDs.  

Although the PID-2DoF is deeply studied and used, the 

STR has some advantages since any kind of dynamics 

can be introduced. Some authors (Matijevic M., 

Sredojevic R. and Stojanovic V., 2011), argue that the 

little industrial use of the STR is due to its complexity 

in the implementation. This paper shows a simple way 

to solve STR implementation problems, in particular 

the windup effect. 

The main advantage of a STR controller is its structure, 

which is able to carry out improved performances due 

to the fact that it stores several states of the set point, 

the process variable and the manipulated variable. What 

is more, STR method allows the user to divide the two 

degrees of freedom into individual and understandable 

elements and to add terms without being restricted to 

any amount of degrees. 

Nevertheless, a set-back of this structure is that the 

implementation of traditional anti-windup structures 

does not work. The anti-windup solution is more 

complex than the used in the classical controllers, where 

only one previously manipulated variable value is 

needed. 

Moreover, it is well known that controllers with any 

unstable term (e.g. integral action) working on a process 

with limited actuators can cause malfunctioning of the 

closed loop system or even have stability problems. For 

instance, if there is an integral term and the calculated 

control action is unfeasible (due to any actuator 

limitation), the integral calculation will increase 

indefinitely (windup effect). When the error changes its 

sign, the manipulated value variation will be delayed 

because of the windup. This problem is strictly of a 

physical nature because the model of the controller does 

not contemplate any kind of restriction. 

 

The main goal of this paper is to provide an anti-windup 

solution that works for a 2-DoF controller without 

adding an extra parameter decision or an extra 

mathematical resolution.  

First, we will provide a characterization of anti-windup 

and of the model used for investigation. Then we will 

explain the method used to build the STR control 

model. Next, we will assess the different anti-windup 

solutions for STR one degree of freedom controllers. 

And finally, we will present a solution for STR 2-DoF 

controller. 

 

2. PROCESS MODEL 
The process model adopted is the classical discrete 

linear model expressed in the following equation: 

kk uzByzA )()( 11    (1) 

where u(k) is the manipulated variable (MV) and y(k) 

the process variable (PV). 

The degree of )( 1zB  must be less than the degree of 

)( 1zA . The polynomials )( 1zA  and )( 1zB  have 
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no common factor, and the polynomial )( 1zA  is 

monic. 

  

3. CONTROL LAW 

Next figure shows the STR structure (Astrom and 

Wittenmark, 1997) where the block "process" 

represents the plant to be controlled. 

 
Figure1. STR Block Diagram 

 
The resulting linear controller is: 

     1 1 1

k k kR z u T z r S z y     (2) 

The closed loop transfer function becomes 

  kk spzTzByzSzBzRzA )()()()()()( 111111    (3) 

where the characteristic equation 

  )()()()()( 11111   zAlczSzBzRzA  (4) 

can be solved as a Diophantine equation. There is not a 

unique solution for the equation and this can be used to 

solve the 2DoF controller. Defining: 

       

     

     

1 1 1 1

1 1 1

1 1 1

mr

mr

mr lc

R z A z R z z

S z A z S z

T z B z A z

   

  

  

 





 (5) 

with 

 1 11z z     

           1 1 1 1 1 1

lcA z A z R z z B z S z       

       1 1 1 1

m m mG z B z B z A z     

In this way, it can obtain: a) the relation between PV 

and set point (SP) is  1

mG z , which can be arbitrarily 

defined; b) due to  1z , the controller has integral 

action, and c) the disturbance rejection dynamic is set 

independently, by the choice of  1

lcA z . 

Without any loss of generality, as an example, a process 

model of first order will be considered as follows: 
1

1

1

1

1A a z

B b z





  




 (6) 

 

The minimum degree of  1R z  and  1S z are: 

 1 1

11R z r z    

 1 1

0 1S z s s z    
(7) 

and 

 1 1 2 3

1 2 31lc lc lc lcA z a z a z a z        (8) 

 

Hence solving the diophantine equation using the 

Sylvester matrix: 

1 1 1 1

1 1 0 2 1

1 1 3

1 0 1

1 0

0 0

lc

lc

lc

b r a a

a b s a a

a s a

      
     

  
     
          

 (9) 

The unknown controller coefficients 

 1 0 1r s s always can be found if an only if 

 1A z and  1B z have no common roots. 

 

3.1. Control Law without Anti-Wind-Up 

According to (2) and (5), the resulting control law has 

the following polynomials: 

1 2 3 4 5

1 2 3 4 5

1 2 3 4

0 1 2 3 4

1 2 3

0 1 2 3

1R r z r z r z r z r z

S s s z s z s z s z

T t t z t z t z

    

   

  

      


    


   

 (10) 

 

4. ANTI-WINDUP STUDY FOR STR MODEL 

WITH ONE DEGREE OF FREEDOM 

There are two common situations that may lead to the 

need for an anti-windup solution: a) when a set point 

greater/less than the physically possible achievable is 

requested, and the manipulated variable saturates 

without reaching the set point; b) when a great 

performance is required, and the system is expected to 

react very fast so, the control actions are too violent, 

finding the upper or lower physical limitation. 

As is proposed in (Huang, Peng, Wang, 2008), the anti-

windup solutions can be divided in two groups: a) 

conditional integration and b) feedback calculation. In 

the former, the integration value is frozen and forced to 

be near the actual plant input (MV). In the later, an 

internal second feedback, which is related to the 

integrator term and the saturation element, is 

introduced. 

First, the anti-windup solution for the scheme with one 

degree of freedom will be analyzed, in order to 

demonstrate that the difference with PIDs is not only 

related to the two degrees of freedom condition. In this 

case the closed loop poles to follow references and to 

reject disturbances are the same. 

 

4.1. Conditional Integration 

As a first case of study, the conditional integration 

solution will be introduced. The control law, in case of 
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saturation, will be forced to be near the actual input 

variable (MV).  

Three controllers are initially simulated, namely: 

 Controller 1: with no anti-windup logic. 

 Controller 2: the actual MV is saved for futures 

calculations. 

 Controller 3: the actual MV is saved for futures 

calculations, and a “set point setup” is 

performed. 

The "set point setup" holds the actual set point value to 

a feasible reachable PV. Then, the system will store the 

saturated value as the new set point. When the 

stationary value for that situation is finally reached; the 

error will be zero because the system is in the new 

desired point. 
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Figure 2: Conditional Integration, 0.98Amrp   

 

Figure 2 shows a simulation of the three controllers 

with all the closed loop poles equal to 0.98Amrp  , and 

compares how the controllers work when set point is 

greater than the physically possible achievable for 

process variable and manipulated: 

Controller 1: the system gets stuck due to the 

difference between set point and process variable, 

which results in an accumulation of error. The control 

action starts working again after several further error 

samples of opposite sign, because there is no anti-

windup logic being applied. 

Controller 2: when the accumulated error is not 

correctly adjusted, the system may act automatically 

after the set point has been changed because the 

calculation of the control variable allows this. However, 

it may have an underdamped response, as is the case 

between times 1500 and 2000 in Figure 2. 

Controller 3: It works following the reference model 

without any delay. As can be seen, the set point error 

does not influence the performance either (response 

appears after time 1500 and 2500). Since the system 

stores previous set point values, these become a key 

factor in the anti-windup solution. 

In order to test Controller 3 against the second typical 

case where an anti-windup solution is required (that is, 

when great performance is required), the model poles 

0.90Amrp  is used. The simulation result can be seen in 

Figure 3. 
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Figure 3: Conditional Integration for 0.90Amrp  . 

 

Here, an underdamped behaviour appears. The 

conclusion is that this technique depends on the 

required performance. Therefore, the anti-windup logic 

has not only to limit the MV, but it has also to 

recalculate its internal value for further states.  

 

4.2. Integrator Feedback  

These methods consist of adding a feedback related 

with the saturation element and the integrator term. 

 

4.2.1. Tracking Feedback 

The integral part is separated from the rest of the 

controller. In Figure 4, it is shown the difference 

between the calculated manipulated variable (CMV or 

v in the figure) and the actual manipulated variable 

(MV or u in the figure).  

Both signals are compared and the difference affected 

by a gain, is fed to the integrator input. 

 

 
Figure 4: Tracking Feedback 
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If the MV is not saturated, this feedback has no effect; 

when the actuator is saturated, the feedback attempts to 

make the error signal equal to zero changing the integral 

value. 

The feedback gain (2, in the figure) has to be adjusted 

for having the fastest correction. 
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Figure 5: Tracking Feedback vs. Controller3 when the 

set point is greater than the physically achievable, 

0.98Amrp  . 

 

This controller uses several (more than a PID) past 

samples of PV and MV and SP. Therefore, the tracking 

feedback scheme presents a delay when the SP is not 

reachable. This effect can be seen in Figure 5. 

Thus, the magnitude of the difference between the set 

point and the process variable will affect the subsequent 

performance of the system, especially in the response 

time. 
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Figure 6: Tracking Feedback (green) vs. Controller3 

(light blue) when the set point is greater than the 

physically achievable. CMV. 

 

The CMV, by both methods in the saturation situation is 

shown in Figure 6 and 8. In the case of Controller 3, the 

first points in the saturation present difference between 

the CMV and the MV. This is due to the fact that the 

steady state has not been reached and the error is not 

zero. 

However, in the tracking feedback remains in a constant 

oscillating error that is quickly eliminated after the set 

point changes, but there is a small delay in the reaction.  

Figure 7 compares Tracking Feedback, Controller3 and 

an ideal situation without saturation, for the case of a 

great performance requirement. Until the manipulated 

variable is not saturated, both schemes give the same 

sequence of values and the same plant response. When 

the MV becomes saturated, the Controller 3 has an 

undesired underdamped performance while the tracking 

feedback reaches the set point with overdamping. 
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Figure 7: Tracking Feedback, Controller3 and Ideal 

Situation, for great performance case, 0.90Amrp  . 
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Figure 8: Tracking Feedback (green) vs. Controller3 

(light blue) for great performance case, 0.90Amrp  . CMV. 

 

It is interesting to see the calculated values of the MV in 

this situation (Figures 8). The conclusion is that the 
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Tracking Feedback scheme is better in this situation, 

with a drawback: the response depends on the feedback 

gain that is another parameter to be set. 

The aim of this work is to present a method for 

designing a controller with anti-windup without 

requiring any extra parameter. 

 

4.2.2. Saturated Integration  

Another way to obtain an integral with saturation is 

shown in Figure 9. The advantage of this scheme is that 

there is not any unstable block.  

 
Figure 9: Saturated Integration 

 

Figure 10 shows two overlapped SP changes: a) SP 

changes from 180 to 40 (blue) and b) SP changes from 

90 to 40 (green). It can be seen that in case a) there is a 

greater delay in the MV (right side of figure 10). In this 

anti-windup scheme does not have into account the SP 

value, which should be considered to improve the logic.  

It can be proved that this delay depends on the position 

of the reference model poles. 
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Figure 10: The response in Performance Requirement 

with model poles of 0.90Amrp  . 

 

4.2.3. Polynomial Characteristic Observer 

Astrom and Wittenmark (1997) propose a different 

possible scheme that adds a characteristic polynomial 

observer  1W z to the system. Figure 12 presents the 

block diagram. 

 

 
Figure 11: Polynomial Characteristic Observer 

 

The linear equation of control (Equation 2) can be 

expressed as: 

     

    

1 1 1

1 1

k k k

k

W z v T z r S z y

W z R z u

  

 

 

 
 (11) 

 

This controller is equivalent to Equation 2 while the 

system is not in a saturated state; when saturated or 

equal to one of the saturation limits,  1W z will 

determine the dynamics of the saturator. However, the 

authors don’t explain how to define  1W z , which is 

a key factor. 

Considering that  1R z  is derived from Equation 5, 

 1W z can be defined as any part of  1R z or a 

combination of them.  

On the other hand, the stability must be guaranteed in 

the saturation situation or in the linear behavior. To 

assure the stability in the saturation situation, the 

polynomial    1 1T z W z 
must be stable which is 

easily seen rearranging Figure 11 as can be shown in 

Figure 12.  

 

Figure 12: Rearrangement of Astrom’s and 

Wittenmark’s Polynomial Characteristic Observer 
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If, by instance,  1 1

11W z r z   , then the system 

will be unstable in the saturation situation. Figure 13 

shows the response in this example. 
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Figure 13: Polynomial Characteristic Unstable Observer 

 1 1

11W z r z   . 

If    1 1

11 mrW z r z A   , the system is equivalent 

a pure integration feedback, which is not suitable for 

STR systems.  

If  1

mrW z A  , due to mr lcA A , the dynamic of 

then    1 1T z W z cte   . Thus, in saturation 

state, the controller update is made with actual values 

because they are updated with the manipulated variable 

that goes into the process (MV) and the process variable 

(PV). Then, the resulting system has a correct anti-

windup solution for all one degree of freedom cases. 
 

 
Figure 14: Polynomial Characteristic Observer, 

 1

mrW z A    

 

Figure 14 shows the block logic for the anti-windup 

solution for the STR 1-DOF. In the next Figure (15), the 

evaluated simulation for the example, the anti-windup 

for the same set of set points when the poles are 

positioned in 0.9 or 0.98, are shown. 

 

0 1000 2000 3000 4000

40

60

80

100

120

140

160

180

P
ro

c
e
s
s
 V

a
ri
a
b
le

 

 

0 1000 2000 3000 4000
0

20

40

60

80

100

Time

M
a
n
ip

u
la

te
d
 V

a
ri
a
b
le

SP

poles 0.9

poles 0.98

 
Figure 15: Anti-windup solution for One Degree of 

Freedom  1

mrW z A  , poles 0.98Amrp   and 

0.90Amrp  . 

 

In conclusion, if mr lcA A  and the Control Law 

method (see section 4) is used to define all the 

polynomials, then it will always be possible to apply 

this anti-windup solution to any processes model. 

 

It is interesting to remark that with this solution one 

degree is added to the internal feedback of the Pure 

Integrator. This is clearly related to the fact that the 

STR model has higher degrees than the PIDs and that 

conventional system is not enough to guarantee anti-

windup for any possible situation. 

 

5. ANTI-WIND-UP STUDY FOR STR MODEL 

WITH TWO DEGREES OF FREEDOM 

With the scheme studied above, the anti-windup 

solution works exclusively when the poles are equal 

( mr lcA A ) because the term T  saves previous states. 

Then, if mr lcA A , which is the case in a two-degree 

of freedom systems, there is no anti-windup solution 

because the dynamics are not being completely 

canceled with  1W z  (see Figure 16). 
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Figure 16: No anti-windup solution for Two Degrees of 

Freedom mr lcA A , with  1

mrW z A  , poles 

0.98Amrp   and 0.90Amrp  . 

 

5.1. The anti-windup solution for 2DoF Controller  

Since  1T z dynamic is not cancelled, this 

polynomial is introduced in the saturation feedback. 

 

 
Figure 17: T Rearrangement 

 

  
Figure 18: Final anti-windup Block Diagram 

 

Figure 17 shows the rearrangement of Figure 12 and 

Figure 18 shows the new strategy introducing lcA  to 

the saturated intern loop. 

Hence, the Block Diagram is rearranged so that all the 

terms that use stored data are updated with the actual 

values of ku  and ky .  

As      1 1 1

mr lcT z B z A z   , then it turns out an 

open direct loop without dynamic can be used if and 

only if 
lcA is introduced in the loop.   

Since the internal saturation feedback has 

the    1 1

lcR z A z 
term inside, this diagram 

eliminates all previous information in case of saturation, 

leaving all the values stuck in the actual process-related 

values without accumulating any kinds of error. What is 

more, this method offers the possibility to decrees the 

order of the mrA  polynomial 

Figure 19 shows the anti-windup solution where 

mrA has three different degrees. 

Note 1: Figure 19 does not attempt to show better 

response, the regulation of the poles will deal to a better 

response or not. 
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Figure 19: Three different degrees of mrA with Anti-

Wind-Up solution, poles 0.98Amrp   and 0.90Amrp  . 

 

This gives a solution to the problem of anti-windup that 

is completely independent of the model and that is not 

subjected to any extra decision. It can be seen that the 

resulting performance is overdamped for all the times, 

regardless of the requirement of the system. 

 

6. EXPERIMENTAL APPLICATION 

Finally, the STR anti-windup solution for a real plant is 

presented. It is implemented in a tank, where the 

process variable is the water level and the manipulated 

variable is the valve, with limits 0min u  and 

0min u . The process to be controlled can be 

described as: 
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1

1

1 0.98585

0.00528

A z

B z





  


 
 (12) 

For modeling the plant, a test by exciting the plant with 

a pseudo-random binary sequence (PRBS), was 

performed. The parameters were obtained by least 

squares identification. 

For this model, with 0.98Amrp   and 0.90Amrp  , the 

polynomial controller result as follow: 
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Figure 20: Comparing Pure Integration Feedback, 

Polynomial Characteristic Observer 
mrAW   and the 

proposed anti-windup solution. Poles 0.98Amrp   and 

0.90Amrp  . 

In Figure 20, the response of the physical process is 

shown for different anti-windup strategies. The setpoint 

changes in t = 200 seconds and the solution proposed in 

this paper is the only one with no delay in response. 

It should be noted that the manipulated variable has a 

reaction problem. It is the so-called "stick-slim motion", 

and it is due to the friction of the actuator that 

introduces an oscillation in its movement but that is not 

observed in the process variable. 

 

7. CONCLUSION 

This new anti-windup strategy has been successfully 

analyzed for a STR controller, with either one or two 

degrees of freedom. 

Throughout the analysis of traditional solutions, it was 

possible to see not only why they are not accurate 

enough solutions, but also how different terms of the 

model influence the anti-windup logic, thus gradually 

leading to the proposed solution. 

It was also demonstrated that when the anti-windup is 

guaranteed to work for Set Point Greater/Less than the 

Physically Possible Achievable, it does not necessarily 

guarantee that it also works for great performance 

requirement (fast reaction), and vice versa. In order to 

state that the solution works properly, both situations 

must be verified. The reason for this is that the system 

is in different physical situations; hence, the process 

behavior is different and the controller receives other 

sorts of data. 

The solution finally proposed is a simple expression of 

an internal feedback. In addition to the simulation, it is 

shown the anti-windup problem and solution for a real 

process. 

This study is relevant to develop different control 

strategies unlike PIDs. The presented STR method 

allows the user to effortlessly divide the two degrees of 

freedom into individual and understandable elements 

and to add terms without being restricted to any model 

dimension. More importantly, the saturation is no 

longer a problem that doesn't allow the use of this kind 

of algorithms. 
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ABSTRACT 

 Hybrid Electric Vehicles (HEVs) present a wide 

range of powertrain configurations, degrees of 

hybridization and added costs when compared to 

conventional vehicles. From the point of view of control 

design, the major challenge is the reduction of fuel 

consumption and emissions. Methods for determining 

the energy management strategy that best suits this 

challenge relies on dynamic optimization techniques 

that find optimal values for the control variables 

depending on the system states and on the cost 

functions. 

 On the other hand, finding optimal control 

solutions is useless if the problem is not based on a 

reliable dynamic model of the system. This paper 

extends other works by the authors (Trindade, Fleury 

and Vogelaar, 2014; Trindade and Fleury, 2015) 

showing the steps for building a very detailed model of 

a Series-Parallel HEV in MATLAB™ and its 

identification using data available in the open literature. 

Afterwards, a Dynamic Programming technique is 

employed to explore optimal fuel consumption 

solutions to be compared to the ‘non optimal one’. In 

the first approach, the optimal solution is obtained 

considering that the Internal Combustion Engine (ICE) 

follows its best fuel consumption curves and a 

considerable reduction against the ‘non optimal’ 

solution is achieved. Last but not least, in a second 

approach, the ICE is set not to follow a pre-optimized 

operating line and this leads to better results when 

compared to the first optimal approach. 

 

Keywords: hybrid electric vehicle, dynamic 

programming, optimization 

 

1. INTRODUCTION 

While in the powertrain of a conventional vehicle 

all the driver power demand has to be fulfilled by the 

engine, in a hybrid vehicle an additional degree of 

freedom is introduced in the system by the addition of 

an electric motor. This extra degree of freedom is 

responsible for enabling hybrid functions, namely 

electric only propulsion, hybrid generation, hybrid 

boost and braking energy recuperation. Choosing the 

appropriate torque demand for electric motor and 

engine during the cycle is a task of the hybrid control 

strategy, which has to comply with the necessary 

performance, emission and fuel consumption 

requirements. This control strategy is referred in this 

paper as an Energy Management Strategy with the focus 

on fuel consumption reduction. 

According to the literature, energy management 

strategies for hybrid powertrains are usually divided 

into two classes. Desai (2010), Salmasi (2007) and Zhu 

et al. (2004) classify control strategies into optimal 

control, which aims to minimizing the fuel consumption 

by choosing the appropriate control variables, and rule-

based control, that controls the powertrain with the use 

of classic control rules not based on optimization 

methods.  Several authors have shown the use of global 

optimal control theory applied to a hybrid powertrain, 

see Sundström (2009), Karbowski et al. (2009), Liu and 

Peng (2006) and Carignano, Nigro and Junco (2015). 

Global optimal control is implemented using previous 

knowledge of the driving route since the cost function 

aims to optimizing the fuel consumption consumed at 

the end of the cycle. Therefore, it is not a real-time 

implementable strategy, but provides the control 

variables that guarantee that the minimum fuel 

consumption is achieved. 

Different drivetrain configurations for HEVs can 

accomplish the task of minimizing fuel consumption. 

The powertrain configuration of this study is a series-

parallel electric hybrid which uses a planetary gear set 

to interconnect the ICE and two electric motors. This 

paper describes the development of two computational 

models of the hybrid powertrain: a highly detailed 

model using heuristic control (Trindade, 2016) and an 

optimal control model using Dynamic Programming 

(DP) routine in order to evaluate the full fuel 

consumption benefit of the system. Two cases of the DP 

model were simulated: one aiming to optimize only the 

split of power between battery and fuel; and another 

were the engine start event and the engine operating 

points were subject of optimization. The driving cycle 

FTP75 was used in the simulations since data for this 

route is available in the literature from dynamometer 

testing.  

Preliminary results of this study (Trindade and 

Fleury, 2015) have pointed out for the importance of 
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having a small time step size in the dynamic 

programming routine in order to achieve results 

comparable to real-world systems. The improved results 

and the consequent findings will be presented in this 

paper. 

 

 

2. DESCRIPTION OF THE POWERTRAIN 

SYSTEM 

The configuration of the powertrain is shown in Figure 

1, where a planetary gear set is a transmission 

component and is used to connect the following 

components: motor-generator 1 (MG1) to solar gear, 

ICE to carrier gear and motor-generator 2 (MG2) to ring 

gear. The ring gear is directly connected to the final 

gear and to the differential. The ratio of torque 

amplification from the ICE to the wheels is fixed by the 

planetary gear ratio from carrier to ring gear.  

 The planetary gear is known for having two 

mechanical degrees of freedom. Therefore, different 

ICE speeds can be realized for a given vehicle speed. 

This is possible by controlling the MG1 speed on the 

cost of electrical energy expenditure. 

 

 
Figure 1: Diagram Of The Power-Split Hybrid 

Topology With Energy Flow Defined By Arrows. 

 

 The 2nd generation of Toyota Prius is the basis 

from where the main parameters were taken for this 

study. Data available for this powertrain is available in 

the literature (Sekimori, 1998; Kamiya, 2006; Abe, 

2000). The parameters of the vehicle used in the 

simulation are shown in Table 1. 

 

Table 1: Characteristics of the vehicle model. 

Engine 

Displacement 1.5 dm³ 

Torque 115 Nm @ 4200 rpm 

Power 57 kW @ 5000 rpm 

Traction motor (MG2) 

Type 
AC Permanent Magnet 

Motor 

Torque 400 Nm 

Power 50 kW 

Maximum speed 6500 rpm 

Generator (MG1) 

Type 
AC Permanent Magnet 

Motor 

Power 30 kW 

Maximum speed 10000 rpm 

Battery 

Type Ni-MH 

Nominal voltage 201.6 V 

Rated capacity 6.5 Ah 

 

 

3. SYSTEM MODELLING 

 The Series-Parallel configuration shown in Figure 1 

allows the system to operate as an electric continuous 

variable transmission (CVT) since the generator is used 

to control the ICE speed. The torque relationship in the 

planetary carrier is fixed by the ratio between the 

diameters of each gear and a general transmission ratio 

of the planetary gear set, 
PGSi , is defined as the ratio 

between the number of teeth of ring and sun gears. The 

dynamic equations for the system are shown in Eq.(1) 

and Eq.(2), where subscripts C, S, R, represent carrier, 

sun and ring gear parameters. Inertia terms from the 

planetary are represented by SI , RI  and CI , while 

ICEI / ICE , 1MGI / 1MG  and 2MGI / 2MG  represent 

inertia and angular acceleration of ICE, MG1 and MG2, 

respectively. The equivalent rotational inertia of the 

vehicle mass on the shaft of the ring gear is represented 

by EQRI  .  
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 The ratio of angular speed between the sun, carrier 

and ring gear is derived by the equation below, showing 

the 2 degrees of freedom in the system. 

 

21)1( MGPGSMGICEPGS ii        (3) 

 

 For a given wheel speed, there will be a number of 

possibilities for engine and generator speeds due to the 

2 degrees of freedom. In this way, MG1 will be 

responsible for controlling the engine speed by the cost 

of electrical energy.  

 

4. POWERTRAIN PLANT MODEL 

This section describes the computational 

implementation of the different sub-systems of the 

powertrain plant model. 

The software MATLAB/SIMULINK™ was used for 

the development of the highly detailed powertrain 
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model. This computational model contains the 

following components: 

 Driver model 

 Engine  

 Battery 

 MG1 

 MG2 

 Transmission 

 The ICE model does not incorporate thermo-

mechanical or combustion phenomena, and therefore, 

behaviors derived from catalyst and coolant warm-up 

are neglected. The engine subsystem incorporates a 

friction model and idle controller and receives an 

external torque request from the ICE control system. 

Engine friction is based on the model proposed by Chen 

and Flynn (1965) where the resistance load is subject to 

a constant term, and two terms dependent on the 

rotational speed and its square. 

 Regarding ICE fuel consumption data, in Duoba, 

Ng, and Larsen (2000), a torque sensor was added to the 

engine output shaft and torque measurements were 

executed in the vehicle at steady state speeds. The 

results, however, do not cover the whole operation 

range of the engine, but, instead, only the resulting 

operating points from the control strategy.  

 In order to reproduce the efficiency map of the 

engine, a thermodynamic engine model was created in 

the GT-Power software and combustion characteristics 

where calibrated throughout the engine speed and 

torque in order to result in the Brake Specific Fuel 

Consumption (BSFC) map shown in Figure 2. The 

optimum operation line (OOL) for this efficiency map is 

also shown in the graph. 
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Figure 2: Engine BSFC Map And Optimum Operation 

Line. 

 

 The OOL in Figure 2 produces a fixed 

correspondence between engine speed and torque and, 

therefore, it reduces the system from Eq. (3) to only one 

degree of freedom. 

 An investigation conducted by Hsu et al. (2005) in 

order to determine the continuous torque values of the 

traction motor that produces a limited winding and oil 

temperature for a certain inlet coolant temperature 

shows a continuous torque of 167Nm for an inlet 

coolant temperature of 34.6˚C. Moreover, the peak rated 

capacity generates a rise in winding temperature of 2.1 

°C/s. 

 

The battery model is created using a capacitor as 

voltage source with internal and parasitic losses. As 

shown in Ehsani and Emadi (2005), the terminal voltage 

of such a battery is defined as: 

 

IRVV iOCT       (4) 

 

where OCV , iR  and I  are the open circuit voltage, 

internal resistance and terminal current, respectively. 

The sum of terminal current and leakage current of the 

battery can be expressed as: 

 

dt

dV
CII OC

L                    (5) 

 

where C is the capacitance of the battery. The leakage 

current is defined by LOC RV /  and, when substituted in 

Eq. (4) and Eq. (5), it leads to: 

 













C

I

CR

V

dt

dV

L

OCOC     (6) 

 

The resultant battery model in Simulink from this 

system of equations is shown in Figure 3. 

 

 
Figure 3:  Battery Model In Simulink. 

 

5. DETAILED CONTROL MODEL 

 

 This section describes the control system of the 

detailed powertrain model, which is composed by the 

following sub-systems: 

 State selection 

 Torque Demand calculation 

 MG1 speed control 

 MG2 torque control 

 MCI torque control 

 The model developed in MATLAB™ for the 

control system contains a high number of sub-systems 

and block diagrams. It is not possible to provide all the 

block diagrams in the paper due to lack of available 

space and, therefore, only some sub-systems were made 

available in the APPENDIX. For complete details on 

Proc. of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2017 
ISBN 978-88-97999-88-1; Bruzzone, Dauphin-Tanguy, and Junco Eds.                                                  

46



4 

 

the full model, please access Trindade (2016) and 

Trindade, Fleury and Vogelaar (2014). 

 Since the simulation of the detailed model is 

explicit, a driver model was developed so that the speed 

profile of the target driving cycle could be met. A 

proportional-integral (PI) controller calculates the driver 

torque demand based on the desired and actual vehicle 

speeds as shown by the equation below. 

 

 

  )()()(

)()()(

,

0

,

,,

kTkVkVtK

KkVkVkT

pant

k

k

refsci

cprefpc








   (7) 

 

 Where pcT ,  is the driver demand torque, refV  is 

the desired speed, pK  e iK  are the controller gains, 

st  is the simulation time step size, k  is the 

instantaneous discrete time and N  is the total number 

of discrete steps. The feed-forward term, antT , is based 

on the road resistance forces as shown below. An anti-

windup term was incorporated to the driver model in 

order to prevent torque outputs outside the limits of 

what the real powertrain can provide. 
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)(5.0
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


  (8) 

 

 Figure 4 shows the difference between target and 

simulated speed for the NEDC cycle. The absolute 

difference throughout the cycle is below 0.3 km/h 

which indicates proper modelling of the sub-system. 

0 200 400 600 800 1000 1200 1400 1600 1800 2000
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Speed deviation from driver model in NEDC

S
p

e
e

d
 d

e
v
ia

ti
o

n
 [
k
m

/h
]

time [s]
 

Figure 4: Absolute Speed Error From PID In Driver 

Model. 

 The state machine of the controls model defines 

working state of ICE and MG1. Out of electric only 

propulsion, the ICE has to be started and, therefore, 

MG1 has to operate in speed control. In order to achieve 

a robust control of the system, the control state of MG1 

was separated into 3 sub-states: i. Sleep (no speed 

control); ii. ICE cranking; and iii. ICE optimum speed 

control. In the state machine, the ICE is activated when 

the driver power demand is higher than 8 kW or at 

vehicle speeds higher 60 km/h. This data is originated 

from Argonne National Laboratory (2013) and is shown 

in the APPENDIX. 

 For the speed control of MG1, a certain ICE 

desired speed, )(, krefMCI  generates a desired MG1 

speed, )(,1 krefMG , and the controller output will be 

the desired torque for MG1, )1(1 kTMG . A PI 

controller as shown below was used for the speed 

control of MG1. 

 

 
 

 

 














k

k

MGrefMGMGi

MGpMGrefMG

MGSBP

MG

MGrefMG

p

MCI
MG

kkK

Kkk

III
kk

i

kT
kT

0

1,11,

1,1,1

1

1

1,1

1

)()(

)()(

)()(

1

)(
)1(









  (9)

  

 Where BPI , SI  e 1MGI  represent the moment of 

inertia of carrier gear, sun gear and MG1, respectively, 

1,MGpK  and 1,MGiK  are the controller gains and 1MG  

is a time constant equal to 0.1 s. The first 2 terms on the 

right of the equation are a feed forward part 

corresponding to the engine torque being transferred 

from the carrier to the sun gear and the resistance 

created by the rotational inertias in the system.  The 

control model also restricts the maximum torque and 

the maximum desired acceleration of MG1 as shown in 

the equations below. The model of MG1 control is 

shown in Figure 13. 

2

1

1,1
rad/s 0][-1000,100   



MG

MGrefMG




        (10)

       

Nm [-45,45]     1 MGT                 (11) 

 

 In the ICE control system, there is a sub-module for 

calculation of the desired optimum engine speed 

generated by the desired engine torque. The final torque 

request to the engine is generated by the actual engine 

speed correlated to the OOL in a sub-module of the 

control system. The control system of the ICE is shown 

in Figure 14 of the APPENDIX. 

 Figure 15 of the APPENDIX shows the control 

system for MG2. The desired torque for MG2 has to 

fulfill the difference between driver torque demand and 

ICE delivered torque. Therefore, during electric only 

propulsion, when the ICE torque demand is zero, MG2 

corresponds to the driver torque demand, while in 
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hybrid mode, the torque request for MG2 corresponds 

to the extra power necessary for propulsion 

 

6. DETAILED MODEL VS MEASUREMENTS 

 Data from tests performed with Toyota Prius Gen 3 

are available from Argonne National Laboratory (2013). 

This powertrain configuration has small differences in 

comparison with the one presented here – it includes a 

reduction gear between e-motor and differential - the 

data provides a good base for analyzing the system 

behavior. These data correspond to chassis 

dynamometer testing of the vehicle operating under the 

urban cycle FTP75. 

 As mentioned before, the simulation runs in 

explicit mode with the traction torque demand 

originated set by the driver model. Figure 5 shows 

vehicle and ICE speed for the simulation and test data 

results under the FTP75 cycle. No emission strategy is 

considered in this simulation, which makes the ICE 

operates in a start stop profile at the beginning of the 

cycle. Besides this difference against the test data, it is 

noted a high correlation of the measured and simulated 

engine speed. The same can be said when one analyzes 

the battery current signal. Battery current is analyzed in 

this section as it is directly related to the power-split 

ration between engine and e-motor. 

 
Figure 5: Comparison between detailed model and 

measurements: vehicle speed, ICE speed and battery 

current. 

 

7. GLOBAL OPTIMAL CONTROL 

 Dynamic programming is an optimization 

algorithm which aims to finding the solution that 

generates the global minimum result for a given cost 

function. This means that for a certain driving cycle, the 

optimized solution will be a vector of control values 

against time. A time continuous function represents the 

current system which can be synthetized by: 

 

)),(),(()( ttutxftx                    (12) 

 
where u(t) is the control variable, in this case the power-

split (PS), and x(t) is the vector of state variables of the 

system, in this case the battery SOC. The cost function 

for this system is: 

 

 dtttutxHtxGtuJ f )),(),(())(())((                (13) 

 
where G(x(tf)) is the final cost and the second term 

represents a penalty to ensure that a dynamic constraint 

should be satisfied, in this case that the SOC at the 

beginning and at the end are the same. The following 

cost function represents the fuel consumption in the 

vehicle over the driving cycle: 

 

  pSOCSOCdtttumtuJ iniendfuel   )),(())((   (14) 

 

 The constraints for the optimization have to be set 

in order to prevent that the system drift out of its 

boundaries: 

 

 
maxmin TTT req                   (15) 

maxmin SOCSOCSOC                (16) 

max,min, endendend SOCSOCSOC                (17) 

maxmin ),(),(),( tSOCutSOCutSOCu                (18) 

 

where Treq are the torque requests in the system for ICE, 

MG1 and MG2 and SOCend is the SOC value at the end 

of the cycle. 

 The DP routine developed by Sundström and 

Guzzella (2009) was used in this analysis. The range of 

the PS control variable was divided in 0.1 intervals 

from [-1, 1], where 1 means pure electric driving, values 

between 0 and 1 mean electric assist drive and negative 

values mean hybrid generation.  

 Two simulation cases were generated using the 

dynamic programming routine. In the first case (DP 1), 

the only control variable to be optimized was the 

power-split. The engine start behavior was set according 

to Figure 16 and the engine follows the Optimum 

Operation Line (OOL) as in Figure 2. In the second case 

(DP 2), the engine start behavior and the engine 

operating points were also subject of optimization 

together with the power-split ratio. The intention with 

DP 2 was to evaluate the interconnection between the 

different variables and to evaluate if the best results in 

terms of overall powertrain efficiency are really 

achieved by having the engine following the OOL. 

 The SOC possibilities were divided in 61 steps 

between the 50% and 70%, which represents the usable 

SOC of the battery. The SOC was allowed to have a 

variation of -1.6%, which corresponds to the net 

variation in the test results. This was done in order to 

Proc. of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2017 
ISBN 978-88-97999-88-1; Bruzzone, Dauphin-Tanguy, and Junco Eds.                                                  

48



6 

 

have a comparable behavior with the measurements 

which also improves the comparison of fuel 

consumption results.  

 

7. RESULTS 

 The different simulations and the test measurement 

have different values for the SOC at the end of the cycle 

and, therefore, it is necessary to correct the final fuel 

consumption value in order to account for the cost of 

battery energy. The factor used for the corrections was 

340 g of fuel per kWh of battery energy. This value was 

obtained by observing the average values of engine, 

transmission, electric motors and battery efficiency 

during the cycle. 

 Figure 6 shows the results for the fuel consumption 

and state variable trajectories during the cycle. The 

resultant SOC trajectory for the detailed model does not 

present a high correlation with the measurement data, 

which shows the limitation of a rule based control 

strategy in order to replicate a real and complex system. 

On the other hand, the SOC trajectory of the DP 1 is 

curiously similar to the test measurements, except for a 

deviation in the first 350 s of the cycle, which is most 

probably due to warm-up strategies that have the engine 

running continuously rather than following the control 

strategy in the tests. 

 
Figure 6 – Fuel consumption (top) and SOC (bottom) 

trajectories for measurements, detailed model, DP 1 and 

DP 2. 

 

 Figure 7 shows the final fuel consumption for all 

the simulations and for the test measurement. The 

detailed model had a final fuel consumption 6.75% 

above the measurements. This is an expected result as a 

heuristic control strategy is known for not providing 

results close to the system minimum. Additionally, from 

the SOC trajectory in Figure 6, it is strongly believed 

that the real vehicle has an optimized control strategy 

since the measurement result was very close to DP 1. 

 The result for DP 1 was 4.5% below the measured 

data, which is an acceptable difference since most of the 

simulation parameters were taken from the literature 

and the model results could only be compared to 

measurements on the system level rather than on the 

component level. The fuel consumption result for DP 2 

was 7.5% lower than DP 1, indicating a high efficiency 

gain due to the extra optimized variables. The reason for 

the differences will be discussed further in this 

document. 
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Figure 7 – Fuel consumption results for measurements, 

detailed model, DP 1 and DP 2. 

 

 Figure 8 shows the energy on the different hybrid 

modes for the different simulations. The “Engine” 

energy corresponds to the mechanical energy of the 

ICE, while the energy in EV (pure electric propulsion), 

Regeneration, Hybrid Boost (or assist) and Hybrid 

Generation corresponds to the electrical energy at the 

battery terminal. 

 From Figure 8, it is noticed that DP 1 prioritises EV 

driving in comparison with the Detailed model and uses 

less engine energy. Moreover, DP 1 provides more 

energy to the battery via Hybrid Generation in order to 

extend EV driving. Regarding DP 2, there is a trend to 

use even less “Engine” energy by operating more in 

“Hybrid Boost” and less in “EV” mode. 
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Figure 8 – Result of energy consumption (absolute 

values) from simulations for the different hybrid modes. 

 

 Figure 9 shows the engine start behavior for DP 2. 

The power demand at which the engine starts is now 

around 4 kW, instead of 8 kW as seen from the test 

results and implemented in the detailed mode and in DP 

1. By doing this, there are less EV driving events, which 

explain the low EV energy.  
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Figure 9 – Engine start behavior from DP 2. 

 

 The early engine start from DP 2 was not expected 

at first since low engine power demands would not 

directly provide high engine efficiency. The same is 

valid for the increased energy spent in hybrid boost 

mode as the hybrid controls would give priority to 

increase the load on the engine rather than to decrease 

it. However, this behavior is understood first by looking 

at Figure 10, which shows the BSFC for the operating 

points on the OOL. The minimum BSFC (242.5 g/kWh) 

in the graph is only around 1% better than the BSFC at 

low 10 kW. This indicates that increasing the load on 

the engine (hybrid generation) only provides a small 

increase in engine efficiency and that the increase in 

overall powertrain efficiency should be lower than zero 

due to the losses on the electrical path.  

 
Figure 10 – BSFC of the engine at the Optimum 

Operation Line (OOL). 

 

 Nonetheless, perhaps the greatest advantage from 

DP 2 is from decreasing the “energy recirculation” in 

the powertrain, which occurs when electric power is 

generated at the MG1 to be directly consumed by MG2, 

or vice-versa. This is a known drawback of series-

parallel hybrid with such arrangement of planetary gear. 

The sum of “EV”, “Hybrid boost” and “Hybrid 

generation” energy in DP2 is lower than in DP 1, which 

in turn produces less electric losses. These losses do not 

have to be overcome by the higher “Engine” energy, 

increasing the overall powertrain efficiency. 

 Figure 11 and Figure 12 show the traction torque at 

the differential input for each hybrid mode. In Figure 

11, the hybrid strategy results in many operating points 

in hybrid generation mode, which seems to be located in 

on the transition between EV and hybrid boost mode. 

This is partly due to the fact that the ICE has to follow 

the OOL and partly due to the high ICE start threshold, 

which creates the need for hybrid generation as the 

recuperation energy is not enough to assure charge 

sustaining mode. Hybrid boost mode around 50 km/h 

and 50 Nm were identified where the battery SOC was 

3% above the target, which explains the choice of 

spending electrical energy even at low power demands. 

 
Figure 11 - Torque at the differential input shaft during 

traction events for different hybrid modes in DP 2. 

 

The lower ICE ON power threshold (transition from EV 

to ICE ON) from DP 2 is seen in Figure 12, which also 

shows a much lower amount of hybrid generation points 

than DP 1 as indicated in Figure 8. The control strategy 

in this case prioritizes starting the engine earlier and use 

more electrical energy for propulsion in “Hybrid boost” 

rather than in “EV” mode. The reason for this may be to 

use fuel energy, since the engine efficiency would 

already be high enough, and also use electrical energy, 

since it is widely available from recuperation events.  

 
Figure 12 – Torque at the differential input shaft during 

traction events for different hybrid modes in DP 1. 
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CONCLUSION 

 This paper showed the development of two 

different powertrain models for a Series-Parallel hybrid 

electric vehicle: 1. A detailed powertrain model using 

heuristic control laws and 2. A model using global 

optimum control implemented via a dynamic 

programming (DP) routine. The DP model simulation 

comprised two different cases aiming to further explore 

the total fuel economy potential of the system by 

finding optimal values for additional control variables. 

Chassis dynamometer data from the baseline vehicle 

was also used to assist the development of the models. 

  From the results of the first simulation case of the 

DP routine (DP 1), it was identified in Figure 6 that the 

real vehicle has a very similar response to a globally 

optimized system. This points out that the fuel 

consumption deviation of 6.75% between the detailed 

model against the real vehicle is acceptable, since the 

control in the simulation uses a rule based approach. 

 From the measurement data, it was identified that 

the real vehicle controls the engine by having it 

operating on its optimum operating line (OOL) in order 

to maximize engine efficiency. This strategy was 

implemented in the detailed model and in DP 1, 

however, differently from DP 1, in the second case of 

the DP routine (DP 2), the engine operation was set not 

to follow the optimum operating line but was free to be 

optimized. Besides that, the engine start threshold was 

also subject of optimization. At the end, the fuel 

consumption result from DP 2 was 7.5% lower than DP 

1, showing that optimizing the system for overall 

powertrain efficiency provides an extra fuel 

consumption benefit against an optimized system 

focusing on engine efficiency. This improved result was 

achieved by actively reducing the losses on the 

electrical path, consequently having less load cycles in 

the battery. 
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APPENDIX 

 
Figure 13 – MG1 control system. 

 

 

 
Figure 14 – Control system of the ICE. 
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Figure 15 – MG2 control system. 

 

  

Figure 16 - Test results for engine start behavior (Argonne National Laboratory, 2015). 
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ABSTRACT
In this paper, a framework named model space based PHM 
design is proposed for PEM fuel cell systems. The objective is 
to address the PHM problem in consideration of the various 
operating conditions and system dynamics. In this frame, 
modeling of fuel cell systems is realized via a type of black box 
model named Delayed Feedback Reservoir Computing Model 
(DFRCM). The modeling and the PHM performance is validated 
using experimental data.

I. INTRODUCTION

Knowing that reliability and durability are two key criteria
for commercialization of Polymer Electrolyte Membrane Fuel
Cell (PEMFC) technologies, efforts have been taken not only
to improve the fuel cell (FC) design and assembly, but also to
optimize system operations. This necessitates the availability
of automatic detection and isolation of the faults and recon-
figuration of the control system accordingly. Recently, topics
on Prognostics and Health Management (PHM) of PEMFC
systems have attracted increasing attention of both academic
and industrial communities.

Fault diagnosis and prognosis are two main elements in
the PHM cycle. Fault diagnosis is deserved to detecting and
isolating the faults that occur at different parts of the system.
While the main goal of prognosis is to estimate Remaining
Useful Life (RUL) and associate a confidence interval [1]. A
main branch of theories on diagnosis and prognosis methods
are built with the assumption that the system process model
is available. The fault diagnosis can be realized by comparing
the measured physical variables with the ones that calculated
with the model and a part of measured data. While, prognosis
can be realized by evaluating the variation of some crucial
parameters of the system model.

PEMFC systems are undoubtedly complex and nonlinear
ones which involve the phenomenons of electro-chemistry,
fluid mechanics, thermodynamics. Modeling an arbitrary
PEMFC system with first principle is always considered as a
tough task. As well, various parameters, structures and control
laws exist for different FC designs and applications. Some
well-established models, such as the one proposed in [2], may
not be well fitted for other systems with different system
parameters, constructions and control laws. The adaptation of
a model form for an alternative FC system is not a trivial task.

Meeting the above mentioned difficulties on first principle
modeling, the researchers have been trying to analyze some

crucial variables by adopting advanced signal processing and
machine learning techniques to solve the PHM problems,
meanwhile avoid the modeling process. For instance, concern-
ing fault diagnosis aspect, Zheng et al. [3] propose to realize
the fault diagnosis via analyzing Electrochemical Impedance
Spectroscopy (EIS) with some machine learning tools. Be-
nouioua et al. [4] achieve fault diagnosis by analyzing voltage
signal via wavelet transformation combined with multifractal
formalism. Concerning prognosis aspect, method named Echo
State Network is used to simulate and predict the trajectory of
FC voltage degradation [5].

The common points of the above work is that the FC stack is
assumed to operate at a constant or quasi constant operating
conditions. In such conditions, the factors which affect the
variation of the FC behaviors are limited to the faults and
ageing effect. However, the assumption seems to be hard to
arrive in practical cases. First, the FC systems are usually
operated in a varied operating condition with dynamic and
transitional processes. The variation of FC behaviors can be
affected by changing operating condition other than faults or
ageing effect. Second, it has been found that the degradation
mechanism is highly dependent on operating conditions. The
operations such as dynamic load cycling, startup/shutdown
significantly accelerate the degradation rate of FCs. Hence,
PHM strategy should be designed in consideration of the
different operating conditions and dynamic processes.

To conquer the above mentioned problem, a framework of
PHM is proposed in this paper. In the framework, fault diag-
nosis and prognosis are not investigated in the data space but
in the model space. The inherent idea is that, the data sampled
in normal state with dynamic process in wide operating range
can be described by a behavior model. The parameters of the
model is constant if there are no faults and ageing effect. On
contrary, some faults or degradations related to ageing effect
are detected if the parameters of the model are changed to
some degree.

Considering that a process model can probably well describe
the dynamic process in a wide operating range, and a suffi-
ciently accuracy, generalized, but not sophistical first-principle
model is hard or even impossible to obtain for PEMFC sys-
tems, the model selected to describe the FC stack is a recently
proposed model. The model, inherently belongs to black-box
model class, is named Delayed Feedback Reservoir Computing
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Model (DFRCM) in this study. The main advantages of this
modeling technique are that the model fitting process can be
efficiently performed. Meanwhile, the high modeling precision
can be maintained.

In the rest of the paper, the frame work of model space
based PHM strategy is introduced firstly in Section II. Then,
the main effort is taken to presenting the technique DFRCM
in Section III and its application for PHM oriented PEMFC
system modeling in Section IV. Finally, the study is concluded
in Section V.

II. FRAMEWORK OF MODEL SPACE BASED PHM STRATEGY

Traditionally, PHM is realized in the data space. In this
paper, the framework in which the PHM is realized in the
model space instead of data space is proposed. As shown in
Fig. 1, the model space based PHM strategy is divided into
learning phase and implementing phase. In the learning phace,
the historical data including input and output ones are firstly
segmented into a series of data segments. Then, using these
data segments, a series of models with the same form can be
fitted. Therefore, the model parameters corresponding to the
data segments can be obtained. In the implementing phase,
fault diagnosis and prognosis can be implemented based on the
obtained system parameters. For instance, the fault detection
problem can be considered as a outlier detection problem
[6]. While prognosis can be considered as a curve fitting or
regression problem.

t
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Aging failure 

threshold

RUL

Fault 

threshold

Uncertainty interval

Sliding 

window

Fault point

Fitting models with data series
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Fig. 1. Schematic of model space based PHM

The benefits of this framework can be summarized as
follows:

• In a real FC system, a variety of dynamic processes
exist at the moments of starting up, shutting down,
increasing and decreasing the load. The data sampled
in dynamic processes are not time-independent. Dynamic
processes are considered in this framework though fitting
the models with time series.

• The models are fitted using both input and output data.
Therefore, the impacts of input variables other than faults
and ageing effect are taken into account.

III. DELAYED FEEDBACK RESERVOIR COMPUTING
MODEL

Recurrent neural network (RNN) has been considered as a
powerful tool to model a nonlinear and dynamic system, as it
can exhibit a nonlinear dynamical temporal behavior. At the
early of the last decade, a new paradigm, called Reservoir
Computing (RC) emerges which solves the training problems
of RNN effectively from a new perspective [7].

More recently, a simple structure consisting a single non
linear node and a delay line, i.e. DFRCM in this paper,
is proposed to implement RC experimentally via optoelec-
tronic tools [8]. The results proposed in [8] show that the
very simple structure has high-level information-processing
capabilities in both dynamic system modeling and pattern
classification aspects. Taking into account the characteristics of
simple structure and high performance in modeling dynamical
systems, DFRCM is selected to project the data into model
space.

A. Principle of DFRCM

The general scheme of DFRCM is shown in Fig. 2. In the
structure, a nonlinear node with delayed feedback is used.
A reservoir is obtained by dividing the delay loop into N
intervals and using time multiplexing. The input states are
sampled and held for a duration τD, where τD is the delay in
the feedback loop. For any time, the input state is multiplied
with a mask, resulting in a temporal input stream J(t) that is
added to the delayed state of the reservoir x(t− τD) and then
fed into the nonlinear node. The output is calculated as the
weighted sum of the state variables [8].
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Fig. 2. Illustration of basic RC structure [8]

B. Steps to realize a general DFRCM

Step 1: Time multiplexing
The input stream u(k) undergoes a sample-and-hold operation,
resulting in a stream I(t) that is constant in time delay τD, as

I(t) = u(k) ∈ RM×1 for τDk ≤ t < τD(k + 1) (1)

Within one delay of τD, Nnode virtual nodes are defined. τD
is separated into Nnode sub time interval, denoted as δτD =
τD/Nnode.
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Defining periodic mask function, as:

M(t) = WI,i ∈ R1×M , i = 1, . . . , Nnode (2)

for (i−1)δτD ≤ t < iδτD and M(t+τD) = M(t). Generally,
the values of WI,i are chosen randomly from some probability
distribution.

Then, the value to be injected into the reservoir is given by

J(t) = M(t) · I(t) (3)

Step 2: States calculation
In the reservoir, the nonlinear evolution equation is imple-
mented. In this paper, referring the proposal of [9], the
nonlinear equation of the following form is considered:

τ
dx(t)

dt
+ x(t) = βsin2[αx(t− τD) + γJ(t) + Φ] (4)

where τ is the internal characteristic time scale of the nonlinear
dynamic; x(t) is the state variable of the reservoir; β, α, γ,
Φ are parameters to be initialized.

The equation can be realized using the ronge-kutta method
(RK4). The integration time step, denoted as h, is a fraction
of response time τ .

For ith virtual node of the kth discrete reservoir, the state
is given by

xi(k) = x (kτD − (N − i)δτD) (5)

the states of all the nodes in kth discrete reservoir is collec-
tively expressed as x(k) = [x1(k), . . . , xNnode

(k)]T .
Step 3: Output calculation
To

y(k) = WOx(k) =

Nnode∑
i=1

wi · xi(k) (6)

where wi ∈ RL×1 is the element of output weight matrix
WO = [w1, . . . , wNnode

] ∈ RL×Nnode .
So-called ridge regression is used to pursue the weight

matrix in the training process. WO is obtained through

WO = (XT
trainXtrain + λI)−1XT

trainYtrain (7)

where I is Nnode order unit matrix,

Xtrain =

 x(1)T

...
x(Ntrain)T



Ytrain =

 y(1)T

...
y(Ntrain)T


DFRCM can be summarized as Algorithm 1.

Algorithm 1 DFRCM
Training:

1: Collect Ntrain input and output data, i.e. u(1), u(2), . . . ,
u(Ntrain), and y(1), y(2), . . . , y(Ntrain).

2: Initialize parameters β, α, γ, Φ, τD, Nnode, h, τ , λ.
Among them, τ is set as the base value, h and τD are
set with respect to τ .

3: Define mask function M(t) according to (2).
4: Calculate J(t) according to (3).
5: Initial x(t), 0 ≤ t < τD.
6: Calculate Xtrain according to (4) by using RK4 method.

7: Calculate WO according to (7).
Performing:

1: For a new input series u(1), . . . , u(Np).
2: Repeat step 2 to step 6 in training procedure. XNp

is
obtained.

3: Calculate y(1), . . . , y(Np) using XNp
and WO according

to (6).

C. Remarks

Algorithm 1 presents the training and performing proce-
dures to achieve a general modeling. In this study, DFRCM is
adopted not for a traditional modeling goal but for PHM. To
be specific, the parameters of output matrix WO obtained in
training procedure are considered as the variables for diagnosis
and prognosis goals.

IV. APPLICATION OF DFRCM FOR PEMFC SYSTEM

In this section, the DFRCM is applied for real PEMFC
systems in two aspects. In the first aspect, DFRCM is used
for modeling the dynamic behaviors of a commercial PEMFC
system. In the second aspect, DFRCM is used to extract the
PHM oriented features.

A. Example 1: Modeling dynamic profiles for a commercial
PEMFC system

The concerned PEMFC system is a commercial air-cooled
1.2-kW Ballard NEXA system. This stack is supplied by
compressed air and hydrogen and is cooled with air fans. The
detailed technique parameters can be found in [10]. From the
test bench, the stack voltage, stack temperature, load current,
reactant air flow rate, cooling air flow rate, and environment
temperature can be measured. A DC electronic load is used
to simulate an arbitrary current profile with abundant dynamic
processes.

In the experiment, a dynamic current cycle during 522 s
was produced using the electronic load. The current form is
shown in Fig. 1. To construct the DFRCM for this cycle, the
environment temperature, current, cooling air flow, and stack
temperature are considered as the input variables. While the
reactant air flow and stack voltage are seen as the output
variables. Actually, the reactant air flow is regulated with
respect to the current value. The stack voltage is normally
considered as the output variable of the whole system.
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Fig. 3. Load current profile

The first 312 samples are used for training, while the rest
211 samples are used to test the trained model. The parameters
used for the modeling procedure are summarized in Table I.

TABLE I
PARAMETERS USED FOR MODELING NEXA PEMFC SYSTEM

β α γ Φ τD Nnode h λ

0.85 1 0.5 0.76 160 400 0.02 5 × 10−6
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Fig. 4. Comparison between measured and simulated stack voltages

The real stack voltage response and the model results are
illustrated in Fig. 3. The proposed fuel cell stack model
demonstrates great accuracy with regard to the experimental
measurements. For the entire stack operating range, the max-
imum relative error in voltage is less than 5%. The voltage
dynamic behavior is well reproduced by the model.

B. Example 2: model based PHM

1) Experimental setting: The concerned fuel cell stack is
designed with the structure of open cathode and dead-end
anode. Some crucial parameters are listed in Table II.

TABLE II
PARAMENTERS OF THE INVESTIGATED FUEL CELL STACK

Fuel cell type Open cathode/Dead-end anode

Nominal pressure at hydrogen inlet 0.35 bar
Number of cells 15

Nominal output current 8 A
Nominal output power 84 W
Maximum temperature 75 °C

Maximum current 13.45 A
Lowest permitted stack voltage 7.5 V

A current profile obtained from the real motive application
is simulated thanks to the programmable DC load. A length
of current shape is shown in Fig. 5. It can be seen that the
current varies between 0 and 8 A.
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Fig. 5. Current profile

Stack voltage, individual cell voltages (cell voltages 1 to
15), temperatures (temperatures of the positions cell 1, cell 8,
and cell 15), current. Sample frequency is 5 Hz.

The data during the 1500 h test were recorded. The
overview of the stack voltage evolution is shown in Fig.
6(a). Some details can be seen in Fig. 6(b). These stops are
considered as the environment disturbances in this study.

2) DFRCM model identification: The whole data are di-
vided into 1000 equal segments. Thus, the duration of each
segment is 1.5 h. For each data segment, a DFRCM model
identification is implemented. The model input is defined as
the current values of present sample and last two samples
(I(k), I(k − 1) and I(k − 2)). After model identification
procedure, the output is defined as the current stack voltage
(V (k)). The model identification result, i.e. the model output
and real measurement, in a segment is shown in Fig. 7. It is
seen that the model fits the system behavior well.

3) Prognosis implemented in model space: With the iden-
tified model, the prognosis can be implemented in this model
space. Here, by setting the input as constant, the corresponding
steady state output voltage can be reconstructed. The output in
nominal condition can thus be pursued and considered as the
prognosis oriented feature. Based on the experimental data,
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Fig. 6. Stack voltage evolution
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the calculated nominal stack voltage versus time is shown as
the blue line in Fig. 8 and Fig. 9.

With the extracted nominal stack voltage evolution, the
prognosis can be implemented by creating a time series model
and using the model for prediction. Here, the time series
model is a 2nd order state-space system with noise input. The
implementation details can be found in [11].

Fig. 8 and Fig. 9 show the mean prognosis results. The
prediction horizon in Fig. 8 is 750 h, while the one in Fig.
9 is 300 h. The bounders which correspond to the 99.7 %
confidence interval. It can be seen that the prediction values
well fit the real signal evaluation in the two cases.
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Fig. 8. Model identification result

C. Discussion

1) In order to obtain a precise model, the data used for
model identification should contain sufficient informa-
tion on the concerned system dynamics. This requires
the data segment should be large enough.

2) The DFRCM is used to model the concerned fuel cell
systems. It should be noted that this specific model
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can possibly be replace by other models to obtain a
comparable performance.

V. CONCLUSION

In this paper, model space based framework is proposed to
design PHM for FC systems. DFRCM, a black-box model, is
used as the modeling tool to demonstrate the proposed frame-
work. By exploring the evaluation of the model parameters,
PHM in dynamic operating conditions can be realized without
knowing the first principle system model in prior. DFRCM
is firstly used for modeling the NEXA fuel cell system to
validate its modeling capability. Then, this modeling tool is
used to solve the prognosis problem for another fuel cell
system. The results show that DFRCM is suitable for modeling
the dynamics of fuel cell systems. Meanwhile, the model space
generated by DFRCM identification can be used for PHM and
acquire satisfying performance.
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ABSTRACT 

In this work we present a port-Hamiltonian supported 

control system design aimed at stabilizing a DC-DC 

Buck converter driving a nonlinear dissipative load. A 

desired closed-loop dynamics in the form of a port-

Hamiltonian system is proposed, whose 

parameterization enforces the asymptotic stability of the 

desired equilibrium point. Moreover, the closed loop 

incorporates a first order dynamic extension allowing to 

reject constant disturbances on the load side. We prove 

that the closed loop is ISS respect to unmatched 

disturbances. To extend this property to disturbances 

acting on the supply side we add a standard PI output 

regulator to the previous closed loop. The performance 

of the closed loop is verified via simulation. 

 

Keywords: DC-DC Buck converter, averaged models, 

passivity-based control, port-Hamiltonian systems. 

 

1. INTRODUCTION 

Due to their versatility, high efficiency, controllable 

behaviour, fast dynamics and wide-range of power 

management, Power Electronic Converters (PEC) are 

ubiquitous and pervade most of the cutting-edge 

engineering application areas. Indeed, they can be found 

in electrical drives, switched-mode power supplies, 

battery chargers, uninterrupted power supplies, all type 

of mobile devices, distributed generation and renewable 

energy conversion systems, embedded in electric/hybrid 

vehicles (cars, trains and airplanes), etc. (F. Dong Tan 

2013). 

Closed-loop control of PEC is mandatory when their 

mission is the conditioning of the processed or the 

output power subject to hard application specifications 

and under the effect of significant disturbances. Model-

based control system synthesis methods are required for 

high-performance behaviour. From a Modelling point of 

view, PEC are hybrid, non linear systems composed of 

continuous elements like inductors, capacitors, resistors, 

sources, etc., and switching devices allowing for the 

control actions, like transistors, diodes, etc. As opposed 

to hybrids associating continuous-variables (with 

continuous- or discrete-time) and discrete-event models, 

the vast majority of techniques employed to perform 

dynamic analysis and control system synthesis are 

developed on averaged continuous models of PEC. A 

further division concerns the direct use of nonlinear 

averaged models or their linearizations around a desired 

equilibrium point. Linear controllers are tuned for 

specific operating points and, unless complemented 

with adaptation mechanisms –what adds complexity to 

the controller–, the closed-loop performance degrades 

when the operating point changes. Nonlinear controllers 

with a unique parameterization valid for the whole 

operating range are thus preferable, see for instance 

(Bacha, Munteanu and Bratcu 2014). Exact feedback-

linearization, passivity-based control and Lyapunov-like 

stabilization count among the continuous-time control 

techniques derived on nonlinear averaged continuous 

converter models (Sira-Ramírez and Silva-Ortigoza 

2006).  

Through its application to the control of a Buck 

converter, this paper presents a method to address these 

kinds of problems in the modelling framework known 

as pH systems (PHS), see (Ortega, van der Schaft, 

Maschke and Escobar, 2002). The rationale of our 

technique is to find a control law that renders the 

closed-loop dynamics as a desired PHS, which 

incorporates a first order extension of the original 

dynamics. The associated storage function qualifies as a 

Lyapunov function, therefore guaranteeing the stability 

of the closed-loop. The resultant feedback law is a 

controller robust in face of parameter uncertainty and 

load-side varying bounded disturbances. As it is not 

robust respect to supply-side disturbances, a second 

robustifying PI-output regulator is added, which rejects 

piece-wise constant disturbances. 

The remainder of the paper is organized as follows: 

Section 2 presents the averaged model of the Buck 

converter and the control system objectives. Section 3 

deals with the design of the control system and the 

derivation of the control law. The behaviour of the 

overall control law is demonstrated in Section 4 with 

the help of simulation results in different scenarios, 

including state-dependent and external disturbances. 

Finally, Section 5 presents the conclusions. 
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2. PROBLEM FORMULATION 

This section first introduces the topology of the 

switched converter as well as its averaged nonlinear 

model and then specifies the control problem to be 

solved. 

 

2.1. System Model 

The idealized equivalent switched circuit of the DC-DC 

Buck converter is first introduced followed by the 

average state-equation model employed for the 

controller design. Only the continuous-conduction 

mode (CCM) of the inductor is considered. 

Figure 1 shows the Buck converter fed by a (possibly 

non-constant) dc-voltage power supply (on the left) and 

connected to a load (on the right). With abuse of 

notation all the variables and functions given in this 

topological representation will be used in the state-

equation model even though their time evolutions in 

both representations would differ, as the circuit 

topology contains an idealized switch and the state-

equations assume a smooth variation of the supply 

voltage on the terminals of the converter. 

 

 
Figure 1: Buck converter with disturbances 

 

The load side is modelled as the parallel connection of  

a generic dissipative nonlinear load and a current 

source. The volt-ampère law 𝑖𝐿 =  𝑔(𝑣𝐶) = 𝑔 (
𝑞

𝐶
) =

ℎ(𝑞) (with 𝑞 the capacitor charge) of the static dipole is 

assumed known, and the technical assumption of ℎ(𝑞) a 

monotone non-decreasing nonlinear function is made. 

The current source models an unknown independent 

disturbance 𝑖𝐷(𝑡) = 𝑖𝐷̅ + 𝑖𝐷̃(𝑡). Here, as well as 

everywhere else in the paper, a bar and a tilde over a 

variable indicate, respectively, a constant component 

and a bounded variation of its value. 

 

Taking the flux linkage in the inductance and the 

capacitor charge as state variables, the following 

average state-equation model can be derived, where 

v(t) is the average voltage across the diode, calculated 

as v(t) = d(t) ⋅  [E + e̅], with d(t) the duty-cycle of the 

binary signal commanding the ideal switch. 

 

𝜓̇ = −
𝑞

𝐶
+ 𝑣(𝑡)

𝑞̇ =
𝜓

𝐿
− ℎ(𝑞) + 𝑖𝐷(𝑡)

  (1) 

 

Remark 1: In the sequel the first step in designing the 

controller will be considering the signal v(t) =

d(t)(E + e(t)) as its output. The true control variable, 

i.e., the duty-cycle signal 𝑑(𝑡) will be designed in a 

second step. Notice that this latter signal is constrained 

to the interval (0, 1). As only the CCM is considered 

and 𝑑(𝑡) ∈ (0,1), the following holds: 

 

𝑖𝐿 =
𝜓

𝐿
> 0

𝐸 > 𝑣𝐶 =
𝑞

𝐶
≥ 0

  (2) 

 

2.2. Specifications of closed-loop behaviour 

The following problem of output regulation with 

disturbance rejection has to be solved: 

 

1. Global asymptotic stabilization of the desired 

equilibrium point (EP) under the solely presence of 

the constant disturbances 𝑒̅, 𝑖𝐷̅, where the EP is 

characterized as follows: 

 

𝑣𝐶̅̅ ̅ = 𝑣𝑒 , specified constant ⇒ 𝑞̅ = 𝑞𝑒 = 𝐶 ⋅ 𝑣𝑒 

𝜓̅ = 𝐿 ⋅ 𝑖̅ = 𝐿 ⋅ [ℎ(𝑞𝑒) − 𝑖𝐷̅]  
 

2. Ultimately bounded stability of (𝜓̅, 𝑞̅) under the 

additional presence of the bounded variable 

disturbance signal 𝑖𝐷̃(𝑡), i.e. ISS with respect to 

this disturbance. 

 

3. CONTROLLER DESIGN 

 

3.1. Desired closed loop dynamics 

The problem is formulated in the state-space proposing 

a first order dynamic extension (state 𝑥3 in the closed 

loop model) and a feedback control law 𝑣(𝜓, 𝑞, 𝑥3) 
such that the desired equilibrium point is Globally 

Asymptotically Stable (GAS) (up to the restrictions 

(2)). Disregarding the varying part of the load-side 

disturbance, i. e., considering only the constant part of 

it, this desired closed-loop dynamics (CLD) is a-priori 

proposed as the following PHS: 

 

[

𝑥1̇
𝑥2̇
𝑥3̇

] = [

𝑆11 𝑆12 𝑆13
−𝑆12 𝑆22(𝑞) 𝑆23
−𝑆13 −𝑆23 𝑆33

]

⏟              
𝑺(𝑥2)

⋅

[
 
 
 
 
𝜕𝐻(𝑥)

𝜕𝑥1
𝜕𝐻(𝑥)

𝜕𝑥2
𝜕𝐻(𝑥)

𝜕𝑥3 ]
 
 
 
 

  

with 𝑆𝑖𝑖 < 0, 𝑖 = {1,2,3} ; ∀ 𝑥2 

(3) 

  

𝐻(𝑥1, 𝑥2, 𝑥3) =
1

2
⋅ (
𝑥1
2

𝐿1
+
𝑥2
2

𝐶2
+
(𝑥3−𝛼)

2

𝐾𝐼
)   

with the constants 𝐿1, 𝐶2, 𝐾𝐼 > 0  

(4) 

  

And the satisfaction of the following conditions:  

  

𝛼 =  −
𝐾𝐼𝑆13𝑖𝐷

𝑆13𝑆23−𝑆33𝑆12
  (5) 

  

𝑆23 = −
𝑆12

𝑆13
[
𝐶2

𝐿1𝑔2
(𝑆13
2 + 𝑆11𝑆33) − 𝑆33]  (6) 

  

𝑆22(𝑞) = −𝑔2 − 𝐶2
ℎ(𝑞)−ℎ(𝑞𝑒)

𝑞−𝑞𝑒
 ; 

with the constant 𝑔2 > 0 
(7) 
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 It can be seen that a positive definite storage function 

𝐻(𝑥1, 𝑥2, 𝑥3) has been chosen, with its minimum 

located at (𝑥1, 𝑥2, 𝑥3) = (0,0, 𝛼).  
 

Remark 2: Equations (3), (4) and (5) define a PHS 

whose equilibrium point (𝑥1, 𝑥2, 𝑥3) = (0,0, 𝛼) is 

asymptotically stable. Indeed, referring to the standard 

notation 𝑥̇ = (𝑱 − 𝑹)
𝜕𝐻(𝑥)

𝜕𝑥
, the decomposition 𝑺(𝑞) =

𝑱 − 𝑹 explicitly shows the antisymmetric 

interconnection matrix 𝑱 and the positive definite matrix 

𝑹, defined as follows: 

 

 𝑱 = [

0 𝑆12 𝑆13
−𝑆12 0 𝑆23
−𝑆13 −𝑆23 0

] ; and 𝑹 = diag{−𝑆𝑖𝑖} 

 

By virtue of the properties of 𝑱 and 𝑹, the orbital 

derivative of 𝐻(𝑥1, 𝑥2, 𝑥3) is a negative definite 

function of (𝑥1, 𝑥2, 𝑥3 − 𝛼), meaning that the closed 

loop trajectories converge to (0,0, 𝛼) as time goes to 

infinite. This is shown by the following calculation 

demonstrating that 𝐻(𝑥1, 𝑥2, 𝑥3) is a Lyapunov function 

for the equilibrium point: 

 
𝑑𝐻(𝑥)

𝑑𝑡
= −(

𝜕𝐻(𝑥)

𝜕𝑥
)
𝑇

𝑹 
𝜕𝐻(𝑥)

𝜕𝑥
< 0  

 

3.2. Controller Design 

 

3.2.1. Definition of the closed loop states 

To obtain the control law, firstly we need to define the 

closed loop states, starting with the output regulation 

signal: 

 

𝑥2 = 𝑞 − 𝑞𝑒  (8) 

 

Since 𝑞𝑒 is considered constant, then: 

 

𝑥2̇ = 𝑞̇  (9) 

 

Computing this identity taking 𝑥2̇ from (3) and 𝑞̇ from 

(1), the following change of variables for 𝑥1 is obtained: 

 

𝑥1 =
𝐿1

𝑆12
⋅ [𝑆22(𝑞)

𝑞−𝑞𝑒

𝐶2
+ 𝑆23

𝑥3−𝛼

𝐾𝐼
− 𝑖𝐷̅ −

(
𝜓

𝐿
− ℎ(𝑞))]  

(10) 

 

Equations (8) and (10) are now used to replace 𝑥1 and 

𝑥2 in the dynamics of 𝑥3 given in (3), that is: 

 

𝑥3̇ =
−𝑆13

𝑆12
⋅ [𝑆22(𝑞)

𝑞−𝑞𝑒

𝐶2
+ 𝑆23

𝑥3−𝛼

𝐾𝐼
− 𝑖𝐷̅ −

(
𝜓

𝐿
− ℎ(𝑞))] − 𝑆23

𝑞−𝑞𝑒

𝐶2
+ 𝑆33

𝑥3−𝛼

𝐾𝐼
  

(11) 

 

Substituting the value of 𝛼 from (5) in (11) and using 

(7), the state equation of 𝑥3 may be written as: 

 

 

𝑥3̇ =
−𝑆13

𝑆12
⋅ [−𝑔2

𝑞−𝑞𝑒

𝐶2
− (ℎ(𝑞) − ℎ(𝑞𝑒)) +

𝑆23
𝑥3

𝐾𝐼
− (

𝜓

𝐿
− ℎ(𝑞))] − 𝑆23

𝑞−𝑞𝑒

𝐶2
+ 𝑆33

𝑥3

𝐾𝐼
  

(12) 

 

In this way, 𝑥3 can be computed without using the 

information of the unknown constant disturbance 𝑖𝐷̅. 

 

Remark 3: The convergence 𝑥2 → 0 amounts to 

satisfying the regulation requirement for the output 

(capacitor) voltage 𝑣𝑐 →
𝑞𝑒

𝐶
= 𝑣𝑒, see Eq. (8). 

 

Remark 4: The dynamic extension has been introduced 

in order to provide the integral action necessary to 

asymptotically reject load-side constant disturbances. It 

is well known that controller integrator outputs tend to 

constant values which depend on the value of the 

constant disturbance. In this case this is the convergence 

𝑥3 → 𝛼, where 𝛼 depends on the disturbance 

magnitude, see Eq.(5). Notice that although the change 

of coordinates and the closed-loop PHS are written 

using the unknown disturbance, it is only in order to 

analyze the stability of the control system. Indeed, as it 

will be seen later, the controller finally implemented 

does not require the information of the disturbance. 

 

Proposition 1: The asymptotic stability of the EP 

(𝑥1̅̅̅, 𝑥2̅̅ ̅, 𝑥3̅̅ ̅) = (0,0, 𝛼) of system (3) implies the 

asymptotic stability of the EP (𝜓̅, 𝑞̅) of the original 

system (1) under the action of a constant disturbance 

𝑖𝐷(𝑡) = 𝑖𝐷̅. 

 

Proof: The convergence of the output to its desired 

equilibrium value has been already established in 

Remark 3. It remains to show the convergence of the 

inductance flux to its equilibrium value 𝜓̅. Recalling the 

equilibrium values of the 𝑥 variables (𝑥1̅̅̅, 𝑥2̅̅ ̅, 𝑥3̅̅ ̅) =
(0,0, 𝛼) and using Eq. (10): 

 

𝑥1̅̅̅ = 0 ⇔
𝐿1

𝑆12
⋅ [𝑆22(𝑥2)

𝑞̅−𝑞𝑒

𝐶2
+ 𝑆23

𝑥3̅̅̅̅ −𝛼

𝐾𝐼
− 𝑖𝐷̅ −

(
𝜓̅

𝐿
− ℎ(𝑞̅))] = 0 ⇔ 𝜓̅ = 𝐿(ℎ(𝑞̅) − 𝑖𝐷̅)  

(13) 

 

3.2.2. Computing the control law 

The control law is calculated matching the expressions 

for 𝑥1̇ given in (3) and the one obtained via time 

differentiation of (10). The following auxiliary 

calculations lead to the desired matching equation 

(ME). First, from (3) we obtain the left side of it as: 

 

𝑥1̇ = 𝑆11
𝑥1

𝐿1
+ 𝑆12

𝑥2

𝐶2
+ 𝑆13

𝑥3−𝛼

𝐾𝐼
  

 

      =
𝑆11

𝑆12
[𝑆22(𝑞)

𝑞−𝑞𝑒

𝐶2
+ 𝑆23

𝑥3−𝛼

𝐾𝐼
− 𝑖𝐷̅ − (

𝜓

𝐿
−

ℎ(𝑞))] + 𝑆12
𝑞−𝑞𝑒

𝐶2
+ 𝑆23

𝑥3−𝛼

𝐾𝐼
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Then, differentiating (10), and using (1) to replace 𝑞̇ 

and 𝜓̇ we obtain the right side for the ME: 

𝑥1̇ =
𝐿1

𝑆12
( [

𝜕𝑆22(𝑞)

𝜕𝑞
⋅
𝑞−𝑞𝑒

𝐶2
+
𝑆22(𝑞)

𝐶2
] 𝑞̇ + 𝑆23

𝑥3̇

𝐾𝐼
−
𝜓̇

𝐿
+

𝜕ℎ(𝑞)

𝜕𝑞
𝑞̇)  

 

      =
𝐿1

𝑆12
( [

𝜕𝑆22(𝑞)

𝜕𝑞
⋅
𝑞−𝑞𝑒

𝐶2
+
𝑆22(𝑞)

𝐶2
+
𝜕ℎ(𝑞)

𝜕𝑞
] (

𝜓

𝐿
−

ℎ(𝑞) + 𝑖𝐷̅) + 𝑆23
𝑥3̇

𝐾𝐼
−
1

𝐿
(𝑣(𝑡) −

𝑞

𝐶
))  

 

Now, the control input 𝑣(𝑡) is explicitly shown. If (7) 

holds, then: 

 
𝜕𝑆22(𝑞)

𝜕𝑞
⋅
𝑞−𝑞𝑒

𝐶2
+
𝑆22(𝑞)

𝐶2
+
𝜕ℎ(𝑞)

𝜕𝑞
= −

𝑔2

𝐶2
  

 

Now the ME can be written as follows: 

 
𝑆11

𝑆12
[𝑆22(𝑞)

𝑞−𝑞𝑒

𝐶2
+ 𝑆23

𝑥3−𝛼

𝐾𝐼
− 𝑖𝐷̅ − (

𝜓

𝐿
−

ℎ(𝑞))] + 𝑆12
𝑞−𝑞𝑒

𝐶2
+ 𝑆23

𝑥3−𝛼

𝐾𝐼
=

𝐿1

𝑆12
(
−𝑔2

𝐶2
(
𝜓

𝐿
−

ℎ(𝑞) + 𝑖𝐷̅) + 𝑆23
𝑥3̇

𝐾𝐼
−
1

𝐿
(𝑣(𝑡) −

𝑞

𝐶
))  

(14) 

 

Recall 𝑥3 is independent of 𝛼 and 𝑖𝐷̅. So, if (5) and (6) 

hold, the ME (14) together with Eq. (12) leads us to the 

following control law: 

 

𝑣(𝜓, 𝑞, 𝑥3) = [(
𝜓

𝐿
− ℎ(𝑞)) (

𝐿1𝑆23𝑆13

𝑆12
2 𝐾𝐼

−
𝐿1𝑔2

𝑆12𝐶2
+

𝑆11

𝑆12
) +

𝑥3

𝐾𝐼
(
𝐿1𝑆23

𝑆12𝐾𝐼
(𝑆33 −

𝑆13

𝑆12
𝑆23) − (𝑆13 +

𝑆11

𝑆12
𝑆23)) + (

𝑞−𝑞𝑒

𝐶2
𝑔2 + ℎ(𝑞) − ℎ(𝑞𝑒)) ⋅

(
𝐿1𝑆23𝑆13

𝑆12
2 𝐾𝐼

+
𝑆11

𝑆12
) −

𝑞−𝑞𝑒

𝐶2
(𝑆12 +

𝐿1𝑆23
2

𝐾𝐼𝑆12
) +

𝐿1

𝐿𝑆12

𝑞

𝐶
]
𝐿𝑆12

𝐿1
  

(15) 

 

Equation (15), together with the dynamics of 𝑥3 given 

by (12), provides the feedback control law that produces 

the desired CLD of the open loop system (1).  
 

The fulfillment of (5), (6) and (7) together with 

𝑆11, 𝑆33 < 0 ensures that the control law and the 

controller state dynamics are independent of 𝑖𝐷̅ and 𝛼, 

and 𝑆22(𝑞) < 0, ∀ 𝑞. 

 

Remark 5: Notice that, despite its seeming complexity, 

the control law (15) is a simple linear expression up-to 

the need to reconstruct the load current in the controller 

through the nonlinear function ℎ(𝑞). The same holds for 

the dynamics of 𝑥3. In the implementation of the control 

law, instead of 𝜓 and 𝑞, the inductor current 𝑖 and the 

capacitor voltage 𝑣𝑐 are to be used. 

Remark 6: Recalling that the real control input is not 

𝑣(𝜓, 𝑞, 𝑥3) but the duty cycle signal 𝑑(𝑡) calculated as 

follows: 

 

𝑑(𝑡) =
1

𝐸
⋅  𝑣(𝜓, 𝑞, 𝑥3)  (16) 

 

it is recognized that for this controller to assure 

asymptotic stability the condition 𝑒̅ = 0 must be 

satisfied, i.e., the supply-side disturbance must be zero. 

This shortcoming will be removed supplementing this 

controller with a PI-regulator acting on the output error 

(see subsection 3.4). 

 

3.3. Rejection of load-side time-varying disturbances 

When considering the time varying disturbance 𝑖𝐷̃(𝑡) 
acting on the load side, i.e., the whole disturbance 

𝑖𝐷(𝑡) = 𝑖𝐷̅ + 𝑖𝐷̃(𝑡), the PHS (3) no longer the closed-

loop dynamics, as it is driven by the disturbance as 

specified in (17): 

 

𝑥̇ = 𝑺(𝑥2) ⋅
𝜕𝐻(𝑥)

𝜕𝑥
+ [
𝑑𝑥1
𝑑𝑥2
0

]  (17) 

 

where the driving inputs 𝑑𝑥1,2 depend on the 

disturbance 𝑖𝐷̃(𝑡) acting on the open loop system (1) as 

follows: 

 

[
𝑑𝑥1
𝑑𝑥2
0

] = [
−

𝐿1𝑔2

𝑆12𝐶2
⋅ 𝑖𝐷̃(𝑡)

𝑖𝐷̃(𝑡)
0

]  (18) 

 

Proposition 2: System (1) in closed loop with the 

controller given by Eq. (15) and Eq. (12) is Input-to-

State-Stable (ISS) (Khalil, 2002) with respect to the 

bounded disturbance 𝑖𝐷̃(𝑡). 
 

Proof: First we compute the time derivative of 𝐻(𝑥), 
considering the disturbances 𝑑𝑥1,2, i.e., the dynamics 

(17): 

 

𝐻̇(𝑥) =
𝑆11𝑥1

2

𝐿1
2 +

𝑆22(𝑥2)𝑥2
2

𝐶2
2 +

𝑆33(𝑥3−𝛼)
2

𝐾𝐼
2 +

𝑥1

𝐿1
𝑑𝑥1 +

𝑥2

𝐶2
𝑑𝑥2   

(19) 

 

Recalling that 𝑆11 < 0, 𝑆33 < 0 and 𝑆22(𝑥2) ≤ −𝑔2, 

replacing 𝑑𝑥1,2, and using the following auxiliary fact 

(written for some generic variables 𝛾, 𝜔) 

 

−𝑎𝛾2 + 𝑏𝛾𝜔 ≤ −
𝑎

2
𝛾2 +

2 𝑏2

𝑎
𝜔2 ;   with 𝑎, 𝑏 > 0  

 

the following inequalities can be obtained: 

 
𝑆11𝑥1

2

𝐿1
2 +

𝑥1

𝐿1
𝑑𝑥1 ≤

−|𝑆11|

2𝐿1
2 𝑥1

2 + 
2

|𝑆11|
(
−𝐿1𝑔2

𝑆12𝐶2
)
2

𝑖𝐷̃(𝑡)
2  

𝑆22(𝑥2)𝑥2
2

𝐶2
2 +

𝑥2

𝐶2
𝑑𝑥2 ≤ −

𝑔2

2𝐶2
2 𝑥2

2 +
2

𝑔2
𝑖𝐷̃(𝑡)

2  
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Thus, the following inequality for 𝐻̇(𝑥) can be written: 

 

𝐻̇(𝑥) ≤
−|𝑆11|

2𝐿1
2 𝑥1

2 +
2

|𝑆11|
(
−𝐿1𝑔2

𝑆12𝐶2
)
2

𝑖𝐷̃(𝑡)
2 −

𝑔2

2𝐶2
2 𝑥2

2 +
2

𝑔2
𝑖𝐷̃(𝑡)

2 + 𝑆33
(𝑥3−𝛼)

2

𝐾𝐼
2   

(20) 

  

Defining: 

𝜆1 = mín {
|𝑆11|

2𝐿1
2  ;

𝑔2

2𝐶2
2  ;  

|𝑆33|

𝐾𝐼
2 } , 𝜆1 > 0  

𝜆2 =
2

|𝑆11|
(
𝐿1𝑔2

𝑆12𝐶2
)
2

+
2

𝑔2
  , 𝜆2 > 0 

 

 𝜒 = [

𝑥1
𝑥2

𝑥3 − 𝛼
]  

(21) 

  

𝐻̇(𝜒) ≤ −𝜆1|𝜒|
2 + 𝜆2 𝑖𝐷̃(𝑡)

2  (22) 

 

Eq. (22) completes the proof. 

 

3.4. Rejection of supply-side disturbances 

As seen in Figure 1, the supply voltage assumes a 

constant known value 𝐸 (rated voltage of the source) 

plus an unknown (possibly piece-wise) constant 

disturbance value 𝑒̅.  

There are many applications where the mean value 𝑒̅ is 

very small or directly zero, but there are others where it 

is of paramount importance, for instance, the case of 

solar PV arrays providing energy to a load through the 

converter system. This shows the importance of having 

a controller able to reject both disturbance inputs, 

𝑖𝐷(𝑡) = 𝑖𝐷̅ + 𝑖𝐷̃(𝑡) and also  𝑒̅, thus assuring the ISS 

stability of the EP. This property can be achieved 

enhancing the control law with an additional PI action 

processing the output error. This yields the following 

expression for the duty-cycle (recall that  
𝑥2

𝐶
=

𝑞−𝑞𝑒

𝐶
=

𝑣𝑐 − 𝑣̅): 

 

𝑑(𝑡) =
1

𝐸
⋅  (𝑣(𝜓, 𝑞, 𝑥3) + 𝐾𝑝𝑖

𝑥2

𝐶
+ 𝐾𝑖𝑖 ∫

𝑥2

𝐶
𝑑𝑡)  (23) 

 

where 𝐸 is the constant voltage of the source, which is 

not measured, but programmed as its rated value for the 

calculation of 𝑑(𝑡). 
 

Remark 7: To maintain the properties of the control law 

(15) without the addition of the PI, the duty cycle had to 

be calculated not as shown in (16) but as 𝑑(𝑡) =
1

𝐸+𝑒̅
⋅

𝑣(𝜓, 𝑞, 𝑥3). This is not convenient (or possible, under 

certain circumstances) because it would imply 

equipping the system with one more sensor to measure 

the supply voltage. 

 

4. VALIDATION THROUGH SIMULATION 

The performance of the controller (15), (12) is tested via 

simulation. First, the controller is tested under design 

conditions and next in presence of constant and 

bounded time-varying disturbances and parameter 

dispersion in some key electrical components (load 

model and the value of the voltage source). The model 

of the load, which is graphically given in Figure 2, is: 

 

ℎ(𝑞) = (
𝑣𝑐

20
)
5

− (
𝑣𝑐

20
)
3

+ (
𝑣𝑐

87
) + atan (

𝑣𝑐

1.5
)  (24) 

 

 
Figure 2: Nonlinear dissipative volt-ampère law 

 

Thus, ℎ(𝑞) is a nonlinear dissipative load (NLD) 

fulfilling the non-decreasing assumption. The 

parameters used in simulation of the Buck converter are 

taken from  (Kwasinski and Krein 2007): 𝐿 = 500 𝑢𝐻, 

𝐶 = 1000 𝑢𝐹 and 𝐸 = 22,2 𝑉. The set of parameters 

for the controller are 𝑆11 = −0,5, 𝑆12 = −1, 𝑆13 =
 −1, 𝑆23 = −1,195, 𝑔2 = 3, 𝑆33 = −0,7, 𝐿1 = 2𝐿, 

𝐶2 = 1,1𝐶 and 𝐾𝐼 = 0,04. 

 

4.1. Controller analysis under design conditions 

In this subsection the controller is tested under the 

design conditions. First, considering perfect knowledge 

of the model (1); next, introducing a constant 

disturbance 𝑖𝐷̅; and, at last, a time-varying disturbance 

𝑖𝐷̃(𝑡) to show the ISS property. 

 

Experiment 1: The system starts with zero initial 

conditions. The capacitor voltage reference is set to 𝑣̅ =
12𝑉. At 𝑡 = 70𝑚𝑠 the voltage reference changes to 

𝑣̅ = 17𝑉. At time 𝑡 = 140𝑚𝑠 a 50𝑚𝐴 constant current 

load is connected in parallel with the NLD. The time 

response is shown in Figure 3. 

 

Experiment 2: Same simulation scenario as Experiment 

1. At 𝑡 = 25𝑚𝑠 a bounded disturbance is injected: 

𝑖𝐷̃(𝑡) = 0.5
𝜓̅

𝐿
𝑠𝑖𝑛(2𝜋50𝑡) is injected. In presence of 

𝑖𝐷̃(𝑡), the capacitor voltage reference is changed and the 

constant current load is connected. The time response is 

shown on Figure 4. 

The controller asymptotically stabilizes the desired 

equilibrium point, even under the presence of a constant 

load-side disturbance. This feature is provided by the 

dynamic extension, conceived to reject that type of 

disturbances. The ISS property, i.e., the bounded 

response under the action of a bounded disturbance, can 

be observed in the last set of simulations. 
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Figure 3: Time responses of Experiment 1. 

 

 
Figure 4: Time responses of Experiment 2. 

 

4.2. Disturbances on supply-side 

First, the non-robustness of the control law configured 

by {(15), (12),(16)} respect to supply-side disturbances 

is shown. Later, the rejection by the outer PI-loop of 

piece-wise constant disturbances acting on this side is 

demonstrated. 

 

4.2.1. Performance degradation of controller {(16), 

(12),(17)} 

This controller, designed to reject load side 

disturbances, is tested now under the presence of a 

supply-side disturbance. 

 

Experiment 3: For this experiment 𝑖𝐷(𝑡) = 0. The 

voltage source value is 19,98 𝑉, (90% of 22,2 𝑉). 

Recall that the controller uses 𝐸 = 22,2 𝑉 to calculate 

the duty cycle. 

It is obvious from Figure 5 that the presence of a 

disturbance 𝑒(𝑡) = 𝑒̅ changes the EP of the closed loop 

to a different one, with 𝑥1̅̅̅ ≠ 0 and 𝑥2̅̅ ̅ ≠ 0. This is 

because the duty cycle is miscalculated under the effect 

of the unknown value 𝑒̅. 

 

 
Figure 5: Time responses of Experiment 3 

 

4.2.2. Supply-side disturbance rejection 

An additional integral action is performed in order to 

reject 𝑒̅, see Eq. (23).  

 

Experiment 4: The simulation scenario is the same as 

Experiment 3: , but now the duty cycle is calculated 

using Eq. (23). The parameters of the additional PI 

controller are: 𝐾𝑝𝑖 = 0,75 and 𝐾𝑖𝑖 = 1/0,03. 

 

 
Figure 6: Times responses of Experiment 4. 

 

Using Eq. (23), 𝑒̅ is rejected, but the response of the 

whole system becomes slower. This is because the 

additional PI is tuned to be slower than the closed loop 

system (3). 

 

4.3. Disturbances on load- and supply-sides 

The objective of the experiment below is to show that 

the controller (15), (12) enhanced with an additional PI 

controller (Eq. (23)) can reject constant disturbances on 

both sides and preserves the ISS property with respect 

to load side time varying bounded disturbances.  

We also introduce now a state dependent disturbance: 

changing the model of the load connected to the output 

of the Buck converter by the following one, see also 

Figure 7: 
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ℎ(𝑞) = (
𝑣𝑐

20
)
5

− (
𝑣𝑐

17
)
3

+ (
𝑣𝑐

87
) + atan (

𝑣𝑐

1.5
)  (25) 

 

 
Figure 7: Volt-ampère law of nonlinear load for 

Experiment 5. 

 

The controller remains programmed with the load 

model given by Eq. (24). Notice that this load does not 

fulfill the non-decreasing assumption, which can be 

relaxed as long as 𝑆22(𝑞) < 0, ∀ 𝑞. This implies that 𝑔2 

must be bigger enough to ensure it. 

 

Experiment 5: The voltage reference, initially set to 

12 𝑉, changes to 16 𝑉 at 𝑡 = 0,15𝑠 (notice that both 

reference values are in the decreasing volt-ampère zone 

of the load model). The supply-side disturbance is the 

same as in the previous experiment. At time 𝑡 = 0,3𝑠 a 

50 𝑚𝐴 constant current load is connected in parallel 

with the load, and at time 𝑡 = 0,5𝑠 a bounded load side 

disturbance 𝑖𝐷̃(𝑡) is injected (same as Experiment 2). 

 

 
Figure 8: Time responses of Experiment 5. 

 

The desired equilibrium point is stabilized, under the 

presence of disturbances acting on both sides, and the 

ISS property is conserved.  

 

5. CONCLUSIONS 

A dynamic controller assuring global asymptotic 

stability of the desired equilibrium point of a DC-DC 

Buck converter has been designed. On the basis of a 

nonlinear averaged state-equation model, the control 

system design was achieved proposing a closed-loop 

PHS target model having a positive definite energy 

function and dissipation in all its states, making it a 

Lyapunov function for any desired equilibrium point. It 

has been shown that this design guarantees ISS stability 

regarding (possible varying) bounded disturbances on 

the load-side. An outer PI-loop was added in order to 

reject also piece-wise constant disturbances on the 

supply-side. Simulation experiments confirm the correct 

performance of the overall controller. 

 

Further work includes increasing by one the order of the 

dynamic extension embodied in the closed-loop PHS in 

order to be able to reject supply-side disturbances 

without adding a classical PI outer loop. Also of interest 

is extending the results to other kind, possibly dynamic 

and/or non passive loads, as well as applying the 

methodology to other topologies of power electronic 

DC-DC converters. In view of the controller practical 

implementation, testing and tuning the closed-loop 

performance on a hybrid model where the control input 

is provided by a switch driven by a PWM-modulated 

continuous duty cycle is also planned, as well as 

performing experimental validation tests. 
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Abstract 

The aim of this work is to propose an optimal sizing 
method for a hybrid cooling system with minimum 
energy consumption and maximum share of 
renewable resources. For this purpose, a hybrid 
cooling system that benefits from renewable energy 
resources is designed and modeled using Trnsys 17. 
Then, an optimal sizing method where the 
problematic is formalized as a mathematical problem 
under constraints is presented. Finally, the results are 
obtained and discussed for the two case studies 
selected, namely Marseilles-France and Beirut- 
Lebanon. 

Keywords: hybrid cooling, optimal sizing, energy 
management, renewable energy, grid electricity. 

1. INTRODUCTION 
The demand for cooling is dramatically increasing 
due to the climate change and the global temperature 
rise. However, cooling systems are a matter of debate, 
not only due to the high-energy consumption, but also 
due to the excessive CO2 emissions as well as the use 
of synthetic refrigerants that produce greenhouse 
effect and cause global warming. Therefore, energy 
efficient cooling systems are key contributors to the 
reduction of the electrical energy consumption. Solar 
cooling is one of the energy saving cooling 
technologies used all over the world.  Moreover, and 
due to the variability of these local energy sources, 
hybridization in sources and storage systems is to be 
considered to get new solutions for energy production 
and hence meet the needs (Poulet and Outbib 2015). 
Actually, hybrid cooling technology could lead to a 

great energy saving and COP improvement by more 
than 50% (Kairouani and Nehdi 2006). However, the 
improvement achieved by a hybrid cooling system 
vary widely. It depends on the system design and the 
way the different types of energy are used. Further, it 
is found that in some cases, individual cooling 
systems are more effective than hybrid systems. For 
instance, in very hot and arid climate, the removal of 
latent load separately by desiccant system becomes 
unnecessary, and thus, the comfort level could be 
reached using an electric or absorption chiller 
standing alone (Kojok, Fardoun, Younes and Outbib 
2016)). 
In this work, an optimal sizing method that defines, in 
a specific region, a hybrid cooling energy system, 
economically feasible with maximum renewable 
energy share is presented. The method tends to 
minimize the dependency of the cooling system on 
grid electricity and to reduce the nonrenewable energy 
consumption. Based on the above, a hybrid cooling 
system, used for a small residential house, is designed 
and presented in the first section. After that, an 
optimal sizing method is proposed in section two. The 
main purpose is to determine, for a given region of the 
world, a cooling system with minimum energy 
consumption and maximum share of renewable 
resources. More precisely, once a hybrid technology 
is adopted, the main purpose is to define an optimal 
size taking into consideration a certain number of 
inherent constraints that could be the energy potential, 
the financial costs of the system designed and the area 
available in a building to install the said system. For 
this purpose, a residential hybrid cooling system that 
benefits from renewable energy resources is designed 
and modeled using Trnsys 17. The system, 
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schematized in figure 1, mainly consists of a solar 
absorption chiller (AC) , a vapor compression chiller 
(VCC), a solid desiccant system (DSC), two 
evacuated tube solar thermal collectors (ET) , two hot 
water storage tanks (HW) and a chilled water storage 
tank (CHW), a wind turbine (WT) , a Photovoltaic cell 
(PV) and batteries with inverter for electric storage 
the batteries that satisfy the maximum energy output  
of both WT and PV. 
This designed cooling system is used to ensure the 
cooling need of a standard small house. The total 
cooling load is separated into its two components ;the 
sensible load that is related to the dry bulb 
temperature and the latent load that is related to the 
wet bulb temperature or the relative humidity. Each 
load is treated separately by using separate 
components of the hybrid system. The desiccant 
dehumidifier component is used to meet the latent 
load, while chiller components are utilized to meet the 
sensible load and excess latent load, if found.This 
strategy of separating both kinds of loads has been 
proved to be an efficient energy-saving method since 
it raises the evaporator temperature in the sensible 
cooling machine (Ling, Kuwabara, Hwang and 
Radermacher 2013) and (Ling, Kuwabara, Hwang 
and Radermacher 2011).  
In addition, a solid type desiccant is used because it is 
preferred to a liquid type one, especially for 
residential applications, due to the simplicity of its 
structure and its common regeneration by a thermal 
solar energy source (Ge,Dai and Wang 2014). 
Concerning the control method of the system, If the 
solar absorption chiller is not able to meet the chilled 
water need, then the electric vapor compression 
chiller starts operating, where its electricity need is 
secured from the electrical energy renewable energy 
systems, PV cells, wind turbines and batteries, if 
stuffiest. Else, grid electricity is utilized. As for the 
desiccant system, it starts operation when the relative 
humidity in the house is greater than the relative 
humidity set point  ܴܪ௛

௦௣ and the desiccant material is 
regenerated by solar thermal energy stored in the hot 
water tank water HW2.  After being dehumidified in 
the desiccant wheel, the process air is cooled by the 
chilled water through a water-to-air heat exchanger 
(HX) before passing into the house.  

2. OPTIMAL SIZING METHOD  
This section presents the optimal sizing method 
applicable to the hybrid cooling system defined in the 
previous section to define the best configuration from 
energetic and economic standpoints. At the end of the 
optimization problem, the number of renewable 
energy systems and cooling machines for the best 
configuration hybrid system is defined. Hence, for 
this hybrid system, the energetic objective aims to 

minimize the total grid-electrical energy consumption 
and consequently maximize the renewable energy 
share. The economic objective aims to obtain a 
positive net present value (NPV) for the proposed 
system, which is also greater than that of conventional 
electric vapor compression chiller over a pre-
specified period. 

 

Figure 1: Schematic representation of the proposed 
residential hybrid cooling system 
 

The optimal sizing method is based on the concept of 
simulating the proposed hybrid cooling system using 
small base-units for the renewable energy 
components, solar and wind systems: PV cell, wind 
turbine, evacuated tube solar collector connected to 
hot water storage tank for both absorption chiller and 
desiccant system. Note that, the evacuated tube solar 
collector connected to hot water storage tank is 
considered as one unit. These base units are supposed 
to produce their maximum possible energy during the 
studied period of time. Thus, a multiple of a base unit 
would multiply its maximum energy output for the 
same climatic and boundary conditions. Results of the 
sizing problem should then find the appropriate 
number of individual renewable base units where the 
number is limited to a maximum value. This method 
has been first proposed in (Ibrahim, Fardoun, Younes 
and Louahlia-Gualous 2014). However, in this study, 
another application is investigated and another 
formulation and problem solution are presented. 

 

2.1. Objective function 
The objective function is determined according to the 
following demonstration.  
The following equations represent the relations 
between input and output energies (ܧ௜ ܽ݊݀  ܧ௢  ) of 
each of the absorption chiller, the vapor compression 
chiller and  the desiccant wheel are presented as 
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follow, as well as the energy produced by renwable 
energy systems (  E୉୘,୅େ

୳,୲  , E୉୘,ୈୗେ 
୳,୲ , ௉௏ܧ

௨,௘ , ௐ்ܧ
௨,௘ ) and 

electrical energy from grid ܧ௚௥௜ௗ. 

 

E୅େ
୭  =   COP୅େ E୅େ

୧ =   COP୅େ  N୉୘
୅େ  E୉୘,୅େ

୳,୲   (1) 

 

 

௏஼஼ܧ
௢  = ܱܥ   ௏ܲ஼஼ ௏஼஼ܧ 

௜ =    
ܱܥ ௏ܲ஼஼  ൫ ௉ܰ௏ܧ௉௏

௨,௘   +   ܰௐ்ܧௐ்
௨,௘   +  ௚௥௜ௗ൯ܧ  

(2) 

  
 

Eୈୗେ
୭ =  COPୈୗେ   Eୈୗେ

୧

= COPୈୗେ  N୉୘
ୈୗେ   E୉୘,ୈୗେ

୳,୲  
  

(3) 

 

Where N  and COP are  the number  and the 
coefficient of performance of each unit. 
The hybrid system should meet the total cooling load 
(E୐) of the house. Hence, this constraint is presented 
in equation (4). 

 

E୅େ
୭   +  E୚େେ 

୭  +   Eୈୗେ
୭   ≥   E୐ (4) 

                  

Using equations (1) to (4), the following equation is 
obtained: 

COP୚େେ ൫N୔୚E୔୚
୳,ୣ   +   N୛୘E୛୘

୳,ୣ   +   E୥୰୧ୢ൯  
+  COP୅େ  N୉୘

୅େ  E୉୘,୅େ
୳,୲ 

+  COPୈୗେ  N୉୘
ୈୗେ   E୉୘,ୈୗେ

୳,୲  
≥   E୐ 

 
 
 
 
(5) 

                                

Hence, equation (5) could be reformulated to give 
equation (6): 

௚௥௜ௗܧ  

≥     
௅ܧ

ܱܥ ௏ܲ஼஼
 

−   ൬ 
ܱܥ ஺ܲ஼ 

ܱܥ ௏ܲ஼஼ 
 ா்ܰ

஺஼ ா்,஺஼ܧ  
௨,௧ 

+  
ܱܥ ஽ܲௌ஼ 

ܱܥ ௏ܲ஼஼ 
 ா்ܰ

஽ௌ஼ ா்,஽ௌ஼ܧ   
௨,௧ + ௉ܰ௏ܧ௉௏

௨,௘ 

+  ܰௐ்ܧௐ்
௨,௘ ൰ 

 

 

 

 

(6) 

 The second term of the right part of equation (6) 
represents the total renewable energy share of the 
hybrid system and maximizing this term will 
minimize the grid electricity consumption as it is 
obvious from this equation. Therefore, the objective 
function stated in equation (7). 

 

max ݂ = ஼ை௉ಲ಴ 

஼ை௉ೇ಴಴ 
 ா்ܰ

஺஼ ா்,஺஼ܧ  
௨,௧ +

 
஼ை௉ವೄ಴ 

஼ை௉ೇ಴಴ 
 ா்ܰ

஽ௌ஼ ா்,஽ௌ஼ܧ   
௨,௧ + ௉ܰ௏ܧ௉௏

௨,௘ +  ܰௐ்ܧௐ்
௨,௘ =

〈 ෡ܰ,   〈ߚ

 

(7) 

 

With 

෡ܰ =

ۉ

ۇ

௉ܰ௏
ܰௐ்

ா்ܰ
஺஼

ா்ܰ
஽ௌ஼ی

ߚ    and    ۊ =

ۉ

ۈۈ
ۇ

௉௏ܧ
௨,௘ 

ௐ்ܧ
௨,௘ 

஼ை௉ಲ಴ 

஼ை௉ೇ಴಴ 
ா்,஺஼ܧ  

௨,௧ 

஼ை௉ವೄ಴ 

஼ை௉ೇ಴಴ 
ா்,஽ௌ஼ܧ 

௨,௧
ی

ۋۋ
ۊ

 

2.2. Constraints 
2.2.1. Energy balance constraints 
The maximum cooling energy delivered by the 
desiccant wheel should not exceed the total latent 
cooling load as formulated in the following equation: 

〈 N෡  , ρ〉   ≤  E୪ (8) 

 
 

Where ρ = ൮

0
0
0

COPୈୗେ  E୉୘,ୈୗେ
୳,୲

൲ 

 

2.2.2. Area constraints 
Furthermore, given that the hybrid cooling system is 
applied to a residential with limited roof surface area, 
it is necessary to impose area constraints related to the 
number of renewable energy systems installed on the 
roof. Equation (9) represents this constraint as 
follows: 
 

〈 ෡ܰ  , 〈ߛ   ≤  (9) ்ܣ 
 

Where γ =

ۉ

ۇ

A୔୚
A୛୘

A୉୘
୅େ

A୉୘
ୈୗେی

 ۊ
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where Aଡ଼ is the surface required for renewable energy 
system and A୘ is the useful total surface area of the 
house roof. 

2.2.3. Economic constraints 
From an economic point of view, when comparing 
two systems, the one with greater Net Present Value 
(NPV) is the preferred. Thus, in this case, the 
proposed hybrid cooling system economically 
compared to a conventional electric vapor 
compression chiller, this constraint could be 
translated into the following equation: 

 

ܰܲ ௏ܸ஼஼
௖௩ − NPV୦୷ୠ ≤ 0 (10) 

 
Where NPV୚େେ

ୡ୴  and NPV୦୷ୠ are the net present values 
of the conventional vapor compression chiller and the 
hybrid system, respectively. 
Since there is no energy savings considered for the 
conventional system, then its net present value is 
simply its capital cost during the studied period. 
Hence, equation (10) could be written as follows: 

 

቎ቌ ෍ C
௑∈ுభ

 ଡ଼
୦୷ୠ + ෍ C

௑∈ுమ

 ଡ଼
୦୷ୠቍ −  C୚େେ

ୡ୴ ቏

− ൥α൫N୷൯Cୣ ൭E୥୰୧ୢ
େ୴

− ൬
E୐

COP୚େେ
− 〈N෡, β〉൰൱൩   

≤ 0 

 

 

 

 

(11) 

Where 

 ܪଵ   ߳ ሼܸܲ;  ܹܶ; ,ܶܧ  ;ܥܣ ,ܶܧ ;௧ଵݐݏ ;௘ݐݏ ;ܥܵܦ  ௧ଶሽݐݏ
 ܪଶ    ߳ ሼܥܣ; ;ܥܥܸ    ሽܥܵܦ
 ߙ൫ ௬ܰ൯ =  ௬ܰ ିܴܦଵ(1 − (1 +  ,(ே೤ି(ܴܦ

with ௬ܰ being the number of operation years 
and DR being the discount rate of the 
considered case study. 

 ܥ௑
௛௬௕ is the cost of each component X in the 

hybrid system , and ܥ௘  is the cost of electrical 
energy from grid. 

The cost of each component ܺ߳ܪଵ and ܺ߳ܪଶ of the 
hybrid system is calculated using equations (12) and 
(13), respectively. 

 

௑ఢுభܥ = ൬൤
ே೤ିଵ

ே೉
೗೟ ൨ + 1൰ ௑ܥ

௛௬௕ = ߮ே೤
( ௑ܰ

௟௧) ܥ௑
௛௬௕

  

(12) 

Where Nଡ଼
୪୲ is the life time of the component "ܺ" and 

൤
୒౯ିଵ

୒౔
ౢ౪ ൨ denotes the integer part of 

୒౯ିଵ

୒౔
ౢ౪ . In addition, 

ܰ௦௧೐ = 0 if ( ௉ܰ௏ + ܰௐ்) = 0 ; ܰ ௦௧೟భ = 0 if ܰ ா்
஺஼ = 0 

and ܰ௦௧೟మ = 0 if ா்ܰ
஽ௌ஼ = 0, because storage electrical 

and thermal systems are used jointly with the 
corresponding renewable energy system. 

 

௑ఢுమܥ = ே೤߮(ܼ) ߪ
( ௑ܰ

௟௧) ܥ௑
௛௬௕  (13) 

 

Where ߪ(ܼ) = ൜
0 ݂݅  ܼ ≤ 0

1  ݂݅  ܼ > 0 

 

 with Z being defined as follows: 

Z = ൞

E୐ − ൫COP୅େ  N୉୘
୅େ  E୉୘,୅େ

୳,୲ + COPୈୗେ  N୉୘
ୈୗେ   E୉୘,ୈୗେ

୳,୲ ൯  if X ≡ VCC

N୉୘
୅େ                                                                                           if X ≡ AC

N୉୘
ୈୗେ                                                                                           if X ≡ DSC

 

 

Table 1 illustarets the lietime of each component 
found in the literature.  

 

Table 1: Lifetime of  hybrid cooling system 
components 

Component 
Lifetime 
(years) 

Photovoltaic Panel 25 
Wind Turbine 20 
Evacuated Tube Solar Collector 40 
Vapor compression chiller 15 
Absorption Chiller 23 
Desiccant System 10 
Electric Storage 5 
Thermal Storage 10 

 

2.3. Optimization problem 

Finally, considering the objective function and 
constraints, the optimal sizing problem can be stated 
as follows: 
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the objective function : ݔܽܯ 〈 ෡ܰ,  〈ߚ

 

ቐ
〈 ෡ܰ  , 〈ߛ   ≤ ்ܣ 

〈 ෡ܰ  , 〈ߩ   ≤ ܮ 
ܰܲ ௏ܸ஼஼

௖௩ − NPV୦୷ୠ  ≤  0
 

Where NPV is predifiened in the previous section. 

The problem is stated as a discrete problem with a 
limited number of cases, namely number of renewable 
energy systems. Thus, it can be solved by using a 
straight forward algorithm using Matlab. The optimal 
solution was found by searching the maximum of the 
objective function, of all combinations of the vector  
N, in such condition that all constraints are respected. 

 

3. RESULTS AND DISCUSSIONS: CASE 
STUDIES  
The introduced optimal sizing method applied for the 
proposed hybrid cooling system is investigated in two 
case studies: Beirut-Lebanon and Marseille- France. 
The input data concerning the climate of a typical 
meteorological year and the corresponding cooling 
load in both regions are obtained using Trnsys. 
Figures 2 and 3 illustrates the data necessary for 
energy balance equations and the objective function 
namely, cooling loads (latent, sensible and total load), 
thermal energy outputs of evacuated tube solar 
collectors, electric energy output of photovoltaic 
panels and the electric energy output of the wind 
turbine.  
 Additionally, one constraint of the optimal sizing 
problem is economic, which needs the price and life-
time of each of the various system components as 
inputs in the way for obtaining the solution. 
Accordingly, the market prices as well as the life time 
of hybrid cooling system components in Beirut and 
Marseille are considered. 
The simulations results obtained using Trnsys, the 
prices from the local market in each city and the 
lifetime of each system are introduced in the 
optimization problem.  After that, Matlab software is 
utilized to model the optimal sizing method, where 
two time periods, 7 and 10 years, are considered for 
each case. In fact, 7 years represents the minimum 
number of operating years where the hybrid cooling 
system become feasible in case of Beirut; and  10 
years in case of Marseille. Simulation results yield the 
optimum number of each energy unit composing the 
hybrid system. Table 2 illustrates these results for the 

each considered case all along with the capital cost of 
the system and the annual operating-cost savings 
compared with a conventional electric vapor 
compression chiller. It is shown that for the case of 
Beirut, the same components-configuration of the 
hybrid system is obtained for both studied operation 
periods (7 and 10 years). As for Marseille, the electric 
vapor compression chiller is preferred to any other 
hybrid configuration over the 7-years operation 
period. This is mainly attributed to lower electricity 
costs in the country compared with that in Beirut and 
thus, annual operating-cost savings would not be able 
to meet the economic criterion. On the other hand, for 
10-years operation period, the same hybrid system 
configuration obtained for the case of Beirut is found. 
Moreover, comparing with the annual savings in both 
cities, it is clear that they are much higher in Beirut 
due to higher cooling loads and higher electricity 
tariff. 
Furthermore, although the capital costs of the 
obtained hybrid system are high in both cities; 
however, annual cost-savings are also considerable. 
Hence, if good financial incentives and loans exist, 
there would be a large spread of such high efficient 
energy systems. 

 

 

 

 
Figure 2: Input data concerning the climate of a 
typical meteorological year in Beirut-Lebanon 
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Figure 3: Input data concerning the climate of a 
typical meteorological year in Marseille-France 

 

4. CONCLUSION 

In this work, the optimal sizing of a hybrid cooling 
system is studied. For this purpose, a hybrid cooling 
system based on renewable energy system was 
defined. Then, an optimal sizing method was 
presented in order to obtain the best configuration of 
the hybrid cooling system in term of maximum 
renewable energy share and minimum grid 
contribution. The optimization problem was applied 
for two cases study namely, Beirut-Lebanon and 
Marseille-France. It was shown that the grid 
electricity cost has a significant role in determining 
the optimal size of a hybrid cooling system. For 
instance, at lower electricity cost in Marseille-France, 
a conventional cooling system could be more feasible 
than hybrid systems especially at short operation 
period.  On the other hand, at high electricity cost, a 
hybrid cooling system could be more economical than 
conventional one, even if the prices of renewable 
energy systems are high.  

Finally, this method need to be improved, and an 
optimal strategy for energy management and control -
according to the cooling demand, energy input, costs, 
etc. -should be implemented. Hence, it allows the 

components of the system to operate at its maximal 
performance. 

Table 2: Results for the optimal number for each 
system component as well as the capital cost and 

annual saving for both case studies. 

Case Study 
Beirut, 
Lebanon 

Marseille, 
France 

Number of 
operation years 
( ௬ܰ ) [years] 

7 10 7 10 

Number of PV 
[unit] 

10 10 0 10 

Number of WT 
[unit]  

2 2 0 2 

Number of  ET, 
AC [unit] 

2 2 0 2 

Number of  
ET,DSC [unit] 

1 1 0 1 

Number of AC 
[unit] 

1 1 0 1 

Number of VCC 
[unit] 

1 1 1 1 

Number of DSC 
[unit] 

1 1 0 1 

Total Capital 
Cost [USD $] 

32130 32130 1087 22242 

Annual Saving 
[USD $/year]  

795 795 0 253 

 

NOMENCLATURE  
Variables 

A Area [m2] 
C Cost [$] 
COP Coefficient of Performance [-] 
N Number of Units/years [Units/years] 
RH Relative Humidity [%] 
T Temperature [°] 
 

Abbreviations 
AC Absorption Chiller 
CHW Chilled Water tank 
COP  Coefficient of performance 
DR Discount Rate 
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DSC Desiccant System 

ET,AC 
Evacuated tube solar collector for 
Absorption chiller 

ET,DSC 
Evacuated tube solar collector for 
Desiccant system  

HW Hot Water tank 
Hyb Hybrid  
NPV Net Present Value 
PV Photovoltaic  
VCC Vapor Compression Chiller 
WT Wind Turbine 

 

Subscripts 

chw Chilled water 
cv Conventional  
e Electric 
gen Generator 
i Input 
l Latent 
l load 
lt Lifetime  
max Maximum  
min Minimum  
o Output 
s Sensible 
sp Set point  
st Storage  
t Thermal 
u Unit 
y Years 
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ABSTRACT 
The appearance of algebraic constraints among energy 
variables in models of physical systems leads to sets of 
(possibly nonlinear) implicit state equations, which 
usually complicate the treatment of the problems to be 
solved on the model. Building up on the Bond Graph 
model of a Planar Mobile Robotic Manipulator, this paper 
discusses some techniques to handle this kind of 
situations, determined here by the coupling of rigid 
bodies. Two alternatives to break the constraints are 
presented, consisting in the insertion between the coupled 
elements of: a) parasitic components –mostly spring-
dampers, which is standard practice– or b) residual sinks –
which is equivalent to the practice of adding constraint 
forces. Modifying the Bond Graph through the 
introduction of storage fields is the third method 
presented. Further, the extraction of constraint-free Euler-
Lagrange and Hamiltonian descriptions from the Bond 
Graph are addressed. Finally, the suitability of all of these 
five alternatives for the purposes of simulation, analysis 
and control system design are discussed, and illustrated 
with simulation results. 

Keywords: Planar mobile manipulator, Bond Graphs, 
Euler-Lagrange equations, Port-Hamiltonian systems, 
Simulation, Nonlinear control. 

1. INTRODUCTION
The multidomain nature of modern engineering systems 
has renewed the interest in energy-based modeling 
formalisms. This is above all true in Mechatronics in 
general and Robotics in particular. Euler-Lagrange (EL) 
modeling is the classical approach in Robotics (Siciliano 
et al., 2009). Since relatively recent times the Hamiltonian 
formalism under the new, extended Port-Hamiltonian 
System (PHS) version has also been considered for the 
purposes of nonlinear control system synthesis, mainly in 
the framework of Passivity-Based Control (PBC) (Ortega 
et al., 2002). Besides these two modeling approaches 
rooted in Classical Physics, the Bond Graph (BG) 
technique, an engineering graphical modeling method, has 

gained importance (Karnopp, Margolis and Rosenberg, 
2006), (Merzouki et al., 2012). It uses a reduced and 
unified set of symbols –which describe basic energy 
phenomena and interconnection structure in a physical 
system– able to represent not only the mechanical parts of 
a multidomain system, but also the electromechanical 
actuators and their associated power electronic converters, 
pneumatic or hydraulic actuators, etc. 
One of the advantages of BGs is their modular or object-
oriented modeling nature which allows to construct the 
whole system model by coupling the models of its 
subsystems. However, this advantage comes with a 
drawback in certain cases: when the system order is lower 
than the number of energy variables, there appear 
algebraic constraints among them, fact that leads to sets of 
implicit state equations (Karnopp, Margolis and 
Rosenberg, 2006). Graphically, this translates into 
storages being in derivative causality and the presence of 
algebraic loops or zero order causal paths (ZCP), see (van 
Dijk and Breedveld, 1991) for a classification. This is a 
recurrent problem when modeling mechanical systems, 
especially in systems with kinematic constraints. The 
existence of ZCP always implies that the set of state 
equations is an implicit set of Differential-Algebraic 
Equations (DAEs) with the consequent problems to the 
numerical solvers, see for example (van Dijk and 
Breedveld, 1991) or (Cacho, Felez and Vera, 2000) for the 
numerical issues in solving these systems. Modern 
modeling and simulation (M&S) software is equipped 
with tools capable to handle implicit systems, but they 
frequently fail when the algebraic dependence is complex. 
In these cases, while still useful for direct analysis of 
some system properties, the BG models are not 
immediately useful for simulation or control system 
design. They must be suitably adapted for those purposes. 
To deal with ZCPs the authors in (Karnopp and Margolis, 
1979) add some parasitic components to break the causal 
loops. While this classic engineering approach is simple to 
implement, it is not always evident how to parameterize 
the parasitic components, and results in highly stiff 
models of higher order which increase the total simulation 
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time and, occasionally, the numerical errors too. An 
alternative technique to break the ZCPs without 
modifying the dynamics consists in adding residual sinks 
(rS) in adequate positions of the causal paths (Gawthrop 
and Smith, 1992) (Borutzky and Cellier, 1996). This 
resource has been incorporated in certain simulation tools 
via programming commands, called “constraint” in some 
of them (20sim®, for instance, see (Controllab Products, 
n.d.)). This method solves the problem calculating efforts 
that enforce the geometric or kinematic constraints 
producing the ZCP. As it proceeds numerically at each 
simulation step, it could increase the total simulation time 
and accumulate errors beyond admissible limits. This 
problem can be circumvented when the constraint can be 
explicitly solved and embodied in the residual sink 
(Nacusse and Junco, 2017), as it is done in the example 
case treated in this paper. A radical different approach is 
to collect the dependent storage phenomena in a so called 
storage field (Karnopp, 1992). This approach, while 
abandoning the modular feature of the BGs, yields a 
model without ZCPs between energy storage elements. 
Another solution, which is directly in line with the 
construction of the storage field, consists in choosing sets 
of independent coordinates in the BG model and to derive 
EL- or PHS-models from it (Karnopp, 1977) (Donaire and 
Junco, 2009) (van der Schaft and Jeltsema, 2014).  
The main goal of this paper is to present the derivation 
and discuss the application of the full panoply of the 
previously mentioned alternative models starting from a 
BG of a planar mobile robotic manipulator (PMRM) 
featuring derivative causality. Even if issues related to 
analysis and control synthesis and design are considered, 
the main stress is put on simulation matters. 
The rest of the paper is organized as follows. Section 2 
briefly reviews the EL and PHS formalisms and describes 
the PMRM. The construction of the BGs is done in 
Section 3. First the base BG in derivative causality is built 
and then it is shown how to get the models with rS or 
parasitic elements to break the ZCPs. Second, following 
the procedure detailed in (Karnopp, 1992), a BG featuring 
an IC-Field is derived as a means to avoid the derivative 
causality. Section 4 compactly discusses the derivation of 
EL and PHS models from the BGs previously introduced. 
Section 5 presents some simulation results with the 
PMRM in closed-loop to compare the differents 
approaches in terms of simulation time and error. Finally, 
some conclusions are given in Section 6. 
 
2. MODELING FORMALISMS AND SYSTEM 

DESCRIPTION  
 

2.1. Modeling formalisms 
The EL equations are probably the most classical 
approach to modeling in the field of robot dynamics. 
These equations are obtained performing the operations 
indicated in (1) on the Lagrangian function ℒ(𝑞, 𝑞̇) =
𝒯∗(𝑞̇) − 𝒱(𝑞), where 𝒯∗(𝑞̇) is the kinetic co-energy, 
𝒱(𝑞) is the potential energy, 𝑞 and 𝑞̇ are the vector of 
generalized coordinates and velocities respectively, and 𝐸 
is the vector of generalized non-conservative forces. 

ୢ

ୢ୲
ቀ

பℒ

ப୯̇
ቁ −

பℒ

ப୯
= E (1) 

Since more recently, a Hamiltonian formulation of the 
system dynamics called PHS has gained importance in 
robotics because of the benefits it offers through the 
application of the Passivity-Based Control (PBC) 
techniques to robot control problems (Ortega et al., 2001). 
Classically, the Hamilton equations of motion are derived 
from (1) via the definition of the generalized momenta 
𝑝 ∶=  𝜕ℒ 𝜕𝑞̇⁄  and the Legendre transformation 𝔊{ℒ(𝑞, 𝑞̇)}
∶= 𝑝்𝑞̇ − ℒ(𝑞, 𝑞̇). This yields the Hamiltonian state 
function as ℋ(𝑞, 𝑝) = 𝔊{ℒ(𝑞, 𝑞̇)} =  𝑇(𝑝, 𝑞) + 𝑉(𝑞), 
where 𝑇(𝑝, 𝑞) is the kinetic energy in the system. 
Furthermore, operating on (1), and assuming a system 
with 𝑛 degrees of freedom, the following Hamiltonian 
model is obtained: 
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This classical model is a particular case of the PHS form 
(3), which explicitly shows the presence of dissipation in 
the system, and admits state variables other than 𝑞 and 𝑝 
describing the system dynamics (van der Schaft and 
Jeltsema, 2014). 

𝑥̇ = [ 𝐽(𝑥, 𝑢) − 𝑅(𝑥, 𝑢)] 𝛻௫ℋ + 𝑔(𝑥) 𝑢 

Here 𝐽(𝑥, 𝑢) is the structure or interconnection matrix 
which conserves the skew-symmetric property of 𝐽 in the 
classical formulation, but does not need to be composed 
by unitary submatrices. The dissipation matrix 𝑅(𝑥, 𝑢) is 
a symmetric, positive (semi–) definite matrix, and 𝑔(𝑥) is 
a matrix weighting the inputs 𝑢. This latter vector is 
composed of control and, possibly, disturbance inputs. 
The presence of 𝑥 and  𝑢 as arguments of 𝐽 and 𝑅 takes 
into account the fact that some interconnection or 
dissipation elements could be state-dependent (the 
magnetic flux modulating the electromechanical power 
exchange in an electric actuator, for instance) in the case 
of 𝑥, and that control actions 𝑢 could be exerted through 
the interconnection structure (as in power electronic 
converters feeding electromechanical actuators) or the 
dissipation structure (as in a hydraulic control valve). 
In this paper the BG approach, an energy-based graphical 
modeling formalism (Karnopp, Margolis and Rosenberg, 
2006), is resorted to as the primary modeling tool. Indeed, 
starting from a first BG model, other BGs are derived 
aiming at different purposes, as well as an EL and a PHS 
model of the PMRM under consideration. 
 

2.2. System description 
The physical system, shown in Figure 1, is a PMRM 
consisting of a mobile base (MB) coupled to a 
manipulator arm (MA) with two rigid links connected by 
revolute joints. The MB is a circular platform driven by 
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three independent Omniwheels symmetrically located at 
120 degrees each other. 
The following set of fourteen relevant coordinates can be 
distinguished in the sketch of Figure 1: 

{𝛺௪ଵ, 𝛺௪ଶ , 𝛺௪ଷ, 𝑥଴, 𝑦଴, 𝜙଴, 𝜙ଵ, 𝜙ଶ, 𝑥ଵ, 𝑦ଵ , 𝑥ଶ, 𝑦ଶ, 𝜃ଵ, 𝜃ଶ} 

where: 𝛺௪ଵ,ଶ,ଷ are the rotational angular positions of the 
three wheels; 𝑥଴,ଵ,ଶ and 𝑦଴,ଵ,ଶ are the positions of the 
centers of mass (CoM) of the MB and the two links with 
respect to the inertial Cartesian frame (𝑋ி , 𝑌ி); 𝜙଴,ଵ,ଶ 
specify, respectively, the angular positions of the 
attachment point of link 1 to the MB and of links 1 and 2, 
all the three of them measured with respect to the 𝑋ி axis; 
and 𝜃ଵ,ଶ are the relative angular positions of the links, as 
indicated in Figure 1. This is not a set of independent 
coordinates. As the three wheels are independently 
actuated, a restriction between the subsets 
{𝛺̇௪ଵ, 𝛺̇௪ଶ, 𝛺̇௪ଷ} and {𝑥̇଴, 𝑦̇଴, 𝜙̇଴} can be derived, which 
can be expressed by an invertible matrix, as done in the 
next section. Under the assumption of holonomy of the 
MB, this relationship enforces a restriction among the 
respective coordinates. Also the subsets {𝜃ଵ, 𝜃ଶ} and 
{𝜙ଵ, 𝜙ଶ} are each other dependent. Finally, as shown in 
equation (5), 𝑥ଵ,ଶ and 𝑦ଵ,ଶ can be written in terms of 
𝑥଴, 𝑦଴, 𝜙଴, 𝜙ଵ, 𝜙ଶ. As usual in Robotics, the short 
notations 𝑠థ = sin (𝜙) and 𝑐థభ

= cos(𝜙) have been used. 

𝑥ଵ = 𝑥଴ + 𝑙௕𝑐థబ
+ 𝑙ଵ𝑐థభ

𝑦ଵ = 𝑦଴ + 𝑙௕𝑠థబ
+ 𝑙ଵ𝑠థభ

𝑥ଶ = 𝑥଴ + 𝑙௕𝑐థబ
+ 𝑙ଵ𝑐థభ

+ 𝑙ଵ𝑐థభ
+ 𝑙ଶ𝑐థమ

𝑦ଶ = 𝑦଴ + 𝑙௕𝑠థబ
+ 𝑙ଵ𝑠థభ

+ 𝑙ଵ𝑠థభ
+ 𝑙ଶ𝑠థమ

 

The previous discussion shows that the system has five 
degrees of freedom (DoF). Different subsets out of the 
whole set of fourteen coordinates could be used according 
to the modeling approach followed. When modeling a 
manipulator in the EL context is a common practice to 
consider the relative angles between links as generalized 
coordinates, and the torques applied at the joints as 
generalized input forces. The corresponding choice of the 
vector 𝑞 would then be 𝑞ఏ = [𝑥଴, 𝑦଴, 𝜙଴, 𝜃ଵ, 𝜃ଶ]. As the 
EL model presented in this paper is derived from a BG, 
which considers inertial velocities, the angles 𝜙ଵ, 𝜙ଶ 
measured with respect to the inertial frame will be used, 
instead of the relative angles 𝜃ଵ, 𝜃ଶ. To this choice 
corresponds the set 𝑞 = [𝑥଴, 𝑦଴, 𝜙଴, 𝜙ଵ, 𝜙ଶ]் . No matter 
which set of independent generalized coordinates is used, 
the general form of a robot model derived from (1) is 
given in equation (6). 

𝑀(𝑞) 𝑞̈ + 𝐶(𝑞, 𝑞̇) 𝑞̇ + 𝑅(𝑞) 𝑞̇ + 𝐺(𝑞) = 𝑊(𝑞) 𝑇 

Here 𝑀(𝑞) is the symmetric, positive definite inertia 
matrix, 𝐶(𝑞, 𝑞̇) is the Coriolis and Centrifugal matrix, 
𝑅(𝑞) is the matrix of dissipative forces, 𝐺(𝑞) is the matrix 
of gravitational forces and 𝑊(𝑞) is a matrix that weights 
the input torques 𝑇. Notice that, for the robot under 
consideration, 𝑅(𝑞) and 𝐺(𝑞) are equal to zero since no 

friction and only planar movement on a horizontal base 
have been considered. Under these conditions, the model 
reduces to (7). 

𝑀(𝑞)𝑞̈ + 𝐶(𝑞, 𝑞̇)𝑞̇ = 𝑊(𝑞) 𝑇  

The first BG presented, from now on called the base BG 
and denoted BG1, will be constructed relating its 1-
junctions to the velocities associated to the dependent set 
𝑞஻ீଵ = [𝛺௪ଵ, 𝛺௪ଶ, 𝛺௪ଷ, 𝑥଴, 𝑦଴, 𝜙଴, 𝑥ଵ, 𝑦ଵ, 𝑥ଶ, 𝑦ଶ, 𝜙ଵ, 𝜙ଶ]். 
As it has 12 components, i.e., 7 more than the number of 
DoF, there are algebraic dependencies among their 
associated velocities, fact that will produce a BG with 
dependent storages, leading to what is called –in the 
jargon of the BG community – derivative causality or 
ZCP. 
 
3. BG MODEL OF THE PLANAR ROBOTIC 

MANIPULATOR 
The base BG is built following the standard procedure for 
mechanical systems briefly detailed below (Karnopp, 
Margolis and Rosenberg, 2006). It needs the relationships 
among the different velocities considered in the model, 
i.e., among the time derivatives of the components of 
vector 𝑞஻ீଵ. 
 

3.1. Construction of the base BG 
Equation (8), expressing the relationships between the 
rotational velocities of the wheels, i.e. 𝛺̇௪ =

ൣ𝛺̇௪ଵ, 𝛺̇௪ଶ, 𝛺̇௪ଷ൧
்
, and the velocities associated to the MB, 

i.e, 𝑞̇ଵିଷ = ൣ𝑥̇଴, 𝑦̇଴, 𝜙̇଴൧
்
, can be obtained analyzing the 

geometry of the MB and the arrangement of the wheels. 
The shorthand notation 𝑞ଵିଷ ∶= [𝑥଴, 𝑦଴, 𝜙଴]் has been 
used here. On the other hand, equation (9), obtained 
taking the time derivatives of (5), expresses the 
relationships between the Cartesian velocities of the CoM 
of the links, i.e. 𝑧̇ ∶= [𝑥ଵ̇, 𝑦ଵ̇, 𝑥ଶ̇, 𝑦ଶ̇]், and the vector of 
velocities associated to the coordinates 
𝑞 = [𝑞ଵିଷ, 𝜙ଵ, 𝜙ଶ]்  of the MB-MA. 𝐽ଵ(𝜙୧) is the Jacobian 
associated to (5). 
 

 
Figure 1: Schematics of the PMRM physical system. 
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The BG interconnection structure is built using (8) and (9) 
by putting a 1-junction to represent each velocity, 0-
junctions and MTFs to represent the sum of flows 
according to (9), and MTFs to represent the modulated 
power transfer among the different parts of the system. 
Finally the base BG, shown in black color in Figure 2, is 
completed by putting the I-elements (representing the 
storage of kinetic energy in the system) and the effort 
sources that model the torque inputs. 
The causality assignment is carried out using the standard 
sequential causality assignment procedure (SCAP) 
(Karnopp, Margolis and Rosenberg, 2006). Integral 
causality can be assigned only to a proper subset of the I-
elements of this BG, the choice being those attached to the 
1-junctions associated with the 𝑞̇ velocities. This 
restriction, as already anticipated due to the holonomic 
constraints (5) among the coordinates of the links, induces 
differential causality in some of the storage elements of 
the BG, with possible negative effects in numerical 
simulations of the model. To make it suitable for 
simulation tests, the BG of Figure 2 is adapted in the next 
subsection. For reasons of space and the sake of better 
understanding, the modifications –which consist in adding 
some elements and changing some causal strokes– are 
shown on the same Figure 2, with the new elements 
represented in red color.   
 

3.2. BG for simulation purposes 
Most current M&S software, particularly 20sim 
(Controllab Products, n.d.), a tool accepting model 
specification in the form of BG (among other usual 
formalisms), can deal with models featuring differential 
causality, i.e., in the presence of ZCPs. But not all M&S 
software applications are equipped with this tool, which is 
particularly necessary when the dependency among the 
storages is strongly nonlinear. This is the case of the BG1, 
where this dependency is given by the MTF structure 
having the matrices given in equations (8) and (9) as 
gains. Three different approaches helping to deal with 
ZCPs are treated next. The first one consists in breaking 
the ZCPs by adding effort residual sinks (rSe) elements. 
A residual sink is a computational device that injects the 
necessary effort (or flow) in order to make vanish the 

power conjugated variable entering into the sink, see the 
Appendix for a brief description. This element can be 
interpreted in the EL framework as the addition of 
Lagrange multipliers in the Lagrangian function. The 
second one breaks the causal loops by adding parasitic 
components between the statically coupled storages. As in 
this case these are I-elements, the pertinent parasitic 
components are C-elements, that must be of high stiffness 
in order to alter the dynamics the less possible. The third 
methodology eliminates the causal loops representing the 
whole energy storage by means of an IC-Field (Karnopp, 
1992). Its equivalent is the use of a set of independent 
coordinates in the EL framework. 
 
3.2.1. BG with rS to enforce integral causality 
The addition of rSe done in red color in  Figure 2 converts 
the implicit system of DAEs associated to the base BG 
into the explicit systems of DAEs, shown in (10), subject 
to restrictions (8) and (9). 

𝑀ଵ𝑞̈ = 𝐵(𝑞) 𝜆 + 𝑊(𝑞) 𝑇
𝑀ଶ 𝑧̈ = 𝐶 𝜆௫௬

𝑀ఆ 𝛺̈௪ = 𝜏ఆ − 𝜆ఆ

 

Where 𝑀ଵ = 𝑑𝑖𝑎𝑔(𝑚௕ , 𝑚௕ , 𝐼௕ , 𝐼ଵ, 𝐼ଶ), 𝜆 = ൣ𝜆ஐ, 𝜆௫௬൧
்
, 

𝜆௫௬ = ൣ𝜆௫ଵ, 𝜆௬ଵ, 𝜆௫ଶ, 𝜆௬ଶ൧
்
,𝜆ஐ = [𝜆ஐଵ, 𝜆ஐଷ, 𝜆ஐଷ]், 

𝜏ஐ = [𝜏ஐଵ, 𝜏ஐଶ, 𝜏ஐଷ]், 𝑇 = [𝜏ஐ, 𝜏ଵ, 𝜏ଶ]், 𝑀ஐ =
𝑑𝑖𝑎𝑔(𝐼௪ଵ, 𝐼௪ଶ, 𝐼௪ଷ), 𝑀ଶ = 𝑑𝑖𝑎𝑔(𝑚ଵ, 𝑚ଵ, 𝑚ଶ, 𝑚ଶ), 

𝐵(𝑞) =

⎣
⎢
⎢
⎢
⎡𝐴௥(𝜙଴)

0ଶ௑ଷ

−1 0 0 0
0 −1 0 0

𝑙௕𝑆థబ
−𝑙௕𝐶థబ

0 0

𝑙ଵ𝑆థభ
−𝑙ଵ𝐶థభ

𝑙ଵ𝑆థభ
−𝑙ଵ𝐶థభ

0 0 𝑙ଶ𝑆థమ
−𝑙ଶ𝐶థమ⎦

⎥
⎥
⎥
⎤

  

𝑊(𝑞) =

⎣
⎢
⎢
⎢
⎡𝐴௥

்(𝜙଴)

0ଶ௑ଷ

0 0
0 0

−1 0
1 −1
0 1 ⎦

⎥
⎥
⎥
⎤

, 𝐶 = ൦

1 0 −1 0
0 1 0 −1
0 0 1 0
0 0 0 1

൪ 

The variables 𝜆௫ଵ,ଶ, 𝜆௬ଵ,ଶ and 𝜆ஐଵ,ଶ,ଷ are the outputs of 
the residual sinks, see Figure 2. 

Remark 1. It is stressed here that (10) is equivalent to the 
operations performed by the simulator solver processing 
the BG model, i.e., obtaining this equation system is not a 
task for the user of the M&S software. 
Even with M&S software able to solve numerically the 
added constraints at each integration step, as 20Sim does 
for this example, it is in general convenient to solve the 
algebraic restrictions explicitly offline, and then to add 
them to the model, as this strongly reduces the 
computational cost of the simulation. This is done by 
taking the time derivative over (8) and (9) which results in 
(11) 

𝑧̈ = 𝐽ଵ(𝜙௜)𝑞̈ + 𝐽ଵ̇(𝜙௜)𝑞̇

Ω̈୵ = [𝐴௥(𝜙଴) 0ଷ௫ଶ]𝑞̈ + [𝐴̇௥(𝜙଴) 0ଷ௫ଶ]𝑞̇
 
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Figure 2: BG model of the planar robotic manipulator. In black: base BG with derivative causality. In red: residual sinks added 
to enforce integral causality in all the storage elements, and modified causal strokes for the originally dependent storages. 
 

 
Figure 3: BG model using an IC-Field. 

 
Figure 4: Block diagram of the IC-Field. 
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ϕ̇ଵ 0 ⎠

⎟
⎟
⎟
⎞

 (12) 

λ = ൬൤
𝑀ఆ 0
0 Mଶ

൨ ൤
A୰(ϕ଴) 0ଷ୶ଶ

Jଵ(ϕ୧)
൨ Mଵ

ିଵB(q) − ൤
−Iଷ୶ଷ 0ଷ୶ସ

0ସ୶ଷ C
൨൰

ିଵ

ቊ− ൤
𝑀ఆ 0
0 Mଶ

൨ ൤
A୰(ϕ଴) 0ଷ୶ଶ

Jଵ(ϕ୧)
൨ Mଵ

ିଵW(𝑞)τ − ൤
𝑀ఆ 0
0 Mଶ

൨ ቈ
Ȧ୰(ϕ଴) 0ଷ୶ଶ

J̇ଵ(ϕ୧)
቉ q̇ + ቂ

τன

0ଷ୶ଵ
ቃቋ

 (13) 
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Then, replacing (11) into the second and third equation of (10) 
results in (14). 
Further, taking the first equation of (10) into (14) results in an 
explicit solution for 𝜆 as in (13). Then using (13) in (10) an 
explicit set of state equations is obtained. 
Remark 2. It is stressed here that the BG-processor takes care 
of solving (10) (implicit in the BG) and (13), which must be 
first obtained by the user and then programmed in the BG in 
place of the rS. 

൤
Mஐ 0
0 Mଶ

൨ ൤
A୰(ϕ଴) 0ଷ୶ଶ

Jଵ(ϕ୧)
൨ q̈ + ൤

Mஐ 0
0 Mଶ

൨ ቈ
Ȧ୰(ϕ଴) 0ଷ୶ଶ

J̇ଵ(ϕ୧)
቉ q̇

= ൤
−Iଷ୶ଷ 0ଷ୶ସ

0ସ୶ଷ C
൨ λ + ቂ

τஐ

0ଷ୶ଵ
ቃ

 

  (14) 

3.2.2. BG with parasite components to enforce integral 
causality 

The rS can be interpreted as the limit case of a storage element 
with its internal parameter tending to zero (Borutzky and 
Cellier, 1996). Thus, a non-ideal implementation of a rS 
would be reached assigning a very low value to this parameter. 
As it would cause a response with high frequency contents, the 
addition of a 𝑅 component of convenient value is suggested to 
quickly damp the fast dynamics. Moreover, these parasite 
components, can model the elasticity and the friction between 
links occurring at the bushings.  
 

 
Figure 5: Residual sink replacing options for. a) rSe, b) rSf. 
 
The use of parasite components to break algebraic loops is the 
most common solution among BG practitioners (Karnopp and 
Margolis, 1979) (Karnopp, Margolis and Rosenberg, 2006) as 
a method to eliminate derivative causality in multibody system 
models due to constraints introduced by mechanism joints, 
because its simplicity to achieve an explicit state equation set 
suitable for simulation without the need of extra calculations. 
As counterpart, the parametrization task of this extra 
component is usually difficult; moreover, this practice results 
in numerical stiff models. A parameter selection method based 
on the energetic activity of the parasitic components can be 
found in (Rideout and Stein, 2003) as well as an account of 
other techniques previously contributed within the bond graph 
community. Using this approach the BG model can be 
obtained replacing the rS components by the options depicted 
in Figure 5. 
 

3.2.3. BG with storage IC-Field 
The BG-theory recognizes explicit and implicit fields 
(Karnopp, Margolis and Rosenberg, 2006). The latter results 
when incorporating several (possibly single-port) components 
of akin type into a unique multiport device. This technique can 
be applied to BGs with derivative causality in order to 
eliminate it by subsuming the dependent storage elements with 
others in integral causality, building in this way one or more 
storage fields. Here all the energy stored in the system will be 
captured in a unique mixed-energy IC-Field. Even if there is 
no potential energy in the system, the C-part in the field 
appears because the topological coupling through the MTFs 
among the I-elements depends on the coordinates. 
There are alternative ways of doing this, but all of them rely 
on the same rationale. It will be explained at an abstract level 
considering the EL model (7), taking into account that it can 
be extracted from the base BG of Figure 2, i.e, there is a direct 
correspondence between both descriptions. The details can be 
checked in (Karnopp, 1992). Equation (7) is a (vector) effort 
balance, which in a BG would occur at a (vector- or field-) 1-
junction. The first term on the left-hand side would be the time 
derivative of the momentum-vector 𝑝 =  𝜕ℒ 𝜕𝑞̇⁄  of an I-
multiport attached to the 1-junction via a multibond, the 
second term would be the effort generated by a C-multiport 
attached to the same junction. Due to the dependence of both 
matrices 𝑀 and 𝐶 on 𝑞, both energy-storing fields constitute in 
fact a unique mixed IC-field. The second member of the 
equation is interpreted as the action of the (vector of) sources 
acting on the system through a 𝑴𝑻𝑭 of matrix modulus 𝑊(𝑞) 
and the 1-junction. See the detailed expressions ofthe matrices 
𝑀(𝑞) and 𝐶(𝑞, 𝑞̇) in equations (15), (16) and(12). 
The resulting BG model is shown in Figure 3. Every vector 
component referred-to above, up to the IC-Field, is shown in 
its details, i.e., via its scalar components (the three 1-junctions 
on the left excluded, as they do not belong to the vector 1-
junction; they are just shown to improve the understanding of 
the BG through the annotation of the wheels velocities). The 
constitutive relationships of the storage IC-Field defined in 
this way is depicted in the block diagram of Figure 4, where 
each integrator symbol stands for 5 scalar integration 
operations. This model solves the problems associated with 
differential causality assignment in the storage elements via 
the representation of the whole energy in a single storage field. 
 
4. FROM BG MODELS TO EL AND PHS MODELS 
In this section the method presented in (Karnopp, 1977) is 
employed to derive the EL model from the base BG. Then the 
PHS model is derived from the BG model with the storage IC-
Field. 
 

4.1. From BG to EL equations. 
The procedure to obtain the EL equations of motions from a 
BG (Karnopp, 1977) is briefly detailed next: 

1. Assign causality to all effort and flow sources (Se and 
Sf) and extend the causality through the structure of the 
model. 

a)

a.1) a.2)

a.3)

b)

b.3)

b.1) b.2)
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2. Choose a 1-Junction for which the flow has not been 
imposed and add an artificial flow source (Sf) to this 
junction. 

3. Assign causality to the artificial flow source and extend 
it through the structure of the model. 

4. Repeat the step 2 and 3 until all the bonds have been 
causally oriented. 

5. Label the flows imposed by the artificial flow sources as 
𝑞̇௜.  

6. Using the standard equation-reading procedure based on 
the causality assignment, read the incoming efforts to the 
artificial flow sources and express them in terms of the 𝑞̇௜. 

 
Placing the artificial flow sources at the 1-junctions associated 

with the vector 𝑞̇ = ൣ𝑥̇଴, 𝑦̇଴, 𝜙̇଴, 𝜙̇ଵ, 𝜙̇ଶ൧
்
, i.e. choosing the 

outputs of the storage elements in integral causality in the BG 
of Figure 2 as generalized velocities 𝑞̇௜, would yield 𝑞 =
[𝑥଴, 𝑦଴, 𝜙଴, 𝜙ଵ, 𝜙ଶ]் as the vector of generalized coordinates. 
Because of space restrictions the procedure just described is 
not shown graphically here, but it is stressed that following it 
the EL equations derived from the base BG of Figure 2 are the 
same given in (7), with the following particular expressions 
for the matrices 𝑀(𝑞) and 𝐶(𝑞, 𝑞̇) (detailed expressions for 
𝑀௕௟(𝑞) and 𝐶௕௟(𝑞, 𝑞̇) are given in (12)): 

𝑀(𝑞) = 𝑀௕௟(𝑞) + ൤
𝐴்(𝜙଴)𝑀ఆ𝐴(𝜙଴) 0ଷ௑ଶ

0ଶ௑ଷ 0ଶ௑ଶ
൨ 

𝐶(𝑞, 𝑞̇) = 𝐶௕௟(𝑞, 𝑞̇) + ൤
𝐴்(𝜙଴)𝑀ఆ𝐴̇(𝜙଴) 0ଷ௑ଶ

0ଶ௑ଷ 0ଶ௑ଶ
൨ (16) 

4.2. From BG to PHS models. 
The method presented in (Donaire and Junco, 2009) to obtain 
a PHS from the BG model of Figure 2 cannot be applied 
directly since the causal path that relates the storage elements 
in derivative and integral causality pass through a MTF which 
depends on the state variables. However, see (Donaire and 
Junco, 2009) for a detailed definition, the relationship between 
the BG and the PHS variables are the same, i.e. the inputs and 
outputs of the storage elements in integral causality are, 
respectively, the time derivatives 𝑝̇ and 𝑞̇ of the state vectors 
and the components of the gradient of ℋ(𝑝, 𝑞). 
Here an explicit PHS is obtained from the BG of Figure 3 
considering the IC-Field model of Figure 4. Reading through 
the causal paths on Figure 3, the relationship between the state 
vector and the gradient components can be obtained. From 
these relationships the skew symmetric structure matrix is 
computed. Then, reading through the causal paths from the 
sources to the IC-Field, the matrix that weights the inputs is 
obtained. Altogether this results in the PHS expressed in (17). 

൬
𝑞̇
𝑝̇

൰ = ൬
0 Iହ୶ହ

−Iହ୶ହ 0
൰ 𝛻௫ℋ + ൬

0
𝑊(𝑞)൰ 𝑇 

5. SIMULATIONS RESULTS 
All the models derived from the base BG model are well-
suited for simulation and control system design (at least to 

tune the control law via simulation experiments), but not all of 
them are good for model-based controller synthesis. Here, the 
distinction between control system synthesis, referring to the 
derivation of the control law, and control system design, 
denoting its parameterization, has been made, following 
Wonham (Wonham, 1979). It is not the purpose of this paper 
to provide new control laws nor a new method to obtain them, 
but just to point out the suitability of the previous models to 
these aims. Tuning controllers with the help of simulation is a 
typical method used, for instance, to adjust the gains of a PD 
controller taking care of point-to-point missions. On the other 
hand, only the BG with the IC-field and, of course, the EL and 
PHS models, are suitable for control system synthesis, as this 
needs a proper system model. Indeed, the BG with the residual 
sink is not, as it shows all the energy variables in integral 
causality, thus having an artificially created excess of state 
variables. Nor is suitable for this purpose the BG with the 
parasitic spring-damper components, because it contains the 
spurious states associated to the spring energy variables. 
Readers interested in methods for control system synthesis and 
design of robotic manipulators affine to the modeling 
techniques considered in this paper, could refer to (Siciliano et 
al., 2009) and (Ortega et al., 2013) for classic and energy-
based methods, and to (Merzouki et al., 2012) for methods in 
the BG-domain. 
The model parameters of the links are: 𝑚ଵ = 0.5𝐾𝑔, 𝑙ଵ =
0.5𝑚, 𝐼ଵ = 0.0015𝐾𝑔𝑚ଶ, 𝑚ଶ = 0.5𝐾𝑔, 𝑙ଶ = 0.25𝑚, 
𝐼ଶ = 0.0012𝐾𝑔𝑚ଶ. The simulation parameters of the MB are: 
𝐼୵ଵ = 0.1 𝐾𝑔𝑚ଶ, 𝐼୵ଶ = 0.1𝐾𝑔𝑚ଶ, 𝐼୵ଷ = 0.1𝐾𝑔𝑚ଶ, 𝑟 =
0.05𝑚, 𝑙௕ = 0.15𝑚 and 𝐿 = 0.2𝑚.  
All the models were simulated in 20sim® (Controllab 
Products, n.d.), in closed loop with the same control law, a 
feedback-linearization based tracking controller, see (Siciliano 
et al., 2009) for a detailed description of the control scheme 
(resulting from an EL-model based design). The Modified 
Backward Differentiation Formula (MDF) has been selected 
as the integration method, with a tolerance for relative and 
absolute errors of 1e-5.  
In this section two simulation scenarios are addressed. In the 
first scenario the desired end effector trajectory is a 
circumference of radius 𝑅 = 𝑙ଵ + 𝑙ଶ with center at the origin 
of link 1. As the PMRM is redundant, infinite configurations 
of vector 𝑞 can realize the desired trajectory. In this particular 
scenario, the end effector trajectory is achieved by moving 
only link 1 while the other coordinates remain constant. The 
performance of the model is analyzed taking into account the 
simulation time and the integral of the error 𝑒 defined in (18), 
where (𝑥, 𝑦) and (𝑥௥௘௙ , 𝑦௥௘௙) are the end effector position and 
desired end effector position respectively. 

𝑒 = ට൫𝑥 − 𝑥௥௘௙൯
ଶ

+ ൫𝑦 − 𝑦௥௘௙൯
ଶ
 

All the four BGs previously presented have been simulated in 
this scenario. Table 1 presents the results. The three first 
simulations present a similar behavior regarding the errors. 
Even though their values are quite similar, the simulation time 
of the BG model with derivative causality is higher. This 
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behavior suggests that the numerical solution of BG with 
derivative causalities takes less time if ZCPs are broken 
adding residual sink efforts or parasitic components. However, 
in the latter case, as parasitic components are a non-ideal 
implementation of residual sinks, there will be a dependency 
of the simulation errors on the parameter tuning criteria. 
Finally, as it can be seen, the IC-Field method presents the 
smallest error, a consequence of the exact cancellation by the 
controller of nonlinearities in the IC-Field BG. But this 
advantage has a negative counterpart: implementing the IC-
Field implies inverting the system inertia matrix in the BG 
model (precisely the nonlinearity cancelled by the controller), 
the cause of the increase in simulation time with respect to the 
two previous models. In this simple system this increase is not 
an issue, but may noticeably slow down the simulation in 
more complex systems. 

Table 1: Simulation times and errors. 

BG Simulations models 
Simulation 

Time [s] 
Error 

BG with derivative causality 2.302 0.1838 
BG with rS (constraint) 0.495 0.1839 

BG with parasitic components 0.453 0.1861 
BG with IC-Field 0.732 0.0021 

The evolution of the positions in the simulation of the IC-
Field model are shown in Figure 6. Starting from the initial 
condition 𝑞଴ = [4.35,0,0,0,0]்  and zero velocities, the circular 
trajectory is followed. Figure 7 depicts the error (18). 

 
Figure 6: Evolution of the positions in the BG with IC-Field.  

The second scenario has two stages: in the first, the MB 
moves from the initial condition 𝑞଴ = [0,0,0,0,0]் to the point 
𝑞 = [4.35,0,0,0,0]். In the second, once that point reached, 
the end effector describes a circumference of radio 𝑅 = 𝑙ଵ +
𝑙ଶ by moving only link 1. The evolutions of all the generalized 
positions are depicted in Figure 8. Figure 9 shows the 
trajectory performed by both the end effector and the tip of 
link 1 for this scenario. 

It is concluded that all the BG models are useful for the 
numerical test of the closed-loop performance. 

 
Figure 7: Evolution of the error in the IC-Field BG model. 
 
 

 
Figure 8: Evolution of the generalized positions in the BG 
with IC-Field in scenario 2. 

 
Figure 9: End efector and tip of link 1 in workspace. 
 
6. CONCLUSIONS 
In this paper a BG model of a planar mobile robotic 
manipulator was obtained with the standard BG-modeling 
procedure. This model presents nonlinear state-dependencies 
among storage elements that could be inconvenient for, or not 
manageable by numerical solvers of some simulation tools. As 
solutions to this problem, three modifications of the base BG 

0

1

2

3

4

0 5 10 15 20
time [s]

-8

-6

-4

-2

0

A
ng

ul
ar

 p
os

it
io

ns
 [

ra
d]

C
ar

te
si

an
 p

os
it

io
n 

[m
]

x

y
0

0


0


1


2

0 2 4 6 8 10 12 14 16 18 20
0

1

2

3

4

5

6

7

8
x 10

-4

E
rr

o
r 

[m
]

Time [s]

0

1

2

3

4

x
y

0 2 4 6 8 10
time [s]

-8

-6

-4

-2

0

2

4

0
0

A
ng

ul
ar

 p
os

it
io

ns
 [

ra
d]

C
ar

te
si

an
 p

os
it

io
n 

[m
]


0


1


2

Proc. of the Int. Conf. on Integrated Modeling and Analysis in Applied Control and Automation, 2017 
ISBN 978-88-97999-88-1; Bruzzone, Dauphin-Tanguy, and Junco Eds.                                                  

83



model have been presented. These modifications consist in 
breaking the ZCP by adding parasitic elements or, 
alternatively, rS, and introducing storage fields with energy 
variables without constraints. Also, the inherent properties of 
BGs have been exploited to derive from the base BG Euler-
Lagrange and Port-Hamiltonian models, the two main energy-
based modeling formalisms used for control system design. 
Even though the main objective of this work was not the 
design of the controller for the planar mobile robotic 
manipulator, a model based control technique has been 
implemented in order to perform simulation allowing to 
validate the BG models. 
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APPENDIX: RESIDUAL SINKS 
A residual sink element, graphically represented in Figure 10, 
can be interpreted as an energy-storing device whose 
parameter tends to zero. For example, an effort residual sink 
can be interpreted a C element in integral causality: 

 𝐶𝑒̇ = ∆𝑓 

If the parameter C tends to zero, then 𝑒̇ is determined by the 
algebraic equation ∆𝑓 = 0. 

 

Figure 10: Effort and flow residual sinks.  
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