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ABSTRACT:
This work presents guidelines to solve the optimal energy management in hybrid electric vehicles (HEV) with reconfigurable architecture. Specifically, the vectorized implementation of Dynamic Programming (DP) is addressed. Also, a novel power-split reconfigurable architecture (PSRA) is presented and compared to the third generation of Toyota Hybrid System (THSIII). The HEVs with reconfigurable architecture use clutches to change the connection between the powertrain components. The combination of clutches provides different configurations, and as a consequence, the control input variables managed by the energy management strategy vary according to the configuration selected. This renders more complex the implementation of DP. In this work, the models and the algorithm to solve the vectorized implementation of DP in commutated-control input problems are presented. Finally, the optimal strategy is used to evaluate the performance of the novel PSRA proposed. Improvements on consumption and drivability are achieved with respect to THSIII.
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1. INTRODUCTION
According to the recent life cycle assessment regarding cost and greenhouse emissions, there is not a trivial answer about what is the best platform for land transport. In (Huo et al., 2015; Onat et al., 2015; Roth, 2015) Electric, Plug-in, Hybrid and Conventional Vehicles are compared, and the results show that the lower pollutant or cheaper selection depend on the cleanliness and the cost of the electricity. Due to high autonomy, low time recharge and low cost, conventional vehicles with internal combustion engine (ICE) continue being the main interest for customers and manufacturers. On the other hand, the hybrid platform improves significantly the consumption and the emissions in operations compared to conventional vehicles due to energy recovered during the braking and to higher operating efficiency of their components. Also, the ICE-powered HEV maintain high autonomy with low time to supplying. According to these advantages, in the last 10 years the hybrid electric vehicles (HEV) have been an important and increasing segment for car manufactures. Regarding the architecture, power-split (or combined) is the most popular and efficient architecture adopted by car manufacturers. Most of them use a planetary gear system (PGS) to divide the power between the ICE and the electric machines. One of the pioneers, Toyota Hybrid System, currently represents a highlight mark that designers try to overcome. Vinot et al. (2014) present a new virtual hybrid vehicle with an electrical variable transmission using an electric machine with a rotating external armature. The results, considering technological aspects, are comparable but not better than the first generation of THS. Zhang et al. (2013) improved the fuel consumption of the first generation of THS by adding clutches in transmission system and resizing electric machines. Along these same lines, some of the last generation split-power architecture added clutches to reconfigure the transmission system (Rahman, 2011; Si, 2011; Seo, 2012). Zhang et al. (2015a) realized an exhaustive search of the best reconfigurable architecture using exactly the same component of the Toyota Hybrid System third generation (THSIII) but adding 3 clutches. Results show improvements on the consumption and the drivability. In this work a novel power-split reconfigurable architecture (PSRA) is presented. It uses four clutches, one electric machine and one PGS. The simulation results show improvements on consumption and the drivability compared to the THSIII. With respect to the energy management strategy (EMS) for HEV, a wide variety of methods are reported in the literature (Sciarretta et al., 2004; Guzella and Sciarretta, 2007). Particularly, for battery/ICE powered HEV, the Equivalent Consumption Minimization Strategy (ECMS) (Sciarretta et al., 2004), Load Following Strategy (Trindade et al., 2015) and offline Pontryagin’s Minimum principle (PMP) (Chasse and Sciarretta, 2007).
are the most widely used. All of them require an iterative procedure to find the optimal parameters that both perform the lower consumption and meet the initial/final state constraint. Furthermore, the solution provided by these methods is close to the optimal solution only in case the active constraints are not dependent on the state variables (Schiattera et al., 2004; Guzella and Sciarretta, 2007). Dynamic programming (DP) is widely used to solve any optimization problems and in particular to obtain the optimal solution in optimization problems associated with fuel consumption in HEV (Cariganano, 2015; Trindade et al., 2015; Vinot et al., 2014; Perez et al., 2006). The fundamentals and the formulation can be read in (Kirk, 2004), while a summarized theory with applications in HEV is described in (Guzella and Sciarretta, 2007). A disadvantage of DP is the growing of computational effort in problems with multiple-states and control inputs. A vectorized implementation reduces drastically the computational effort (Guzella and Sciarretta, 2007), Elbert and Sundström (Elbert et al., 2013; Sundström, 2010) developed DPM, a generic code to vectorized implementation of DP in Matlab. Despite its usefulness in a lot of cases of energy management in HEVs, DPM is not appropriate for reconfigurable architectures, as its code does not handle. Zhang et al. (2015a; 2015b) presents PEARs, a method to compute offline the energy management strategy in a reconfigurable architecture. Basically, PEARs consist in solving a reduced DP problem. With an error of around 3% respect to the optimal solution, the method is much faster than classic DP. Although these advantages, PEARs is a suboptimal offline strategy and its goodness is not validated in problems with active state-dependent constraints. In this work the vectorized implementation of DP to compute the optimal energy management for a reconfigurable architecture is addressed. Particularly, the pseudo-codes of the algorithms are presented and then, they are used to evaluate the performance of the PSRA proposed. The comparison of this new architecture with the THSIII shows improvement in term of consumption and drivability. To perform the simulations, a quasistatic backward model was used, which takes into account the longitudinal vehicle dynamics, battery dynamics, and efficiency maps of the engine and electric machines. The paper is organized as follows: in section 2 the models of powertrain components, the THSIII architecture and the novel PSRA are presented; in section 3 the fundamentals of DP and the vectorized implementation are described; in section 4 the results of simulation and discussion are presented; and finally the section 5 presents conclusion and future works.

2. HEV MODELING

2.1 ICE, electric machines, battery

The ICE and the electric machines were modeled using 2D-lookup tables that express the stationary electric energy or fuel consumption. Moreover, 1D-lookup tables were used to represent the torque constraints. The following equations represent the model of a generic component “x”:

\[ P_x = \Phi_x(\omega_x, T_x) \]  \[ \tau_{x,\min}(\omega_x) \leq T_x \leq \tau_{x,\max}(\omega_x) \]  \[ \omega_{x,\min} \leq \omega_x \leq \omega_{x,\max} \]

where \( P, T \) and \( \omega \) are consumed power, torque and speed respectively, and \( \Phi \) and \( \tau \) represent maps of consumption and the curves of maximum and minimum torque respectively.

Regarding the battery, the nonlinear first order dynamic model (4)-(6) and constraints are deducted from the equivalent circuit shown in Figure 1.

![Figure 1: Battery equivalent circuit.](image)

Using the terminal power \( (P_{bat}) \) and state of charge \( (SoC) \) as inputs, the causal model can be expressed as follows:

\[ U_{oc}(SoC) = k_1 + k_2 SoC \]  \[ U_{bat}(SoC, P_{bat}) = \frac{U_{oc}}{2} + \left( \frac{U_{oc}^2}{4} - P_{bat} R_{bat} \right)^{0.5} \]  \[ \frac{dSoC}{dt}(SoC, P_{bat}) = -\frac{P_{bat}}{U_{bat}} C_{bat} \]

with the constraints:

\[ U_{bat,min} \leq U_{bat} \leq U_{bat,max} \]  \[ SoC_{min} \leq SoC \leq SoC_{max} \]

where \( k_1, k_2, R_{bat}, C_{bat}, U_{bat,min}, U_{bat,max}, SoC_{min} \) and \( SoC_{max} \) are battery parameters, and \( U_{oc} \) and \( U_{bat} \), are open circuit voltage and terminal voltage.

2.2 Power-split architectures

The typical three port PGs used in power-split architectures is illustrated in Figure 2. Neglecting inertia and friction efforts, the relations between torques and revolutions are described by the following equations:

\[ T_s N_r - T_r N_s = 0 \]  \[ T_r N_r - T_s (N_s + N_r) = 0 \]  \[ \omega_s N_s + \omega_r (N_s + N_r) = \omega_r N_r \]
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where \( N_r \) and \( N_s \) are gear teeth of ring and sun respectively. According to the equations, the PGS is a particular case of a speed coupler.

Figure 2: Planetary Gear System

Figure 3 shows a schematic representation of the THSIII. It is worth noticing that PGS1 works as speed coupler while the PGS2 works as a speed reducer. The electric machines and the battery are interconnected, through electronic power converters, to a direct current bus.

Figure 3: THSIII architecture

Figure 4 shows the novel PSRA proposed. Although 4 clutches are required, unlike THSIII, only one PGS and one electric machine are used. This PSRA has 16 different configurations associated with the states of clutches. However, most of them are unfeasible or unusable. Table 1 summarizes the useful configuration and the associated states of clutches.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Clutches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric Reduced</td>
<td>0 1 0 1</td>
</tr>
<tr>
<td>Electric Direct</td>
<td>1 0 0 0</td>
</tr>
<tr>
<td>Speed Coupling</td>
<td>0 1 0 0</td>
</tr>
<tr>
<td>ICE Direct</td>
<td>1 1 0 0</td>
</tr>
<tr>
<td>ICE Overdrive</td>
<td>0 1 1 0</td>
</tr>
</tbody>
</table>

In the Electric Reduced configuration, the electric machine propels the vehicle, the internal combustion engine is turned off and PGS works as a speed reducer. The Electric Direct is similar to the previous configuration but in this case the PGS was locked (through the clutch 1) and the connection between the electric machine and the final gear is direct. In the configuration Split Coupling, both the electric machine and the ICE are working and the PGS works as a speed coupler. In ICE Direct, the ICE propels the vehicle, the PGS locks and the electric machine can work as motor or generator. Finally, in the ICE Overdrive configuration, the electric machine is locked, the ICE propels the vehicle and the PGS works as a speed multiplier.

Notice that in the first two configurations the electric machine works as generator for negative accelerations (regenerative braking). Furthermore, in Split Coupling configuration, depending on the vehicle speed, the electric machine works as generator (at low speed) or as motor (at high speed). These configurations, together with ICE Direct describes before, enable to recharge the battery, and hence operate in charge sustained condition.

2.3 Supervisory Controller

The schematic diagram shown in Figure 5 represents the quasistatic causal model of PSRA used to evaluate the HEV performance. As can be seen, in order to reduce the system order, inertias of components and low-level control loops were neglected.

The speed demand \( \omega_d \) comes from the driving cycle and \( T_d \) is computed through a first order non-linear vehicle model that considers inertial forces, rolling resistance and aerodynamic drag. \( T_{BR} \) is the torque from friction brake; \( m_{fuel} \) is the fuel mass flow rate and \( \Delta SoC_{rate} \) is the variation of state of charge.
The Supervisory Controller decides how operate the components of the propulsion system. The main purposes are to meet the driving requirement and to operate efficiently the propulsion system. Particularly in this architecture, the Supervisory Controller has to compute the torques and speeds of electric machine and ICE, and the torque of brakes. According to that, there are three torques \( \{T_{ICE}, T_{EM}, T_{BR}\} \) and two speeds \( \{\omega_{ICE}, \omega_{EM}\} \) that must be computed. Moreover, there are relations between these variables and constraints that must be met. The relations come from de PGS equations, while the constraints are associated with both speed and torque balance necessary to fulfill the driving requirements and the clutches connected to a fixed point, than implies null speed. The set of constraint equations for each configuration are summarized in the Table 2.

![Figure 5: Schematic quasistatic causal model](image)

Table 2: Constraint equations of PSRA

<table>
<thead>
<tr>
<th>Configuration</th>
<th>DoF</th>
<th>Control inputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric Reduced</td>
<td>3</td>
<td>{T_{BR}}</td>
</tr>
<tr>
<td>Electric Direct</td>
<td>3</td>
<td>{T_{BR}}</td>
</tr>
<tr>
<td>Speed Coupling</td>
<td>4</td>
<td>{T_{BR}, \omega_{ICE}}</td>
</tr>
<tr>
<td>ICE Direct</td>
<td>4</td>
<td>{T_{BR}, T_{ICE}}</td>
</tr>
<tr>
<td>ICE Overdrive</td>
<td>1</td>
<td>{T_{BR}}</td>
</tr>
</tbody>
</table>

If the number of constraint equations is lower than the number of unknown variables, the configuration has degrees of freedom (DoF). The DoF are associated with torque or speed. Once the DoF are identified, some of the unknown variables are chosen to be considered as independent variables. These variables are called control inputs and they are computed according to the energy management strategy. Table 3 showed the DoF and the control inputs selected in each configuration.

Notice that the DoF of system and the variables used as control inputs vary depending on the configuration selected. Notice also that the choice of the variables used as control inputs is not trivial. However, in order to simplify the implementation of the energy management strategy, it is useful to select, as long as possible, the same variable for different configurations.

Table 3: DoF and control inputs of PSRA

On the other hand, the configuration in which operate the HEV is also decided by the supervisory controller according to the energy management strategy. This is considered as the first control input. Finally, the vector of control inputs is \( \mathbf{u} = [u_1, u_2, u_3] \), where \( u_1 \) takes values from 1 to 5 according to the configuration selected, \( u_2 \) represents always the torque of brakes, and \( u_3 \) represents \( \omega_{ICE}, T_{ICE} \) or nothing, depending on the configuration selected (see Table 3). Taking in account these statements, the set of causal equations to compute the outputs of the Supervisory Controller results as follows:

\[
T_{BR} = u_2 \quad (12)
\]

\[
T_{ICE} = \begin{cases} 
0 & \text{if } u_1 = 1 \text{ or } 2 \\
\frac{T_{d} - u_2 N_s + N_r}{i_{GF}} N_r & \text{if } u_1 = 3 \\
\frac{T_{d} - u_2}{i_{GF}} & \text{if } u_1 = 4 \\
\frac{T_{d} - u_2}{i_{GF}} - u_3 & \text{if } u_1 = 5 
\end{cases} \quad (13)
\]

\[
T_{EM} = \begin{cases} 
\frac{T_{d} - u_2 N_s}{i_{GF}} N_r & \text{if } u_1 = 1 \text{ or } 3 \\
\frac{T_{d} - u_2}{i_{GF}} & \text{if } u_1 = 2 \\
\frac{T_{d} - u_2}{i_{GF}} - u_3 & \text{if } u_1 = 4 \\
0 & \text{if } u_1 = 5 
\end{cases} \quad (14)
\]
\[ \omega_{IC} = \begin{cases} 
0 & \text{if } u_1 = 1 \text{ or } 2 \\
u_3 & \text{if } u_1 = 3 \\
\omega_d i_{GF} N_r & \text{if } u_1 = 4 \\
\omega_d i_{GF} (N_x + N_r) & \text{if } u_1 = 5 
\end{cases} \quad (15) \]

\[ \omega_{IC} = \begin{cases} 
\omega_d i_{GF} N_r & \text{if } u_1 = 1 \\
\omega_d i_{GF} N_r - u_3 (N_x + N_r) & \text{if } u_1 = 2 \\
0 & \text{if } u_1 = 3 \\
\omega_d i_{GF} & \text{if } u_1 = 4 \\
0 & \text{if } u_1 = 5 
\end{cases} \quad (16) \]

3. DYNAMIC PROGRAMMING

For a given system, DP can be used to find the optimal control inputs that minimize a certain cost function. A detailed explanation and fundamentals of the method can be found in [Kirk, 2012] and [Guzzella, 2007]. The basic formulation of deterministic DP is described below. The vectorized algorithms to implement DP are presented in the section 3.2.

3.1 Basic Formulation

Considering the following discrete-time dynamic system:

\[ x_{k+1} = f_k(x_k, u_k, v_k), \quad k = 0, 1, \ldots, N - 1 \quad (17) \]

where \( x_k \) is the vector of states; \( u_k \) is the vector of control inputs; and \( v_k \) is the vector of disturbances (known or estimated in advance). For a given sequence of control inputs \( \pi = \{u_0, u_1, \ldots, u_{N-1}\} \) and with initial condition \( x_0 \), the following discrete-time function expresses the associated cost:

\[ J_{\pi}(x_0) = g_N(x_N) + \sum_{k=0}^{N-1} g_k(x_k, u_k, v_k) \quad (18) \]

where \( g_k \) represent the cost to go from \( k \) to \( (k + 1) \), \( g_N(x_N) \) is the cost at the end, especially useful for problem with final state constrains. A sequence of control inputs denoted by \( \pi^0 \) is optimal if it minimizes the cost function (18), i.e.:

\[ J_{\pi^0}(x_0) = \min_{\pi \in \Pi} J_{\pi}(x_0) = f^0(x_0) \quad (19) \]

where \( \Pi \) represent the set of feasible sequence control inputs. Now, according to Bellman’s optimality principle, if the sequence \( \pi^0 \) is optimal when going from \( x_0 \) to \( x_N \), and \( x_1 \) is a state reach in the optimal path; then, the partial sequence \( \pi_1^0 = \{u_0, \ldots, u_{N-1}\} \) taken from \( \pi^0 \) is the optimal sequence to go from \( x_1 \) to \( x_N \), i.e.:

\[ J_{\pi_1^0}(x_1) = \min_{\pi_1 \in \Pi} J_{\pi_1}(x_1) = f_1^0(x_1) \quad (20) \]

This is the core of dynamic programming method. According to that, the optimal control inputs can be obtained solving the following equation backward in time from \( k = N - 1 \) to 0:

\[ J_k(x_k) = \min_{u \in u_k} \{g_k(x_k, u, v_k) + f_{k+1}(f_k(x_k, u, v_k))\} \quad (21) \]

where \( J_N(x_N) = g_N(x_N) \) is computes in a first step. Notice that optimal control inputs obtained is an array that depend on the time and states.

3.2 Vectorized DP implementation

The process to get the optimal solution using DP can be divided in two steps. The first one computes the optimal control input matrices indexed by time and the states, and the second one performs forward simulation in time to obtain the optimal trajectory of the system from a given initial state. These processes were implemented through two subsequent algorithms: Optimal Matrices and Optimal Path.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Size</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>( \in \mathbb{R}^1 ) ((n_x \times 1))</td>
<td>State variable.</td>
</tr>
<tr>
<td>( u_k )</td>
<td>( \in \mathbb{R}^1 ) ((5 \times 1))</td>
<td>Control input associated with the configuration selected.</td>
</tr>
<tr>
<td>( u_k )</td>
<td>( \in \mathbb{R}^1 ) ((n_y \times 1))</td>
<td>Control input associated with the torque of brakes.</td>
</tr>
<tr>
<td>( u_l )</td>
<td>( \in \mathbb{R}^1 ) ((n_y \times 1))</td>
<td>Index of control inputs</td>
</tr>
<tr>
<td>( Y_{U_1, U_2, U_3} )</td>
<td>( \in \mathbb{R}^3 ) ((n_x \times 5 \times n_u \times n_a))</td>
<td>Rectangular grid of states.</td>
</tr>
<tr>
<td>( J )</td>
<td>( \in \mathbb{R}^1 ) ((n_x \times N))</td>
<td>Cost matrix indexed by state and time.</td>
</tr>
<tr>
<td>( SOC_{k+1} )</td>
<td>( \in \mathbb{R}^1 ) ((n_x \times 5 \times n_u \times n_a))</td>
<td>Future state of charge, indexed by state and control inputs.</td>
</tr>
<tr>
<td>( MF_{\text{cons}} )</td>
<td>( \in \mathbb{R}^1 ) ((n_x \times 5 \times n_u \times n_a))</td>
<td>Cost to go from ( (k + 1) ) to the end.</td>
</tr>
<tr>
<td>( MG )</td>
<td>( \in \mathbb{R}^1 ) ((n_x \times 5 \times n_u \times n_a))</td>
<td>Cost to go from ( k ) to ( k ) fuel.</td>
</tr>
<tr>
<td>( C_{\text{min}} )</td>
<td>( \in \mathbb{R}^1 ) ((n_x \times 1))</td>
<td>Minimum cost to go from ( k ) to ( k ) fuel.</td>
</tr>
<tr>
<td>( iC_{\text{min}} )</td>
<td>( \in \mathbb{R}^2 ) ((n_x \times 3))</td>
<td>Control input indexes of minimal cost solution.</td>
</tr>
<tr>
<td>( U_{i=1}^{\text{opt}}, U_{i=2}^{\text{opt}}, U_{i=3}^{\text{opt}} )</td>
<td>( \in \mathbb{R}^2 ) ((n_x \times N))</td>
<td>Matrices of the optimal control inputs.</td>
</tr>
</tbody>
</table>
The value of the cost matrix at the end \((G_N)\) can be used to obtain a desired final state \(SoC_{end}\). Then, \(J_N\) is defined as null for \(x = SoC_{end}\), and equal to BIG (see Algorithm 1) otherwise.

**Algorithm 1**: Optimal Matrices

**Data**: 
- Load parameters of ICE, electric machines and battery; 
- Load disturbances: \(\omega_d, T_d\); 
- \(BIG = 10^{10}\);

**Sampling**: 
- \(x = \text{linspace}(x_{\text{min}}, x_{\text{max}}, n_x)\);
- \(u_1 = [1, 2, 3, 4, 5]\);
- \(u_2 = \text{linspace}(0, \text{torque}_{\text{max}}, n_u)\);
- \(u_{\text{opt}} = \text{linspace}(0, u_{\text{ICE}}^{\text{max}}, n_u)\);
- \(u_{\text{ICE}} = \text{linspace}(0, u_{\text{ICE}}^{\text{max}}, n_u)\);
- \(ui = \text{linspace}(1, n_u, n_u)\);

**Gridding**: 
- \([Y, U_1, U_2, U_3] = \text{ndgrid}(x, u_1, u_2, ui)\);
- \(U_3 = u_{\text{opt}}(ui)\)
- \(U_1 = 3 + u_{\text{ICE}}(ui)\) \((U_1 = 4)\);

**Cost matrix at the end**: \(J(N) = G_N\); 

Find Optimal Matrices: 

**for** \(k = (N - 1); -1: 1\) **do** 

1. Computes Quasistatic Model in \(k\) with \(Y, U_1, U_2, U_3\) to obtain \(\Delta SoC\) and \(mf_{\text{rate}}\); 
2. \(SoC_{k+1} = Y + \Delta SoC(k)\); 
3. \(MF_{\text{cons}} = mf_{\text{rate}}(k) \cdot \Delta t(k)\)
4. Computes MASK according to constraints; 
5. \(MG = MF_{\text{cons}} \cdot \text{MASK} + BIG \cdot (1 - \text{MASK})\); 
6. 1-D interpolation: \(CTG = \text{interp1}(x, J(k + 1), Z)\); 
7. \(C = MG + CTG\); 
8. Find the minimum cost and indexes: 
\[
[C_{\text{min}}, IC_{\text{min}}] = \min C, \text{respec to }\{U1, U2, U3\}\); 
9. Save optimal cost: \(J(k) = C_{\text{min}}\);
10. Save optimal control inputs: 
- \(U_{1,\text{opt}}(k) = U_1(IC_{\text{min}})\), 
- \(U_{2,\text{opt}}(k) = U_2(IC_{\text{min}}), U_{3,\text{opt}}(k) = U_3(IC_{\text{min}})\);

**end**

Once the matrix of the optimal inputs is computed, for a given initial SoC, the trajectory for the minimum fuel consumption can be obtained. Algorithms 2 shows the pseudo-code to compute the optimal path. The variables used in the code are described in Table 5.

**Algorithm 2**: Optimal Path

**Data**: 
- Load optimal input matrix: \(U_1^{\text{opt}}, U_2^{\text{opt}}, U_3^{\text{opt}}\); 
- Load initial state: \(SoC(1) = SoC_{\text{initial}}\);

**Forward simulation in time**: 

**for** \(k = 1:1: (N - 1)\) **do** 

1. \(u_{\text{conf}} = \text{interp1}(x, U_{1,\text{opt}}(k, 1), SoC(k))\);
2. \(u_{\text{BR}} = \text{interp1}(x, U_{2,\text{opt}}(k, 2), SoC(k))\);
3. \(u_{\text{ICE}} = \text{interp1}(x, U_{3,\text{opt}}(k, 3), SoC(k))\);
4. Computes Quasistatic Model in \(k\) to obtain \(\Delta SoC\) and \(mf_{\text{rate}}\); 
5. \(SoC(k + 1) = SoC(k) + \Delta SoC(k)\);
6. \(mf_{\text{cons}}(k + 1) = mf_{\text{cons}}(k) + mf_{\text{rate}}(k)\);

**end**

Although the algorithm presented refer to the proposed PSRA, they can be used also for the THSIII. In this case there is only one configuration, and a possible set of control inputs are the torque of brakes, and the torque and speed of the ICE.

**4. RESULTS**

In this section the results of the simulations and the discussion are presented. The simulations are oriented to compare the performance of the PSRA with the THSIII in term of fuel consumption and drivability. In all cases, the optimal energy management strategy was applied, using the DP algorithm described. The fuel economy is evaluated in a combined urban-highway driving condition, and the drivability is assessed using two acceleration test.

**4.1 Drivability and fuel economy**

The assessment of the fuel consumption is on the basis of combined urban/highway consumption. According to the international Environmental Protection Agency (EPA), the combined fuel economy is computed as weighted average of consumptions, with 55% and 45% of urban and highway driving respectively. In this work, the *Urban Dynamometer Driving Schedule* (UDDS) was used for urban driving, and the *Highway Fuel Economy Driving Schedule* (HWFET) for highway driving. The fuel consumption is expressed in liters per 100km (Lts/100). It is worth mentioning that, in order to avoid fuel compensation due to energy consumed...
from battery at the end of the cycle, the charge sustained condition (i.e. $SOC(1) = SOC(end)$) was imposed for both architectures. 

On the other hand, the drivability is assessed on the basis of two widely spread acceleration tests. The first one computes the time required to go from 0 to 100 km h$^{-1}$; and the second one the time required to go 1000 m starting from idle.

4.2 Toyota Prius

The first vehicle evaluated was the well-known Toyota Prius, which uses the THSIII architecture. The parameters of the vehicles and characteristic of components are summarized in Table 6 (Burress et al., 2011).

**Table 6: Toyota Prius third generation**

<table>
<thead>
<tr>
<th>Component</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chassis</td>
<td>Total mass</td>
</tr>
<tr>
<td></td>
<td>Frontal area</td>
</tr>
<tr>
<td></td>
<td>Drag coefficient</td>
</tr>
<tr>
<td></td>
<td>Rolling resistance</td>
</tr>
<tr>
<td></td>
<td>$7.1 \times 10^{-6}m^2s^{-2}$</td>
</tr>
<tr>
<td>Engine</td>
<td>Max. Power</td>
</tr>
<tr>
<td></td>
<td>Max. Torque</td>
</tr>
<tr>
<td>Electric Machine 1</td>
<td>Max. Power</td>
</tr>
<tr>
<td></td>
<td>Max. Speed</td>
</tr>
<tr>
<td>Electric Machine 2</td>
<td>Max. Power</td>
</tr>
<tr>
<td></td>
<td>Max. Speed</td>
</tr>
<tr>
<td>Battery</td>
<td>NiMH Cells</td>
</tr>
<tr>
<td></td>
<td>Max Power</td>
</tr>
<tr>
<td></td>
<td>Capacity</td>
</tr>
<tr>
<td></td>
<td>Resistance</td>
</tr>
<tr>
<td>Planetary Gear System 1</td>
<td>Sun teeth, $N_{s1}$</td>
</tr>
<tr>
<td></td>
<td>Ring teeth, $N_{r1}$</td>
</tr>
<tr>
<td></td>
<td>Efficiency</td>
</tr>
<tr>
<td>Planetary Gear System 2</td>
<td>Sun teeth, $N_{s2}$</td>
</tr>
<tr>
<td></td>
<td>Ring teeth, $N_{r2}$</td>
</tr>
<tr>
<td></td>
<td>Efficiency</td>
</tr>
<tr>
<td>Differential</td>
<td>Final Gear, $i_{GF}$</td>
</tr>
</tbody>
</table>

**Table 7: Performance of Toyota Prius**

<table>
<thead>
<tr>
<th>Test</th>
<th>Combined consumption [Lts/100]</th>
<th>Test 0 a 100 Km.h$^{-1}$ [s]</th>
<th>Test 0 a 1000 m [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined</td>
<td>4.498</td>
<td>12.0</td>
<td>32.8</td>
</tr>
<tr>
<td>consumption</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test 0 a 100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Km.h$^{-1}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test 0 a 1000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>m</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results of simulation to the fuel economy and drivability are presented in Table 7.

4.3 Optimized THSIII and PSRA

The proposed RPSA was assembled with the components of the Toyota Prius. However, as it was shown previously, the novel PSRA required only one electric machine and only one PGS. Specifically, the PGS 2 and the Electric Machine 1 were used. Also, in PSRA, the size of battery was increases from 168 to 366 cell, which provides a maximum discharge power of 44kW to $SoC = 0.7$. On the other hand, the teeth gear of the PGS and the final gear were tuned.

In order to perform a fair comparison between the PSRA and THSIII architecture, both were optimized through a parametric sweep, varying the final gear and PGS. Specifically, the final gear ratio and the teeth of ring of the PGS are varying as shown in Table 8.

**Table 8: Parametric sweep**

<table>
<thead>
<tr>
<th>Component</th>
<th>THSIII</th>
<th>PSRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_{GF}$</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$N_{r1}$</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>$N_{r2}$</td>
<td>50</td>
<td>50</td>
</tr>
</tbody>
</table>

It was observed that fuel economy as well as drivability are affected by these parameters. The final design adopted in both architectures was that achieved the minimum combined consumption, maintaining (or improving) the drivability of the Toyota Prius. According to that, the optimal fuel economy designs result as shown in Table 9. Finally, the fuel economy and drivability obtained with PSRA, THSIII and Toyota Prius are shown in Table 10.

**Table 9: Optimal fuel economy designs**

**Table 10: Optimal fuel economy designs**

As can be seen, the improvements on consumption and drivability of the optimized-THSIII respect to Toyota Prius are minor. This is to be expected since the optimum final design resulting is close to the standard Toyota Prius. On the other hand, the novel PSRA proposed shows improvement on both, drivability and consumption. Specifically, 2.5% on consumption and around 10% on acceleration tests.

5. CONCLUSION

The work presents models and guidelines to solve the problem of optimal energy management using DP in a HEV with reconfigurable architecture. The pseudo-codes of the algorithms of a vectorized implementation of DP were presented. Despite these algorithms are referred to the reconfigurable architecture proposed, it is...
worth mentioning that they are general enough to cover a wide range of problems concerning the vectorized implementation of DP.

Regarding the novel architecture proposed, compared to the THSIII, it uses only one electric machine and only one PGS. However, four clutches were used and a larger battery was required. In view of the results of simulations, the architecture proposed is a potential solution as architecture of HEV, since it improves both fuel economy and drivability compared to the THSIII.
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