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ABSTRACT 
 
This paper proposes a methodology for solving a 

double problem. On the one side, it is considered the 
construction of a Petri net model of a system using data 
recovered from its behaviour. On the other side, this 
model should have the capacity of reconfiguration, in 
order to be able to modify substantially its behaviour 
depending on its learning experiences. As an open 
research line related with this methodology, an 
application on the biological behaviour of neural 
systems is envisaged 

 
 
 

1. Introduction 

Several methodologies have been proposed, by 
different authors, for constructing a Petri net model of a 
system (Recalde et al., 2004; Piera et al., 2005; Gradišar 
and Mušič, 2007; Jiménez et al., 2009; Latorre et al, 
2011b). However, rarer are the references that deal with 
constructing a model from scratch by the use of 
experimental data, which may be incomplete (Lorenz et 
al., 2007). 

 
On the other hand, the construction of a 

reconfigurable Petri net system has been the objective 
of many researchers as well.  

 
The early work of Badouel and Darondeau (1997) 

introduces the stratified Petri nets as a subclass of the 
self-modifying Petri nets defined by Valk (1978). The 
stratified nets change by self-modification and can be 
used for modelling dynamical processes whose structure 
evolves along computation. Moreover, Ehrig et al. 
(2008) describe a theory of transformations of Petri nets 
derived from graph transformations or graph grammars, 
applied as stepwise modifications in the static structure. 
These ideas contribute to the formal basis of the top-
down modelling, PN verification and variations in the 
development process. The concept generalizes the idea 

of place fusion of nets by the union or gluing of subnets 
using interfaces. 

 
The contribution Perez-Palacin and Merseguer 

(2010) develops an approach to model self-
reconfigurable open-world software systems with 
stochastic Petri nets. The mentioned systems may 
automatically make decisions regarding their own 
behaviour, evaluating the effectiveness of the 
reconfiguration strategies. 

 
A relevant topic in the analysis of the 

transformations of a Petri net consists of the 
modifications that do not vary the behaviour of the 
system. For example, Berthelot (1987) introduced some 
transformations in Petri nets that preserve certain 
properties and allow simplifying or refine a system. 
Recalde et al. (1997) deals with the topic of 
transformation and decomposition techniques for 
improving the applicability of structural techniques for 
liveness analysis of Petri nets. The transformations are 
aimed at obtaining a Petri net for which well-known 
results exist for the characterization of certain structural 
properties.  

 
Several matrix-based operations, applied to the 

incidence matrices of a set of alternative Petri nets, are 
presented in Latorre et al. (2011a). These operations 
correspond to transformations of the alternative Petri 
nets that preserve their behaviour. 

 
In the following section the goals of the paper will be 

described. Section 3 will be focused on the chosen 
formalism, the experimental Petri nets, developed for 
modelling a real system. The following section 
describes the procedure to construct a model of a real 
system, based on the formalism of the experimental 
Petri nets, from streams of experimental data. The last 
section presents a research line, focused on the analysis 
of neural systems, where the modelling methodology 
presented in this paper will be applied. 
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2. Objectives to be fulfilled 

The methodology proposed in this paper is aimed for 
the construction of a Petri net model of a system, using 
data recovered from its behaviour. This data can be 
generated by means of experiments or by observation of 
an existing system, whose behaviour should be 
mimicked by the Petri net model. 
 

Due to limitations in the observation, for example 
due to a constrained time of field work, or due to 
limitations in the available experiments, the 
experimental information may be incomplete for 
reflecting the real behaviour of the system in the model. 
 

In the Petri net model that will be presented in this 
paper, the lack of knowledge in the behaviour of the 
system will be handled in the same way as the capacity 
of the model of the system to evolve and self-
reconfigure as a consequence of its experience. This 
experience and its implications in behavioural changes 
of the system may be considered as a learning process 
of the system. Section four deals with the advantages of 
the use of the methodology based on the experimental 
Petri nets,  
 
 
3. Chosen formalism: experimental Petri nets 

The formalism considered to build the model of a 
real system is the experimental Petri nets, defined in the 
following way: 
 

R = <P, T, W-, W+, m0, avtf, freqf> 
 

Where  
 
P is the set of places. 
T is the set of transitions. Notice that P ∩ T =  and P 
 T ≠ . 
W- is the input incidence matrix. 
W+ is the output incidence matrix. Both incidence 
matrices represent the arcs between the set of arcs and 
transitions. 
m0 is the initial marking. 
avtf is a function that associates an average firing time 
to every transition in T. 
freqf is a function that associates a frequency of 
appearance of a transition in a training process to every 
transition in T. 
 

Given a set of transitions associated to a given 
conflict Tcj = {ta, tb, …,tq}  T a priority of firing is 
associated to them according to the associated value 
from freqf, being the highest priority the one which 
corresponds to the greater value of frequency of 
appearance in the training process and so on. 
 

A model constructed using this formalism can be 
trained from a set of experimental data for representing 

the discrete event system that produces the mentioned 
data. 
 
4. Advantages of this approach 

There are other formalisms that allow representing a 
real system by means of a quantitative model, such as 
the neural networks. As an improvement from that kind 
of formalisms that model a real system by means of 
“black boxes”, experimental PN explicitly may show 
the internal structure of the real system. 
 

This explicit representation of the internal structure 
of the real system may allow a researcher to know the 
present state of the system and the probabilities to 
change to a new state.  
 

Moreover, when the internal structure of the model is 
known, it is possible to perform a structural analysis of 
the model of the system, as well as performance 
analysis. 
 

Finally, this insight in the behaviour of the model 
might lead to a better understanding on the behaviour of 
the real system and maybe new results in the research 
on the behaviour of the system. 
 
 
5. Procedure for the construction of a model of the 

real system 

The stage of building up a timed Petri net model is 
performed from experimental data in the form of n 
sequences of states, including time information of the 
change of states, associated to n training events: 
 

seq1={a1 ─[time(a1,b1)]→ b1 ─[time(b1,c1)]→ c1 
…} 

seq2={a2 ─[time(a2,b2)]→ b2 ─[time(b2,c2)]→ c2 
…} 

… 
seqn={an ─[time(an,bn)]→ bn ─[time(bn,cn)]→ cn 

…} 
 

All the sequences configure the set Sseq={ seq1 , seq2 
, … , seqn}. 
 

This data should verify some characteristics to allow 
the development of an accurate model of the behaviour 
and structure of the real system: 
 

a) Every possible state and change of state should 
appear in the experimental data for obtaining 
an accurate model of the behaviour of the 
system. 

b) Experimental data that may seem redundant 
might be, on the contrary, useful, for example 
if the same sequence appears several times in 
the experimental data; hence, it should not be 
removed, since some information to construct 
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the model of the system depends on the 
frequency of occurrence of every change of 
state. That is the case, for example, of the 
priority of firing transitions belonging to a 
conflict in the Petri net model. 

c) As a consequence of the previous 
considerations, the larger is n, the most 
accurate the model may be expected to be. 

 
Some assumptions can be made before the model is 

built up: 
a) Every state is characterised by a single value of 

energy and a given stable value of energy is 
associated to a single state. 

b) There are two kinds of transitions between 
stable states: 
b.1) The ones that are produced by known 
causes, are driven by deterministic 
relationships of cause and effect. 
b.2) The ones, whose occurrence cannot be 
modelled deterministically because of lack of 
knowledge and hence introduce the need of a 
probabilistic approach for parts of the model of 
the system. 

 
Once the experimental data has been gathered, it is 

time for constructing the experimental Petri net: 
 
Step 1. Count the number m of different states i in the 
experimental data. 
 
Step 2. Create two matrices of m rows and 1 column, 
called W- and W+ respectively, which will represent the 
input and output incidence matrices of the model. 
 

Create an array avt with a single element that will 
contain the average firing time of the transition, avt(aj 
→ bj). Every element of this array will be associated to 
the columns in W- and W+ placed in the same position 
(meaning to the same transition). 
 

Create an array freq with a single element, which 
will represent the frequency of firing the transition 
freq(aj → bj). Every element of this array will be 
associated to the columns in W- and W+ placed in the 
same position (meaning to the same transition). 
 

Let us call W-
i,j  a generic element of W- placed in 

the ith row and jth column, while W+
i,j  is the element of 

W+ placed in the same position. 
 

Let us call q the number of columns either in W- or 
W+. 
 
Step 3. For every sequence of states seqi belonging to 
the set Sseq, repeat the following steps: 
 

Step 3.1. For every column of either in W- or 
W+ (meaning for every transition already 

included in the model constructed so far) 
repeat: 
 

Step 3.1.1. If there is a change of state aj 
─[time(aj,bj)]→ bj in seqi , such that it is 
possible to find a column k in W- and W+ 
verifying Wa

-
j,k ≠ 0 and Wb

+
j,k ≠ 0 (meaning 

that the transition has been already included 
in the model of the system) then modify the 
values associated to the transition in the 
following way: 
 
avt(aj → bj) ← [avt(aj → bj) · freq(aj 
→ bj) · i + time(aj,bj)] / [freq(aj → bj) · 
(i+1)] 
 
freq(aj → bj) ← [freq(aj → bj) · (i-1) 
+1] / i 
 
else modify the values associated to the 
transition in the following way: 
 
freq(aj → bj) ← [freq(aj → bj) · (i-1)] / 
i 

 
 

Step 3.2. For every change of state aj 
─[time(aj,bj)]→ bj belonging to the sequence 
seqi not considered in the previous step 3.1.1 
repeat: 

 
Step 3.2.1. Add a new column in the 
matrices W- and W+, completed with 
zeroes, except the element in the ajth row 
of W- and the element in the bjth row of 
W+, which should be 1. 
 
Step 3.2.2. Add a new element in the array 
avt with the following value: 
 
avt(aj → bj) ← time(aj,bj) 
 
Step 3.2.2. Add a new element in the array 
avt with the following value: 
 
freq(aj → bj) ← 1 / i 

 
 

The Petri net model, obtained from this procedure 
can evolve if more streams of data are used for update 
the parameters of the model. 
 

Once the model has been updated, it can be used 
with constant values for the parameters for different 
purposes such as structural analysis, performance 
evaluation, and behavioural analysis, just to give a few 
examples. 
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6. Application of the methodology to develop a 

Petri net model of a neural system. 

Considering a brain as a biological neural computing 
system, (El-Laithy and Bogdan, 2011) proposes an 
interpretation of the behaviour of different features and 
components of neural systems, such as synapsis, spiking 
activity and neural states under an energy-based 
framework. According to this approach, a hypothetical 
energy function is proposed for dynamic synaptic 
models. 
 

El-Laithy (2011) shows that a synapse exposes stable 
operating points and proposes that synapses in a 
network operating at these stable points can drive this 
network to an internal state belonging to discrete sets of 
neural states. The neural states exist as long as the 
network sustains the internal synaptic energy. 

 
La figura 1 ilustra los estados y las transiciones entre 

estados que han sido extraídos de la actividad de la red 
y representa cada estado por medio de la legra griega �. 
El eje de ordenadas representa el nivel de estado 
definido como la distancia de la actividad a una 
actividad de referencia. Conforme pasa el tiempo, el 
comportamiento de la red muestra una diversidad de 
estados transitorios que se han representado por la letra 
griega . Las transiciones entre estados se han ilustrado 
utilizando flechas. La secuencia de transiciones de 
estados ilustrada en la figura es el rendimiento del 
modelo computacional novedoso propuesto para la 
máquina de estado finita temporal. Estos estados y las 
transiciones de estados reflejan, de una manera 
abstracta, los algoritmos generales disponibles para las 
computaciones en la red como en una máquina de 
estados. Los estados que duran más señalizan más 
situaciones de procesamiento final que aquéllos que se 
mantienen menos tiempo. 

Figure 1 illustrates the states and transitions between 
states that have been extracted from the network 
activity, and represents each state by the Greek letter σ. 
The vertical axis represents the level of state defined as 
the distance from the activity to a reference. As time 
goes on, the behavior of the network shows a variety of 
transient states. Transitions between states are 
illustrated using arrows. The sequence of state 
transitions shown in the figure is the performance of the 
novel computational model proposed for the temporary 
finite state machine. These states and state transitions 
presents, in an abstract way, the general algorithms 
available for the computations in the network as a state 
machine. The states that last longer represent more 
situations of final processing than those remaining less 
time. 

 
 

 

 

 

 

 

Figura 1: Result of the previous basic analisys 
developed (El-Laithy and Bogdan, 2011b).  

 
This system, whose behaviour might be 

approximated by a discrete event system, constitutes a 
perfect objective for the application of the methodology 
based on experimental Petri nets. As a consequence, an 
open research line that the authors of this paper have 
undertaken consists in the development of a model of 
the mentioned biological system, which may allow 
analysing and understanding better the behaviour of the 
human brain. 
 

This extended abstract presents the main line of the 
paper that is proposed, based on the results obtained up 
to now in the application of the methodology to develop 
a Petri net model of a neural system based on 
experimental and simulated data. 
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