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ABSTRACT 
We here show the application of heterogeneous 
ensemble modeling for training short term predictors of 
trends in stock markets. A sliding window approach is 
used; model ensembles are iteratively learned and tested 
on subsequent data points. The goal is to predict trends 
(positive, neutral, or negative stock changes) for the 
next day, the next week, and the next month. 

Several machine learning approaches implemented 
in HeuristicLab and WEKA have been applied; the 
models produced using these methods have been 
combined to heterogeneous model ensembles. We 
calculate the final estimation for each sample via 
majority voting, and the relative ratio of a sample's 
majority vote is used for calculating the confidence in 
the final estimation; we use a confidence threshold that 
specifies the minimum confidence level that has to be 
reached. 

We show results of empirical tests performed using 
data of the Spanish stock market recorded from 2003 to 
2013. 
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1. INTRODUCTION AND OVERVIEW 
A lot of research on using machine learning for 
predicting stock market trends has already been 
discussed in the literature, see for example (Kaboudan 
et al. 2002), (Potvina et al. 2004), (Summers et al. 
2004), (Mallick et al. 2008), and (Bodas-Sagi et al. 
2012). 

The aim of the research discussed in this paper is 
to learn classifiers for short-term trends in stock 
markets. We use several machine learning techniques 
for training sets of heterogeneous models that are able 
to estimate trends in stock market data. 

We particularly focus on short term prognosis, i.e., 
models are trained that are designed to predict trends for 
a short future period: The goal is to predict the trend for 
the next trading day, the next 5 days, and the next 20 

days. Trends are classified as positive, neutral, or 
negative, so that the goal is to learn classification 
models that are able to correctly predict the 
classification of future trends. 

For evaluating this approach we apply a sliding 
window strategy: The given data are split into 
partitions, and each partition is used for training models 
that shall explain the following test data points. 

In the following section we describe the sliding 
window short term training and testing approach used 
here, and in Section 3 we give an overview of the 
modeling methods applied. In Section 4 we summarize 
the results achieved using this approach on data of the 
Spanish stock market (recorded 2003 – 2013), and 
Section 5 concludes the paper. 

 
2. SHORT TERM PROGNOSIS AND SLIDING 

WINDOW TREND CLASSIFICATION  
We simulate real world applications for stock market 
trend estimations by applying training and test on the 
data using a sliding window approach. As depicted in 
Figure 1, we split the given time series data in 
partitions; the training of models (as explained in the 
following section) is done for each partition separately, 
and all models are tested only on data samples that are 
directly subsequent to the respective training samples. 
This simulates short term prediction for stock market 
data that are (in real life) updated periodically. 

 

 
Figure 1: Sliding window short term prognosis training 
and testing of models.
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For the analyzed target variables we are in this 

research work interested in the classification of their 
trends. I.e., the goal is to train classification models that 
estimate the trend of a variable V for the next n samples 
(days) as positive (rising by at least e%), negative 
(falling by at least e%), or neutral. 
 
3. HETEROGENEOUS ENSEMBLE 

MODELING AND CONFIDENCE 
ESTIMATION 

 
The following techniques for training classifiers have 
been used in this research study: 

 Neural networks (Nelles 2001), 
 k-nearest-neighbor classification (Duda et 

al. 2000), 
 support vector machines (Vapnik 1998; 

Chang & Lin 2001), 
 genetic programming (Koza 1992; 

Affenzeller et al. 2009; Winkler 2009), 
 decision trees (Kotsiantis 2007), and 
 random forests (Breiman 2001). 
Most of these machine learning methods have been 

implemented using the HeuristicLab framework 
(Wagner et al. 2014), a framework for prototyping and 
analyzing optimization techniques for which both 
generic concepts of evolutionary algorithms and many 
functions to evaluate and analyze them are available; for 
learning decision trees the WEKA framework (Hall et 
al. 2009) was used. Details of these methods are 
summarized in the appendix of this paper. 

For all methods we have used parameter settings 
that were identified as the best settings by the approach 
described in (Winkler et al. 2011). There we have 
described the use of evolutionary optimization for 
identifying optimal modeling parameters for the here 
presented data collections as well as the modeling 
methods applied here. 

Each modeling method was executed five times 
using 10-fold cross validation. All so created models 
were then applied on their respective test partitions; the 
final classification for each sample was calculated in the 
following way (as described in detail in (Winkler et al. 
2014(a)) and (Winkler et al. 2014(b))): 

For each sample s various models are trained; 
models are here referred to as mi where i represents the 
current model index. Subsequently, a voting over all 
models for each sample s is performed:  

vote(c,s) = | { mi : mi (s) = c } | (1) 

where c represents an arbitrary, but fix class c. 
The final classification fc for a sample s is 

calculated by using a majority voting of votes vote(c,s): 

fc(s) = argmaxc (vote(c,s))  (2) 

Finally, we define the confidence of classification 
c for a sample s (which represents the confidence 
towards this classification) on the basis of a set of 
models m: 

conf(c,s,m) = | { mi: mi (s) = c } | / | m| (3) 

As we are here facing ternary classification tasks, 
the classification confidence for any final classification 
fc (that is a majority vote winner and thus must have 
more than 1/3 of the votes) will always be in the 
interval ]1/3, 1]. 

The overall work flow followed here is graphically 
shown in Figure 2: 

 

 
Figure 2: Hybrid ensemble modeling with confidence 
estimation. 

 
In the empirical tests documented in the following 

sections we use a confidence threshold . If 
the confidence for a sample's classification is smaller 
than this threshold, then there is no estimation statement 
for this sample. As a consequence, the ratio of samples 
for which a classification statement is given will be 
below 100%; we expect this samples coverage ratio to 
decrease for increasing values of . 
 
4. EMPIRICAL STUDY 
For this testing this approach we have used quotes from 
10 of the most representative shares in the Spanish 
market for the years 2003 - 2013. In that period we have 
identified three types of different market developments: 
bull market (a long upward price movement where 
prices in the end of the period are higher than in the 
beginning), bear market (a long downward price 
movement where prices in the end are lower than in the 
beginning), and sideways market (prices in the end and 
the beginning are almost the same) (Kirkpatrick & 
Dahlquist 2006). 

In the following we describe the executed data 
preprocessing steps, the target variables for which we 
trained estimators, and show statistics on the results 
achieved using the sliding window short term approach 
with heterogeneous model ensembles. 
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4.1. Raw Data 
We have obtained data from 
http://www.Yahoo.com/finances using the quantmod R 
library (Ryan 2008). This data source contains most of 
the Spanish stock market data recorded on a daily basis 
since 2000. For our experiments we have selected a set 
of relevant stocks listed on the IBEX35 index. 

For all stocks we use the following daily available 
information: 

 The adjusted close price represents the 
price of a share at the end of a trading day and 
takes into account the dividends and splits of that 
specific share. 

 The volume represents the number of trading 
actions that were executed for a share on a 
trading day. 

The companies we have chosen are 10 of the most 
representative ones in the Spanish stock market for 
which reliable data can be obtained in a period of 10 
years from January 2003 to January 2013. These are: 

 Telecommunication: TEF (Telefónica) 
 Electricity: ELE (Endesa) 
 Banks: POP (Popular), SAN (Santander) and 

BBV (Bilbao Vizcaya) 
 Oil industry: REP (Repsol) 
 Construction: FCC (Fomento de Construcciones 

y Contratas) and SYV (Sacyr Vallehermoso) 
 Insurance: MAP (Maphre) 
 Engineering: IDR (Indra) 
 Index: IBEX35 (summarizes the most 

capitalized companies in the Spanish stock 
market; shown in Figure 3) 

For these variables the data from January 02, 2003 
until January 02, 2013 have been collected; in total, 
2548 samples (i.e., data of 2548 days) are available. 

 
Figure 3: The IBEX35 index from 2003.01 to 2013.01 

 
4.2. Data Preprocessing, Definition of Features 
For each share S at time t we calculate the following 
features that are used as input for training classifiers: 

 VolStd10(S,t): Standard deviation of the volume 
of S in time period [t-10, …, t] 

 VolStd25(S,t): Standard deviation of the volume 
of S in time period [t-25, …, t] 

 PriceAvg10(S,t): Average price of S in time 
period [t-10, …, t] 

 PriceAvg25(S,t): Average price of S in time 
period [t-25, …, t] 

 PriceStaq(S,t): Short term averages quotient, 
calculated as PriceAvg25(S,t) / PriceAvg10(S,t) 

 PriceStd10(S,t): Standard deviation of the price 
of S in time period [t-10, …, t] 

 PriceStd25(S,t): Standard deviation of the price 
of S in time period [t-25, …, t] 

 
4.3. Target Variables 
For a share S the goal in this research work is to train 
classifiers for the following targets: 

 PriceFutureTrend1(S,t): Trend (positive, neutral, 
or negative) for the price of S at time t+1 relative 
to the price of S at time t 

 PriceFutureTrend5(S,t): Trend (positive, neutral, 
or negative) for the price of S at time t+5 relative 
to the price of S at time t 

 PriceFutureTrend20(S,t): Trend (positive, 
neutral, or negative) for the price of S at time 
t+20 relative to the price of S at time t 

A trend is classified positive if the difference is at least 
+1% and negative if the difference is at least -1%. 

 
4.4. Results 
For five selected stocks (BBV, ELE, TEF, MAP, and 
POP) as well as the IBEX35 index we have executed 
the heterogeneous short term learning and prognosis 
approach described in Sections 2 and 3; we trained 
models for the classification of the trend for the next 
day, the next week (i.e. in five trading days), and the 
next month (i.e. in 20 trading days). The number of 
training and test samples in each training / test cycle 
was set to 100 and 10, respectively. The modeling 
methods listed in Section 3 were used 20 times 
independently with varying parameter settings leading 
to a set of test classification for each sample. 

The results for these test series are summarized in 
Table 1. For varying confidence thresholds  we report 
classification accuracies and sample coverage ratios. 

We see that for all target variables increasing the 
confidence threshold  leads to increased classification 
accuracies, but also to decreased sample coverage 
ratios. 

Furthermore, we also see that for all target 
variables the classification accuracy for the close 
future’s trend ranges from approx. 0.5 (for =0) to 
approx. 0.7 (for =1). As expected, the classification 
accuracies for the trend for the next day are higher than 
those for the next week. Surprisingly, the accuracies for 
the next month’s trend are for all target variables higher 
than those for the next week. 

We exemplarily show classification rates vs. 
samples coverage ratios for IBEX in Figure 4. In 
Figures 5 and 6 we show the classification accuracies 
and confidences for BBV for the trends for the next day 
and the next week, respectively. In Figure 7 we show 
the 30 day moving average of classification confidence, 
accuracy, and samples coverage for IBEXA prognosis 
for the next day and =0.8.
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Target 
variable  

classification 
accuracy 

samples 
coverage 

BBV 1d 

0.0 
0.5 
0.8 
1.0 

0.490 
0.493 
0.543 
0.603 

1.000 
0.906 
0.553 
0.136 

BBV 5d 

0.0 
0.5 
0.8 
1.0 

0.484 
0.491 
0.509 
0.517 

1.000 
0.936 
0.694 
0.227 

BBV 20d 

0.0 
0.5 
0.8 
1.0 

0.574 
0.582 
0.605 
0.629 

1.000 
0.939 
0.766 
0.413 

ELE 1d 

0.0 
0.5 
0.8 
1.0 

0.494 
0.514 
0.561 
0.668 

1.000 
0.931 
0.676 
0.311 

ELE 5d 

0.0 
0.5 
0.8 
1.0 

0.447 
0.454 
0.479 
0.494 

1.000 
0.944 
0.672 
0.242 

ELE 20d 

0.0 
0.5 
0.8 
1.0 

0.504 
0.508 
0.523 
0.568 

1.000 
0.942 
0.756 
0.394 

TEF 1d 

0.0 
0.5 
0.8 
1.0 

0.507 
0.521 
0.562 
0.633 

1.000 
0.929 
0.713 
0.306 

TEF 5d 

0.0 
0.5 
0.8 
1.0 

0.449 
0.447 
0.480 
0.512 

1.000 
0.931 
0.660 
0.188 

TEF 20d 

0.0 
0.5 
0.8 
1.0 

0.542 
0.549 
0.568 
0.587 

1.000 
0.940 
0.759 
0.416 

IBEXX 1d 

0.0 
0.5 
0.8 
1.0 

0.545 
0.551 
0.601 
0.690 

1.000 
0.928 
0.707 
0.388 

IBEX 5d 

0.0 
0.5 
0.8 
1.0 

0.458 
0.458 
0.481 
0.506 

1.000 
0.934 
0.653 
0.190 

IBEX 20d 

0.0 
0.5 
0.8 
1.0 

0.564 
0.576 
0.595 
0.613 

1.000 
0.937 
0.753 
0.396 

MAP 1d 

0.0 
0.5 
0.8 
1.0 

0.456 
0.474 
0.521 
0.628 

1.000 
0.919 
0.625 
0.237 

MAP 5d 

0.0 
0.5 
0.8 
1.0 

0.484 
0.489 
0.509 
0.575 

1.000 
0.938 
0.685 
0.245 

MAP 20d 

0.0 
0.5 
0.8 
1.0 

0.550 
0.561 
0.579 
0.594 

1.000 
0.943 
0.793 
0.461 

POP 1d 

0.0 
0.5 
0.8 
1.0 

0.460 
0.472 
0.540 
0.672 

1.000 
0.909 
0.627 
0.283 

POP 5d 

0.0 
0.5 
0.8 
1.0 

0.467 
0.474 
0.509 
0.531 

1.000 
0.938 
0.690 
0.267 

POP 20d 

0.0 
0.5 
0.8 
1.0 

0.593 
0.605 
0.622 
0.649 

1.000 
0.942 
0.776 
0.445 

Table 1: Heterogeneous short-term prognosis modeling 
test results. The confidence threshold  is varied leading 
to varying classification accuracies and sample 
coverage ratios. 

 
Figure 4: Classification accuracy vs. samples coverage 
for IBEX trend for the next day, next week, and next 
month for  varied from 0.0 to 1.0. 
 
5. CONCLUSION, OUTLOOK 

In this paper we have described the application of 
heterogeneous short time modeling and prognosis to 
stock market data. In the test series results we have 
shown that the use of heterogeneous model ensembles 
leads to increased classification accuracy for the near 
future’s trend of stocks and indices; this can be 
increased even more by increasing the threshold for the 
classification confidence, bearing in mind that this 
decreases the ratio of samples for which a classification 
statement can be given. 

Future work shall focus on the application of this 
approach to data of other stock markets as well as the 
identification of variable impacts. 
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Figure 5: Classification 
accuracies for the next 
day’s and next week’s 
trend for BBV over the 
analyzed time period. The 
confidence threshold  set 
set to 0.8. Classification 
accuracies for the next 
day’s trend decrease after 
2007. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: Classification 
confidence for the next 
day’s and next week’s 
trend for BBV over the 
analyzed time period. We 
see that the confidences 
for both the next day’s and 
the next weeks trends are 
rather high until 2007; 
after 2007 the confidence 
for the next day’s 
classification decreases 
which can be interpreted 
as an indicator for changes 
in the analyzed system. 
 

 
 
 
Figure 7: Classification 
confidence, accuracy, and 
samples coverage for 
IBEXA prognosis for the 
next day (=0.8). We here 
again see that 
classification confidence 
and samples coverage 
decrease after 2007 which 
can be interpreted as an 
indicator for changes in 
the analyzed system. 
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