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ABSTRACT 
This paper introduces a bio-inspired approach for 
development of collective intelligence based 
computational models. These models are suitable for 
autonomous sensing, monitoring and control strategies 
for ambient systems based on Internet of Things 
technologies. Authors discuss issues and challenges 
related to modelling, design and implementation of a 
large scale, Internet of Things based smart system 
infrastructure such as smart office building, airport, 
public transport, etc. Additionally, various autonomous 
management strategies that anticipate variable levels of 
resource usage in Internet of Things systems are being 
presented  

 
Keywords: bio-inspired modelling, autonomics, Internet 
of Things, large-scale infrastructure  

 
1. INTRODUCTION 
The management of complex, heterogeneous and 
distributed (network based) system composed of 
collaborating, sensors, actuators and robotic devices is a 
challenging task; and unless done effectively can 
significantly reduce the overall efficiency; degrade 
capacity to perform various functions as well as limit 
access to available resources in remote, dynamic and 
often hostile environment.  This is particularly true in 
heterogeneous, network based environments as the 
actual structure of the network based system can change 
depending upon such disparate factors as the application 
tasks, communication links, hardware, topology and 
geography and environmental conditions.  The software 
intensive, autonomous (Ishida 1997) and collective 
intelligence (Por 1995,  Brown & Lauder 2000, 
Kennedy 2006, Kaiser et al. 2010  infrastructure for IoT 
system aims to lay the foundations for developing 
service-oriented and real-time system. These systems 
can be used for monitoring and control applications 
where containment of dangerous events or re-collection 
of available resources is critical. Apart of the on-board 
computer(s) to support the system’s high functions, the 
system’s’ infrastructure is built as a highly 
reconfigurable network of sensors, actuators and robotic 
devices.  The ability to adapt to the changing 
environments requires a step change in the design 

approaches. The key research challenge is to provide 
flexible resource management and data access solutions 
that are effective in a large-scale, heterogeneous system 
network. The outcomes of the initial design will 
enhance the position of the AI group to become not 
only an advisory body but to ensure a sustainable vision 
for future development of advanced engineering and co-
evolution of and open hardware and software platforms. 
The modelling and simulation of software intensive  
systems (Bruzzone and Longo 2005) need to consider 
the high level decision making and system wide 
functions as well as individual (autonomous)  
computational and communication facilities (i.e., 
localisation, navigation, control and communication) 
that reside at the systems’  lower levels.  
 The system requires the global information 
management and application software development 
facilities that are implemented in higher level 
programming languages.  The development of a 
prototype required a set of high performance 
management solutions; middleware and software 
component frameworks that are able to facilitate the 
development of a network based, infrastructure oriented 
and embedded software for swarms (Bonabeau et al. 
1999) of sensors, actuators and robotic devices. This 
paper is aimed at addressing the problem of 
dynamically managing the network of sensors, 
actuators, robots and various other associated resources 
so that specified communication links, data rates and 
priorities as defined by the real-time management 
system can be achieved (Das et al. 2004). This entails a 
development of infrastructure oriented software and 
algorithms for construction and simulation of real-time, 
mission critical solutions in resource constrained and 
possibly ambient environments.  

 
2. AUTONOMICS  
The concept of autonomics can be perceived as a 
capability of software systems to perform and manage 
their operations completely by themselves or only with 
a minimal level of human intervention.  Autonomic 
systems, including Internet of Things (IoT) systems by 
adopting the concepts of autonomics are capable of self-
managing all its elements and data communication 
links. In autonomic scenarios, wireless communication 
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is complex and requires designers to consider a number 
of problems related to sensor and actuator localisation, 
clustering, routing, energy management as well as 
various constraint conditions related to transmission 
collisions, multipath interference, obstructions that 
adversely impact the data throughput of high bandwidth 
communications robustness, reliability and scalability 
(Loureiro and Ruiz 2007). In order to face the 
challenges related to implementation of autonomic 
functions in IoT we propose a model of biomimetic  
IoT system that is characterised by the following 
fundamental properties: 

 
2.1. Self-organisation 
The phenomenon of self-organisation is pervasive in 
natural systems (Kauffman 1995), (Bak 1996). It can be 
defined as a system’s tendency to evolve into a more 
organised state in the absence of external factors as a 
response to changes in the system’s environment; It can 
be also perceived as a collective and coordinated 
process in which system’s components achieve a higher 
level of organisation while interacting with other 
elements as well as and with the environment. 
Software systems incorporating a collective made 
of a number of components communicating, 
interacting among each other and with the 
environment. Collectively these elements can perform 
various tasks as a group, coordinating their tasks and 
activities to obtain a higher level of efficiency. The sum 
of dynamic behaviour arising due to interactions 
between different parts of the IoT based system could 
result in a coherent behaviour of the system as a whole. 
The IoT sensitivity relies on capability of software 
services to perform changes even if the value of an 
observed or control parameters is modified by a small 
value only. Since by principle, the self-organisation 
properties cannot be predetermined, the IoT system 
facilitated by software infrastructure can evolve to a 
new configuration that is compliant with the global 
system functions and environmental constraints. The 
robustness of the self-organising system can be then 
measured by a rate at which the system in its newer 
configuration is able to detect and handle its faults. 
 
2.2. Self–shaping  
A system’s self-shaping property can be defined as 
allometric and scale-invariant (power-law scaling) 
characteristics of a system that addresses various 
aspects of self-adaptation and self-optimisation 
(McMahon & Bonner 1983), (Niklas 1994), (Phillips 
2006). It can be interpreted as the capability of the 
system to alter or adjust its structure, size and rates of 
metabolic processes according to its varying internal 
and external stimulations (or events). In resource 
constrained IoT networks there is a requirement for 
software to be able to self-modify the network shape, 
adapt to variable levels of available resources and 
changes in the environment. In order to promote the 
system emergent properties such as robustness, or 

survivability of the IoT, this needs to occur by 
respecting scale-invariant relations.  
In order for IoT software system infrastructure to 
support management of the IoT according to varying 
levels of available resources, tasks and changes in the 
environment we need to model, design and then 
implement the self-shaping (i.e. self-modification of 
the network topology) function  requirement. It is 
suggested that this new type of the system property can 
be ensured if we follow allometric laws (Darveau et al. 
2002, Chaczko 2009) that are often pertinent to living 
systems (McMahon and  Bonner 1983), (Calder 1984), 
(Bejan 2002). 
 

 
2.3. Self-adaptation and self-healing 
The self-adaptation property can be seen as a capability 
of a system to modify/alter or adjust its internal 
structure or/and behaviour according to varying 
conditions in its surrounding.   
The self-healing is to be perceived as a capability that 
allows automatically detecting, localizing, diagnosing 
and repairing failures. The process of self-healing is 
adaptive, fault-tolerant and inter-dependent with the 
mechanism of self-monitoring. 

2.4. Robustness and resiliency 
Robustness (fault tolerance) can be  perceived as a 
capability of the system to resist or tolerate noise, 
disturbances, faults, stress, modification in system 
architecture (both structure and behaviour) or changes 
in the ecosystem without negatively affecting the 
system’s functions or having  long term effects on its 
structure and behaviour.  
The property of resiliency can viewed as capability to 
absorb and even utilise (frequently with advantageous 
results) noise, disturbances and changes that attain 
them, in order to sustain and persist without any 
qualitative changes in the architecture of the system. 
IoT for resource constrained systems need to be flexible 
to change and resistant to damage or faults; the systems 
should be able to self-modify their past behaviour and 
adapt to newly allocated tasks, changes in levels of 
available resources or changes in environment. IoT 
based systems can be perceived as being robust, if they 
would be able to tolerate failures, non-cooperative 
behaviour or conflict relation among its components. 
This can be achieved by including software functions 
that apply genetic mutation and reproduction to seed 
autonomic properties in IoT. 
  
2.5. Cooperativeness  
Characteristics of cooperativeness are perceived as a 
system’s capability to stimulate collective and 
cooperative interactions among its components.  
Components can perform various tasks in teams, 
coordinating their activities to obtain an optimal 
efficiency. In reality, there are various degrees of 
cooperation/competitive (in resource constrained 
situations) behaviour at place. The sum of dynamic 
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behaviour arising from cooperative interactions 
between different parts of the system could decide 
about coherent behaviour and robustness of the whole 
system. Thus robustness of a system can be measured as 
a rate at which its components (resources) are repaired 
or replaced against the rate they diminish. 
 
3. APPROACH AND METHODOLOGY 
The software methodologies and tools are core aspects 
of all networked oriented system infrastructure 
software. These infrastructure oriented software are 
implemented to efficiently combine, manage data and 
control robotic swarms.  At some stage, infrastructure 
oriented software is to play of enormous significance in 
such areas as:  ambient management system’s 
infrastructure  management, environment monitoring,  
adaptation/articulation of all major parts,  sensing and 
actuation, security and safety, education  as well as 
many other areas that depend critically upon software 
technology. However, building application that make 
best use of AI and IoT technology in terms of 
practicality and economics (including time to deploy) 
cannot be fully realised without a consensus by majority 
of application developers on adequate methodologies 
and tools. In the context of remote management of 
infrastructures, such methodologies and tools for 
robotic network systems can significantly improve 
development life cycle the value of embedded devices 
and sensor infrastructure, reduce the cost of  
information management and offer technically and 
economically significant as well as viable 
implementations to many participating institutions. 
 
3.1. Scope  
The scope for cross disciplinary knowledge 
advancements when discussing hardware and software 
of architecture is significant. First and foremost is the 
advancement associated with the application of 
autonomics and information AI to improve the 
engineering methods of analysis, simulation and 
prediction. Second is the advancement associated with 
the development of cost effective and robust network 
architecture for local and remote operations. Third is the 
advancement associated with the application of 
biomimetic and AI paradigm that will enable the 
sharing of resources for multiple infrastructure oriented 
software concurrently. Owing to the richness of the 
field and the number of open problems in the domain, 
there is significant scope for several serendipitous 
advancements in the knowledgebase of several 
disciplines. The following new methodologies and 
technologies were being developed in the course of the 
discussed project: 
 

1. New design paradigms for infrastructure 
networks with distributed processing and AI 
for autonomic robotic network infrastructure 
management. 

2. New and open Service Oriented Architectures 
that support access to the fused/processed 

remote sensor/actuator information by possibly 
multiple applications. 

3. Advanced infrastructure oriented software 
tools for development and integration of real 
time, context sensitive and proactive software 
Infrastructure for mission critical robotic 
networks/infrastructures. 
 

3.2. Approach  
The presented research approach involves the following 
stages: 
 
1. Development of a working definition of Service 

Oriented Architecture-like infrastructure software 
for IoT based and embedded robotic systems.  The 
output of this stage might be a document describing 
the architecture and how it applies to the needs of 
ambient management system. The document will 
include such high level design components as: 
Service Configuration, Service Activation, Fault 
Data Collection, Performance Data Collection and 
Usage Data Collection modules. 

 
2. Identification of the mechanisms, policies and 

possible parameters for enforcing control and 
management of individual robotic drones and their 
swarms. Outcome of this stage is a design 
document identifying the policies, algorithms and 
equipment parameters that can be used for 
controlling and managing ambient management 
system. 

 
3. Modelling, design and development of algorithms 

for management execution of real-time functions of 
ambient management system architecture in the 
test-bed environment. During this stage a prototype 
of performance management software for the 
equipment currently available in the lab has been 
developed.  

 
4. Development of suitable algorithms for task 

allocation within individual embedded 
devices/motes and across groups of these devices.  
A small scale simulation environment has been 
used to test different resource allocation techniques.  
In this phase, simple search techniques were 
applied.  More sophisticated and more scalable 
resource allocation techniques will be the focus of 
the future work. 

 
The modelling and the development of the IoT based 
demonstrator allows for testing and validation of 
various autonomic behaviours that could be applied in 
various user environments. The main objectives is to 
demonstrate dynamic/adaptive modifications in device 
resource settings to meet a given control priority setting. 
This includes the management and decision-making 
software for the current ambient management 
environment. The demonstrator can be used to show 
how the autonomic management and decision making
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