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GENERAL CO-CHAIRS’ MESSAGE

WELCOME To EMSS 2012!

One more year, after 23 successful editions, the 24™ European Modeling and
Simulation Symposium constitutes a reference for all the people involved in
M&S, as a great forum to share, discuss, and advance on theories, practices
and experiences in this field, bringing together people from Academia,
Industry and Agencies.

Modeling and Simulation constitutes a transversal discipline, a knowledge
more and more important in science and technology, with great interaction
with other areas: among others, artificial intelligence, control theory,
discrete event systems, industrial engineering, design, business, etc. to cite a
small sample of the possibilities. Therefore tracks, special sessions and
workshops of EMSS2012 mainly focus on these areas providing a summary of
the main ongoing activities in the M&S domain.

Similarly, the plenary speeches of EMSS 2012 show some advanced views from
the main experts in their respective specialities related to M&S. Furthermore,
this year again, EMSS will be co-located with the 9th International
Multidisciplinary Modelling & Simulation Multiconference, I13M2012, the ideal
framework where sharing ideas and experiences and attending other thematic
M&S international conferences (HMS 2012, MAS 2012, IMAACA 2012, DHSS
2012, IWISH 2012).

EMSS is historically called the traditional Simulation appointment in Europe
only because of the locations where the symposium is usually held; as already
happened in previous years, people from all over the world attend the
symposium (the 2012 edition hosts representatives from 30 countries).

EMSS 2012 is held in the heart of Europe, Vienna; you are all welcome to
enjoy the history and cultural background of this fantastic venue.

And, as tradition, all the members of the International Program Committee
have worked very hard to assure the high scientific quality of the selected
papers. Therefore, we would like to thank each member of the IPC as well as
each reviewer. Last but not least, a special thanks goes to the authors, the
success of EMSS is the main result of their work.

On behalf of all the people who have made it possible: welcome to EMSS2012.

Francesco Longo
MSC-LES University of
Calabria, Italy

Felix Breitenecker
Vienna University of
Technology, Austria

Boris Sokolov

St. Petersburg Institute
for Informatics and
Automation of RAS,
Russia

Emilio Jimenez
University of La Rioja,
Spain
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ABSTRACT

The asymptotic stability of the convex linear
combination of fractional positive discrete-time linear
systems is addressed. Necessary and sufficient
conditions for the asymptotic stability of the convex
linear combination are established. The notion of
diagonal dominant matrices for nonnegative real
matrices is introduced. It is shown that the convex linear
combination is asymptotically stable if its matrices are
diagonal dominant.

Keywords: Asymptotic stability, convex linear
combination, Metzler matrix, nonnegative matrix,
positive systems

1. INTRODUCTION

A dynamical system is called positive if its trajectory
starting from any nonnegative initial state remains
forever in the positive orthant for all nonnegative
inputs. An overview of state of the art in positive theory
is given in the monographs (Farina and Rinaldi 2000,
Kaczorek 2002). Variety of models having positive
behavior can be found in engineering, economics, social
sciences, biology and medicine, etc..

New stability conditions for positive discrete-time
linear systems have been proposed by Buslowicz
(2008a) and next have been extended to robust stability
of fractional discrete-time linear systems in (Buslowicz
2010). The practical stability of positive fractional
discrete-time linear systems has been investigated in
(Buslowicz and Kaczorek 2009). The stability of
positive continuous-time linear systems with delays of
the retarded type has been addressed in (Buslowicz
2008b). The independence of the asymptotic stability of
positive 2D linear systems with delays of the number
and values of the delays has been shown in (Kaczorek
2009b). The asymptotic stability of positive 2D linear
systems without and with delays has been considered in
(Kaczorek 2009a, 2010a). The stability and stabilization
of positive fractional linear systems by state-feedbacks
have been analyzed in (Kaczorek 2010b, 2011d). The
Hurwitz = stability of Metzler matrices has been
investigated in (Narendra and Shorten 2010) and some
new tests for checking the asymptotic stability of
positive 1D and 2D linear systems have been proposed
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in (Kaczorek 2011b, 201bc). The asymptotic stability of
the convex linear combination of positive linear systems
has been addressed in (Kaczorek 2012).

In this paper the asymptotic stability of the convex
linear combination of fractional positive discrete-time
linear systems will be addressed. It will be shown that
the convex linear combination is asymptotically stable
if its matrices are diagonal dominant.

The paper is organized as follows. In section 2 the basic
definition and theorems concerning fractional positive
discrete-time linear systems are recalled. The problem is
formulated for this class of fractional positive systems
in section 3. The problem solution is presented in
section 4. Concluding remarks are given in section 5.
The following notation will be used: R - the set of real
numbers, R™" - the set of nxm real matrices, RT" -
the set of nxm matrices with nonnegative entries and
R" =R, M, - the set of nxn Metzler matrices (real
matrices with nonnegative off-diagonal entries), I, - the
nxn identity matrix.

2. PRELIMINARIES
Consider the fractional discrete-time linear system

A'x,, =Ax,, 0<a<l1 2.1

where ave R is the order, x; € R" is the state vector
and Ae R™".
Substituting the fractional difference

A%x, = Z (-DF (“jxik (2.2a)
k=0 k

where

a 1 for k=0
_ (2.2b)
k) la@=1).(@a—k+1) for k=12...

k!

into (2.1), we obtain
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i+1 o
Xitl =Aaxi +Z(_1)k+l(ka,‘k+l 5 Atl =A+In0! (23)
k=2

Theorem 2.1. (Kaczorek 2011d) The solution of
equation has the form

x; =P,x, 2.4)

where
i+1 o

CI)HI :cI)iAa +Z(_1)k+l(kj¢ik+l 5 (DO :In . (25)
k=2

Definition 2.1. The system (2.1) is called (internally)
positive fractional system if x,€ R, ie Z, for every
initial condition x, € R/ .

Theorem 2.2. (Kaczorek 2011d) The fractional system
(2.1) is positive if and only if A, e R7".

Definition 2.2. The fractional positive system (2.1) is
called asymptotically stable if

limx, =0 for all x,e R (2.6)

i—>o0

From (2.4) and (2.6) it follows that the positive
fractional system (2.1) is asymptotically stable if and
only if

lim®, =0 2.7)

[—>o0

Using (2.5) and (2.7) it is easy to show the following
theorem (Kaczorek 2011d).
Theorem 2.3. The fractional positive system (2.1) is
asymptotically stable if and only if :
1.The matrix A+, € RT" is asymptotically stable
(Schur matrix),
2. The matrix A,e M, is asymptotically stable
(Hurwitz Metzler matrix).
Let A =la;le R™" be a Metzler matrix with negative
diagonal entries (a; <0, i=1,...,n) and define

(0) (0)

a; . a, -
A0 A =] : % n-1
. =A== o b
C( ) A( )
(0) (0) n—1 n—1
a,; .. a,,
(0) (0)
ay, . a,,
mnel . :
A9 =l L (2.82)
(0) (0)
an,z an,n
)
as
) _ (0) (0) 0) _
b, =lay ... al ¢ =
(0)
an,l
and
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(k) (k)

_ _ C(k_l)b(k_l) ak+l,k+l ak+l,n
A0 — Ak _ Cnk Onok : :
ot = Ay —a(kfl) = : :
k+1k+1 (k) (k)
an,k+l an,n
(k) (k)
_ |:ak+l,k+l b, i|
B ERG) * P
Comr A
(k) (k)
Apigr2 o Gpion (2.8b)
A (k) : .
ALl = : o,
(k) (k)
an,k+2 an,n
(k)
A2 ft1
* & 13} *
by =G @i, 650 =
(k)
Ay k1

fork=1,....n-1.
It is well-known (Kaczorek 2011c, 2011d) that using
the elementary operations we may reduce the matrix

a,  dp ay,
—_ a a ..o a
21 2 2.
A= | B . 2.9)
an,l an,2 an,n

a, O 0

~ |ay dy .. O

A=|2 2TL (2.10)
~nl 5}1,2 ~nn

To check the asymptotic stability of the matrix
A=A, -1, the following theorem is recommended
(Kaczorek 2011c, 2011d).
Theorem 2.4. The fractional positive linear system (2.1)
for 0<a <1 is asymptotically stable if and only if one
of the equivalent conditions is satisfied:

1. All coefficients of the characteristic polynomial

detl/ A-Al=A"+a, A" +..+ad+a, (2.11)
are positive, i.e. a, >0 fori=1,....n—1,

2. All_principal minors A,;, i=1,...,n of the matrix
— A =[-q;] are positive, i.e.

—a,, —ap
A ==-a, >0, A, =
—dy Ay (2.12)
A, =det[-A]>0
3.The diagonal entries of the matrices (2.8)
A®) fork=1,...,n—1 (2.13)

are negative,
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4.The diagonal entries of the lower triangular matrix
(2.10) are negative, i.e.

a, <0 fork=1,...,n (2.14)
Proof is given in (Kaczorek 2011c, 2011d).
3. PROBLEM FORMULATION
Consider g positive discrete-time linear systems (2.1)

with the matrices

(i) (i) (i)

—dag a, al’n
(i) (i) (i)
a —a a
21 22 2,
A= ) " e RY", i=1,...,q (3.1)
(i) (i) ()
an,l an,2 _an,n

Definition 3.1. The matrix (3.1) is called diagonal
dominant if

n
(i) (i) (i)
1-a' > E a;; and a3 20

J=1
Jj#k

fork j=1,..mi=1,...q (3.2)

From Definition 3.1 it follows the following lemma.
Lemma 3.1. If the matrices (3.1) are diagonal dominant
for i = 1,...,q then the matrix

A=) A (3.3)

is also diagonal dominant.
Definition 3.2. The matrix

R q q
A=) cA for Y ¢, =1,¢,20,i=1,...4 (3.4)
i=1

i=1

is called the convex linear combination of the matrices
3.1).

The following question arises: Under which conditions
the convex linear combination (3.4) is asymptotically
stable nonnegative matrix if the matrices (3.1) are
asymptotically stable?

Remark 3.1. The convex linear combination (3.4) of
asymptotically stable matrices A;,, i=1,...,g may be
unstable.

For example the convex linear combination

A=cA +(1-c)A 02 2
=C. —C =
! : 0 03

01 07 [01+0.1c  2¢
+(1-c) =
302 3-3¢  0.2+0.1c

(3.5)
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of two asymptotically stable matrices A, and A, is
unstable for ¢, <c<c, since for these values of c the
characteristic polynomial

z+0.9-0.1c -2c
3c-3 z+0.8-0.1¢] (3.6)

=722 +(1.7-0.2¢)z+6.01c* —=6.17¢ +0.72

det[,(z+1)— Al =

has one nonpositive coefficient. Note that
¢, =0.1342, ¢, =0.8924 3.7

are the zeros of the polynomial 6.01c*> —6.17¢ +0.72 .

4. PROBLEM SOLUTION

Theorem 4.1. The convex linear combination (3.4) is
asymptotically stable if and only if one of the conditions
of Theorem 2.4 is satisfied.

Proof. 1t is well-known (Kaczorek 2011d, 2012) that the
matrix A of positive discrete-time linear systems has
eigenvalues in the unit circle if and only if the matrix
A -1, has eigenvalues in the open half of the complex
plane. By Theorem 2.4 the convex linear combination
(3.4) is asymptotically stable if and only if one of its
conditions is satisfied. o

Checking the conditions of Theorem 2.4 for all ¢, 20

q
and ZCI. =1 is numerically complicated.

i=1
Theorem 4.2. The convex linear combination (3.4) is
asymptotically stable only if all matrices A € Ry”
i=1,...,q of (3.4) are asymptotically stable.
Proof. The asymptotic stability of convex linear
combination (3.4) for c; =1 and
¢ =..=¢, =¢y =...=c, =0 implies the asymptotic
stability of the matrix A,, i=1,..,q.0
Lemma 4.1. Every diagonal dominant nonnegative
matrix is asymptotically stable.
Proof. This follows immediately from Gershgorin’s
theorem since if the condition (3.2) is met for A—1,
then all Gershgorin’s circles are located in the left half
of complex plane. O
Lemma 4.2. If a nonnegative matrix A is asymptotically
stable then the matrix cA is also asymptotically stable
for O<c<lI.
Proof. Let A be an eigenvalue of the matrix A and z be
an eigenvalue of the matrix cA. Then from the equality

det[],z —cA] = detHln z_ Aﬂ =c" det{ln z A} 4.1
c c
we have z=cA and |z|<1 if and only if |/1|<1 and
0<c<1. Therefore, the matrix cA is asymptotically
stable if and only if the matrix A is asymptotically
stable. O

Theorem 4.3. The convex linear combination (3.4) of
the upper (or lower) triangular matrices
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ay Ay ay,
_ 0 a a
_ 2 2.0 nxn
A = : e R,
0 O a,.,
_ “4.2)
a, O 0
_ a a
21 22 nxn
;= . eRY |, i=1...q
n,l n2 an,n

is asymptotically stable if and only if the diagonal
entries of (4.2) satisfies the condition

a,;<lforj=1,..n. (4.3)

Proof. The matrices (4.2) and c,A for 0<c, <1,
i = 1,...,q are asymptotically stable if and only if (4.3)
holds. Therefore, the convex linear combination (3.4) of
upper (lower) triangular matrices (4.2) is asymptotically
stable if and only if (4.3) holds. o

From Theorem 4.3 we have the following remark.
Remark 4.2. The convex linear combination (3.4) of the
upper (lower) triangular matrices (4.2) is asymptotically
stable if and only if the matrices (4.2) are
asymptotically stable.

Theorem 4.4. The convex linear combination (3.4) is
asymptotically stable if the matrices A;, i=1,...,q are
diagonal dominant.

Proof. Note that if the nonnegative matrix
A, i=1,...,q 1is diagonal dominant then the matrix
c;A;, ¢; >0, i=1,..,q is also diagonal dominant for
O<c; <1; i=1l..q. By Lemma 4.1, and 4.2 the
convex linear combination (3.4) is asymptotically stable
if the matrices A;, i=1,...,q are diagonal dominant. O
Example 4.1. Consider the convex linear combination
(3.4) for g = 2 and the matrices

02 05 0.1 03
A= , A= : (4.4)
0.1 0.3 04 02

The matrices (4.4) are diagonal dominant. The convex
linear combination (3.4) of (4.4) has the form

. {0.1+0.1c 0.3+0.2¢

A=A =403 02+Olc} *>

and its characteristic polynomial
z+09-0.1c -0.3-0.2c
-04+03c z+0.8-0.1c

=22 +(1.7-0.2¢)z+0.07¢* —=0.16¢ + 0.6

det[I,(z+1)— A] =

(4.6)

has positive coefficients for 0 <c<1.
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Therefore, by Theorem 2.4 the convex linear
combination (4.5) is asymptotically stable.
Remark 4.3. Note that the convex linear combination
(3.4) of the asymptotically stable matrices

02 2 01 0
A = LA = . %))
0 03 302

is unstable for ¢, <c<c¢, (c,,c, are given by (3.7))
since the matrices are not diagonal dominant.

5. CONCLUDING REMARKS

The asymptotic stability of the convex linear
combination of asymptotically stable matrices for
fractional positive discrete-time linear systems has been
addressed. The notion of diagonal dominant matrices
for nonegative matrices has been introduced. Necessary
and sufficient conditions for the asymptotic stability of
the convex linear combinations for fractional positive
discrete-time linear systems have been established
(Theorem 4.2). Checking the conditions is numerically
complicated. It has been shown that the convex linear
combinations are asymptotically stable if its matrices
are diagonal dominant. The considerations has been
illustrated by numerical examples. These considerations
can be extended to positive and fractional 2D linear
systems.
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ABSTRACT

Ports are a vital component of the nation’s
transportation system. It is vital for ports to address the
various security risks associated with port operations,
by analyzing these risks, adopting strategies to prevent
incidents and developing mitigation strategies to deal
with incidents if they do occur. Simulation presents an
ideal opportunity to model current port operations, and
then to perform what-if analyses by improving/adding
infrastructure and resources to determine its
effectiveness on improving cargo throughput and
relieving bottlenecks. Simulation also provides a cost-
effective and non-invasive method to study the impact
of disruptive incidents. A simulation tool is presented
here that enables the Virginia Port Authority (VPA) to
have a system-level view of cargo operations for the
entire Hampton Roads region. It also allows planners in
determining the cause and effect relationships between
disruptive events (natural catastrophes or terrorist acts)
and port and transportation infrastructure, to plan for
threat contingencies.

Keywords: Decision-support system, Discrete-event
simulation, security analysis, programmable processes.

1. INTRODUCTION
Ports form a vital component of the national
transportation infrastructure. They are a logistical focal
point of the system that, if disrupted, will greatly slow
commerce and the have significant effects on the quality
of life of the citizens, due to the unavailability of items
that we require in our daily life. Ports need to
investigate and adopt security strategies both to prevent
disruptive incidents, and to mitigate their effect, if
incidents do occur. It is also important for ports to
maintain, if not increase the volume of cargo flowing
through them in these times of economic downturn.
The security strategies should ideally have minimal
effect on the flow of cargo through a port, so that
normal operations flow smoothly.

Simulation  presents the  opportunity to
comprehensively model the current state of operations
in a complex logistical network. The Virginia Port
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Authority (VPA) required a simulation tool to model
cargo flow operations within the Port of Virginia
(POV). It also required the tool to model the impact of
security measures and operational disruptions (natural
catastrophes or terrorist acts) from a regional
perspective.

The simulation tool presented here, the Port
Analysis Simulation (PAS), models the complete
multimodal logistical network for the Port of Hampton
Roads. PAS connects together relevant cargo terminals
(seaside and inland ports, rail yards, etc.) and the
transportation infrastructure between these terminals,
thereby presenting a system-level view of cargo
operations for the entire Hampton Roads region. It
allows VVPA operational planners to observe cargo flow
activity within the entire system as part of the current
state of operations and study the potential impact of
changes to operations before actually implementing the
changes. PAS also enables planners in analyzing the
cause and effect relationships between disruptive events
(natural catastrophes or terrorist acts) and port and
transportation infrastructure. Stakeholders can use the
analyses for collaboration and maritime security
awareness, risk management and planning, studying the
economic impact of potential disruptions and to plan for
threat contingencies.

PAS is a customized instantiation of MYMIC’s
Scalable End-to-End Logistics Simulation (SEELS™)
architecture.  The PAS application consists of a
Graphical User Interface (GUI) that enables a user to
design and design and configure a solution, execute the
solution using the SEELS Simulation Core, and view
the simulation output for analysis. This interaction is
shown in Figure 1.

Section 2 and 3and provide a complete description
of the PAS tool. Section 4 describes the SEELS
simulation core architecture and capabilities. Section 5
provides some example analyses performed using PAS,
including the superior performance of PAS. Section 6
describes related work and Section 7 provides
conclusions for this work.
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Figure 1: Port Analysis Simulation (PAS)
2. PORT ANALYSIS SIMULATION (PAS) what-if analysis on the impact of adding new

The Port Analysis Simulation (PAS) models
commercial cargo flow operations through all of the
facilities belonging to the Virginia Port Authority
(VPA), including the Port of Virginia (POV) and the
Virginia Inland Port, and presents a system-level view
of cargo operations. Terminals within the POV that are
modeled within PAS include:

Norfolk International Terminal (NIT)
APM Terminals Virginia (APMT)
Newport News Marine Terminal (NNMT)
Portsmouth Marine Terminal (PMT)

VPA uses PAS to model their current operations across
all of its terminals to study the normal state of
operations and validate current cargo throughput. PAS
is capable of determining cargo throughput capability
using current assets, resources, and business processes.
It tracks utilization of critical resources as identifies
potential bottlenecks and limiting resources to cargo
movement through the network.

2.1. Operational Analyses

Once a baseline model has been established using
current infrastructure and resources, VPA can perform

Proceedings of the European Modeling and Simulation Symposium, 2012

978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds.

infrastructure (new berths, or increases in staging
capacity) and/or new resources (straddle carriers,
container cranes, etc.). VPA can use this analysis to
determine the impact that the increased capability has
on performance metrics such as, cargo throughput and
truck turnaround times. The analysis can also be used
to calculate Return on Investment (ROI) metrics before
significant investment decisions are made. VPA can
also model proposed changes to its business processes
and determine the impact (positive or negative) on the
same  performance  metrics, before actually
implementing the changes. VPA can also use PAS to
model the planned Craney Island Terminal scheduled to
be operational after 2020 (Virginia Port Authority 2010)
using its proposed resources and infrastructure to
simulate the flow of projected cargo through the
terminal to validate current assumptions and identify
future requirements.

VPA is also preparing for the Panama Canal
expansion, when the capacity of the Canal will be
doubled enabling the mega container ships to call on
ports on the East Coast. VPA aims to draw a large
portion of this container traffic to POV, and has plans to
use PAS to model the flow of cargo arriving by the
large ships, offloading most if not all of the cargo at



POV, and then transporting the cargo via rail and trucks
to their destinations without requiring the ships to make
additional ports of call on the East Coast.

2.2. Security Analyses

PAS supports two types of security analyses and assists
VPA operational planners to develop contingency plans
for various disruptive scenarios and plan for new
security measures. First is proactive or preventive,
where areas and operations within the ports and the
transportation infrastructure are analyzed to identify
their impact on operations should they be disrupted.
Planners then develop efforts to protect those
capabilities using different methods such as new
security measures, increased container and truck
inspections, etc. PAS allows planners to insert
proposed inspection stations anywhere within the port
facilities (between berth and staging, or between staging
and the gates) and determine the slowdown impact that
it has on cargo flow. Planners can also use PAS to
determine capability requirements for inspection
stations (e.g. 40 inspections per hour) to minimize the
impact on cargo flow.

The second type is to analyze responses to
disruptive incidents if they do occur. PAS models a
disruption in the operations of a terminal by
appropriately reducing the allocation and number of
resources, available infrastructure, and processing
capabilities of that particular terminal, either
permanently or for a specific duration of time within the

simulation.  The impact of response strategies to
alleviate slowdown in cargo flow can then be analyzed
including cleanup/recovery procedures and rerouting of
cargo to maintain operational effectiveness.  This
demonstrates the effect on a terminal and the potential
ripple effect on other terminals within the region as the
logistical network adapt to sustain cargo flow.

PAS can also be integrated with other models
(traffic models, weather models, etc.) to form a
complete federation that includes all ports and
transportation networks in the region and accounts for
the man-made and natural variables that can impact port
operations. It can also be interfaced with validated
disruption models that can automatically inject stimuli
to modify the behavior of the simulation.

3. PAS INTERFACE

The PAS Graphical User Interface (GUI) is a standalone
windows application that enables a user to design a
solution (including scenarios and profiles), execute the
solution using the SEELS Simulation Core, and view
the simulation output for analysis. The PAS GUI
provides an intuitive graphical interface using maps,
GIS data and rich, interactive charts. It is implemented
using Windows Presentation Foundation (WPF), and
follows the Model-View-View Model (MVVM) design
pattern (Smith 2009) as shown in Figure 2. The GUI is
designed to match the scalability of the SEELS
simulation core by utilizing a highly configurable model
that is defined by user provided data.
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Figure 2: PAS GUI Design
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3.1. Solution Designer

The GUI uses a variety of data sources including GIS
data on current port infrastructure, asset data on current
resources as well as cargo and transport classes that are
handled by the logistical network. The GUI also
includes a template that defines the structure of the
different types of nodes (inland ports, seaports,
automated container terminals, etc.). All this data is
then used to create PAS Solutions. Solutions are made
up of scenarios, cargo/ transport profiles, and simulation
runs. Solutions are stored as compressed XML files
and can be easily copied and shared between users.

Scenarios are a model of a complete logistical
network, consisting of any number of ports, terminals,
operational areas, and resources. Scenarios also define
the time it takes to travel between each node (transit
times) and the time it takes to complete each port
operation (processing times). Maps of ports are
provided using an ArcGIS map provider and polygons
representing infrastructure are generated within the
interface using the ESRI Shapefile format. Polygons
can also be created and modified in the GUI, enabling a
user to create new areas, terminals, ports, etc.

Cargo and transport profiles define the cargo and
transports that flow through the logistical network
during the simulation. This data can either be created in
the GUI or can be ingested from data sources, such as
cargo manifests. This generates arrival events, which
define the arrival time, quantity, and cargo load of each
individual transport. Transports can arrive empty or
loaded with a mix of cargo headed for different
destinations.

A simulation run consists of a single scenario and
one or more transport profiles that are executed by the
SEELS Simulation Core. The output data generated by
the SEELS Simulation Core are stored as part of the
simulation run.

3.2. Output Analysis

PAS models cargo and transports at the individual
entity level and the output data collected during a
simulation run (or iteration) can be used for extensive
after-action reporting and visualization. Output data
can be captured for every node within the logistical
network for any measurable metric. Typical output
includes infrastructure and resource cost and utilization,
as well as cargo and transport throughput and timing.
The data can be analyzed and compared to previous
runs in rich charts and graphs that visualize and filter
the data. Users can also easily drill down from a high
level view of the entire logistical network to data on a
specific operational area within a terminal.

4. SEELS SIMULATION CORE

The Scalable End-to-End Logistics Simulation
(SEELS™) technology supports the modeling of
complex logistical networks for commercial, military,
and government customers for use in planning, analysis,
and experimentation. For every customer, SEELS
models their unique end-to-end logistical network and
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functions as a decision-support tool to quickly analyze
different what-if scenarios. SEELS is a scalable, nodal,
and programmable architecture that allows a user to:

o Define the item (cargo/bulk/person) entity
level used in the simulation

e Scale level of fidelity (as required) to model a
node

o Define the handling processes for a node

SEELS can model people, containers, medicinal
equipment or any variety of material as cargo flowing
through a logistical network. SEELS also enables
planning a complete logistical network at a local,
regional, or global level. A network can be composed
of any number of logistical nodes of any type. The
definition of a node is limited only by the user’s
requirements; thus, a node may be an entire seaport or a
single fueling point along a highway. Typical types
include seaports, airports, warehouses, distribution
centers, intermediate staging bases, etc. The nodes can
be defined at any level of fidelity depending on a
customer’s unique requirements or availability of data.

A set of nodes can be connected by a variety of
transportation links, such as air, sea road, rail, or other
means of transportation to model a complete,
multimodal end-to-end logistical operation. Further,
separate logistical operations can be linked to form an
integrated, highly scalable, network-of-networks model.
SEELS applies a single-model solution to the end-to-
end logistics problem, as a viable alternative to the
complexity of a federated solution.

SEELS captures a customer’s business rules as
processes for the different nodes. The processes dictate
how cargo and transports are handled within each node.
Processes are not part of the SEELS simulation
software; rather they are provided as input just like any
other data to the software during a simulation run. This
allows processes to be modified easily to support
experimentation with changes to business rules.

4.1. Nodal Cargo Terminal Architecture
The architecture is defined as a network of nodes, with
the flow of cargo and transports through each node
defined by processes. A node can be an inland port,
seaport, a terminal within a seaport, or an operational
area within either the seaport or a terminal. A node
could also potentially represent a whole other network
of nodes. This allows a hierarchical structure where
individual nodes are defined by the internal processes
performed within the node on the cargo and transports
and possibly by a new network (network nodes).
Multiple network nodes, each modeling a complete
seaport, airport or inland port in itself, can be connected
together to model an end-to-end cargo flow from a point
of origin to a destination (Mathew 2002, Mathew,
Leathrum, Mazumdar, Frith and Joines 2005).

For example, PAS defines the Port of Hampton
Roads as a seaport node. The seaport node has a
network of terminals, including Norfolk International
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Terminal, APM Terminals Virginia, Portsmouth Marine
Terminal, Newport News Marine Terminal, etc. Each
terminal itself is defined in terms of operational areas:
the berths, staging, loading areas, etc. The Virginia
Inland Port (VIP) is also a network node, without
terminals, but has a network of operational areas such as
staging areas, rail spurs, loading areas, etc.

The capacities and capabilities of individual nodes
are programmable, and so are the processes within
them. The architecture is configurable to support
different port types, different individual ports, different
cargo types, and different transport types. The
architecture also supports routing entities through the
network. A route is defined by a starting node, a
destination node, and a sequence of nodes traversed en
route. An important approach to avoid infinite queuing
in the interconnection segments is that a node must
request the next node in the route before advancing.
This provides a level of flow control to aid in the
avoidance of deadlock.

4.2. Programmable Processes

Processes for the SEELS simulation are programmable,
unlike many applications where processes are hard
coded within the simulation. The Programmable
Process Flow Network (PPFN) supports defining
processes that are input to the SEELS simulation core
during simulation run-time (Mathew and Leathrum
2008). PPFN is a process flow programming language
that describes the process activities at a cargo terminal.
PPFN provides an intuitive approach for an analyst to
capture processes by providing the ability to
define/edit/modify  processes independent of the
simulation and provide it as an input to the simulation
in the same way other data is input; this makes the tool
more responsive to changes in requirements. Moreover,
port Subject Matter Experts (SMEs) view operations
within a cargo terminal in terms of processes that must
be performed in a given situation. PPFN provides a
process-oriented interface (in terms of flowcharts) for a
discrete-event simulation, with processes being defined
as sequences of activities and decisions.

4.3. Programmatic Events

SEELS provides a capability to impact simulation
behavior, both negatively and positively at run-time
called Programmatic Events. Programmatic events
allow an analyst or an external disruption model to
program unusual events to occur at specific simulation
times, thereby modeling the effect disruptive events
such as a chemical, or biological weapon attack into a
scenario. These events can change the processing,
available resources, capacities, and capabilities of a
node or transit times between nodes during simulation
run-time. For example, an analyst can program a new
berth to become available on day 7, instead of day O, or
a berth and associated resources like cranes to be
unavailable from days 2-10 due to a disruptive incident.
SEELS can also be interface with other disruption
models, to portray the effects of disruptive events on
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seaport operations, i.e., allowing the capability of the
seaport to be degraded as a result of a disruptive event
and then be gradually restored over time (Leathrum,
Mathew, and Mastaglio 2009).

5. EXAMPLE ANALYSES

A baseline scenario for current cargo operations is
developed. This baseline scenario models the container
flow through two terminals at POV: NIT and APMT
during a week. On an average, 22000 containers
(import and export) flow through each terminal during a
week. The baseline scenario clears all cargo at NIT by
9 days and at APMT by 10 days. Then different
analyses are performed by defining 3 unique use-cases
which are described in the following sub-sections.

5.1. Proactive Security Analyses

PAS allows planners to proactively implement security
strategies by inserting proposed inspection stations
anywhere within the port facilities and assess the impact
that it has on cargo flow. In this case, an inspection is
inserted right after the gate within the NIT terminal,
requiring each truck coming into the terminal to be
inspected before proceeding to pick up or drop off
containers in the terminal (Figure 3). If 10 concurrent
inspections can be performed at the station, using an
inspection time (Triangular distribution with a
minimum time of 2 minutes, maximum time of 3
minutes and most likely time of 4 minutes), then cargo
clearance at NIT is delayed by approximately 3 days
compared to the baseline scenario. The comparison
between cargo clearances is shown in Figure 4.
However, if the number of concurrent inspections that
can be conducted is increased to 40, then cargo
clearances at NIT is delayed by just 1 day.

Planners can  then  determine  capability
requirements for inspection stations and make decisions
on whether extra investments are required to improve
cargo clearances. Planners can also analyze other data
such as area and resource utilization and transport
turnaround times in their decision-making process.

5.2. Reactive Analyses

PAS also supports planners in developing response
strategies to disruptive incidents if and when they do
occur. In this use-case, an incident occurs at APMT
that damages a crane rendering another adjacent crane
and 2000 feet of berth space unusable for 6 days. This
reflects an actual incident that occurred at APMT,
where the disruption lasted for longer than 6 days
(McCabe 2011). The disruption only delays cargo
clearance at APMT by 2 days, even with reduced cargo
handling capacity (Figure 5) indicating that APMT has
the ability to deal with the disruption. However, if the
disruption lasts longer, VPA can use PAS to develop
mitigation plans by developing scenarios to analyze the
impact of diverting traffic to its other terminals. This
would allow other VPA terminals to pick up the slack,
while APMT is brought back to its full operational
capacity.
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5.3. Craney Island Terminal

PAS can also support VPA in modeling its proposed
Craney Island Terminal scheduled to be operational
after 2020 (Virginia Port Authority 2010). Planners can
use proposed designs including resources and
infrastructure to create a complete model of the
terminal. PAS provides a simple, intuitive, click-and-
drag interface to design new infrastructure, including
the ability to create areas (berths, staging areas, rail
spurs, etc.) and add resources (straddle carriers, cranes,
forklifts, etc.). Planners can then simulate the flow of
projected cargo through the terminal and analyze the
results to wvalidate current assumptions, detect
bottlenecks, and identify future requirements. The
model can be refined along with design changes to
continuously analyze and validate the design and
investment decisions. It also provides VPA with
independent and validated analytics to use in
discussions with different stakeholders.

5.4. Simulation Performance

The SEELS simulation core has been designed and
developed for portability across alternative computing
systems. The software code is written as an ANSI
Standard C++ implementation, with a key focus on
execution speed and low memory usage. It also uses a
high-performance, C++ implementation of the
Distributed,  Independent-platform,  Event-driven,
Simulation Engine Library (DIESEL) (Mathew 2007),
as its underlying simulation executive.

Due to the high-performance of the SEELS
simulation core, PAS is capable of simulating the flow
of over 40000 pieces of cargo through the VPA network
in under 20 seconds, executing approximately 1.6
million events in that time. PAS is also capable of
simulating the flow of over a million pieces of cargo at
an individual entity level of detail in under 30 minutes.
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iure 6. Proposed Craney Island Terminal next to APMT and NIT
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6. RELATED WORK

There exist a plethora of commercial cargo terminal
simulation models and tools modeling ports all over the
world (Ballis and Abacoumkin 1996; Bruzzone and
Signorile 1998; Dzielinski, Amborski, Kowalczuk,
Sukiennik, and Pawlowski 2002; Gambardella, Rizzoli,
and Zaffalon 1998; Hayuth, Pollatschek, and Roll
1994; Kia, Shayan, and Ghotb 2002; Kozan 1997;
Merkuryev, Tolujew, Blymel, Novitsky, Ginters,
Viktorova, = Merkuryeva, and  Pronins  1998;
Merkuryeva, Merkuryev, and Tolujew 2000; Ramani
1996; Shabayek and Yeung 2002; Van Hee and
Wijbrands 1988; Yun and Choi 1999). These tools
differ widely in their objectives, complexity, level of
detail and operational factors taken into consideration
due to the variation in the questions that a particular
model attempts to answer as well as the model’s
fidelity. There are also custom tools developed by ports
or logistics consulting firms operating on behalf of ports
using software such as Arena, ProModel, etc. Most of
these tools are limited as they are designed around the
commercial activities of a specific port/terminal with
very limited capabilities to adapt it to another port
without needing significant development. PAS.
Developed for VPA, can be easily adapted to any port
in the world by populating the tool with GIS data (for
infrastructure), asset data (for port resources), business
rules for cargo handling, and cargo data. The
underlying technology supports modeling any port
without requiring software changes.

7. CONCLUSION

The Port Analysis Simulation (PAS) tool presented here
supports VPA in modeling cargo operations across all
of its terminals. PAS provides capabilities to model
VPA facilities and assets at a high level of fidelity and
supports analyzing different performance metrics for
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improving the efficiency of current VPA operations.
PAS also supports VPA in performing operational
what-if analyses on the impact of adding new
infrastructure or resources and calculate Return on
Investment (ROI) metrics before significant investment
decisions are made. PAS also enables VPA to
adequately prepare for major operational changes such
as building the new Craney Island Terminal and the
arrival of larger ships after the Panama Canal
expansion, by providing a robust, configurable, and
high-performance modeling and analysis capability.
PAS can be easily adapted to other ports all around the
world by populating the tool with appropriate data
about the port, without requiring any software
development.
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ABSTRACT

The main purpose of this paper is to discuss how a
Bayesian framework is appropriate to incorporate the
uncertainty on the parameters of the model that is used
for demand forecasting. We first present a general
Bayesian framework that allows us to consider a
complex model for forecasting. Using this framework
we specialize (for simplicity) in the continuous-review
(Q,R) system to illustrate how the main performance

measures that are required for inventory management
can be estimated from the output of simulation
experiments. We discuss the use of sampling from the
posterior distribution (SPD) and show that, under
suitable regularity conditions, the estimators obtained
from SPD satisfy a corresponding Central Limit
Theorem, so that they are consistent, and the accuracy
of each estimator can be assessed by computing an
asymptotically valid halfwidth from the output of the
simulation experiments.

Keywords: inventory simulation, reorder points, para-
meter uncertainty, output analysis

1. INTRODUCTION

Most of the proposed techniques to compute service
levels and reorder points assume that the parameters of
the model that is used for demand forecasting are
known with certainty (see, e.g., Nahmias 2008).
However in practice, parameters are estimated from
available information (data and/or expert judgment),
and there exists a certain degree of uncertainty in the
value of these parameters. In this article, we use a
Bayesian framework that allows us to incorporate
parameter uncertainty that is induced from the
estimation procedure. This framework is particularly
useful when using a complex model for demand
forecasting, in the sense that analytical expressions to
obtain service levels and/or reorder points may not be
available, so that the application of estimation
procedures based on stochastic simulation is
recommended.

Although it is not our intention to review the
abundant literature on inventory simulation (see
Jahangirian et al. 2010 for a recent survey), we mention
that simulation has been extensively used to analyze
inventory policies in a supply chain (see Tako and
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Robinson 2012 for a recent survey). Simulation has also
been used as a tool to compare different forecasting
procedures for inventory management (see, e.g.,
Syntetos et al. 2009, Bartezzaghi et al. 1999).
Furthermore, simulation-based methodologies such as
importance sampling (see, e.g., Glasserman and Liu
1996) and simulation optimization (see, e.g., Fu 2002)
have been applied to inventory models. However, to the
best of our knowledge, parameter uncertainty has not
been considered in the related bibliography.

The Bayesian approach described in this article
allows us to incorporate parameter uncertainty through
a probability distribution, and it is in the spirit of the
approach described, e.g., in Chick (2001) and Bermudez
et al. (2010), where the authors discuss the
incorporation of parameter uncertainty in a forecasting
model using stochastic simulation. In this article, we
show how this approach can be extended to the
estimation of Bayesian reorder points, and our main
contribution is the development of a Central Limit
Theorem (CLT) for each of the proposed point
estimators. As is well known in the simulation
literature, a CLT for an estimator allows us to construct
an asymptotic confidence interval (ACI) to assess the
accuracy of the point estimator obtained using
simulation. We extend the results of Mufioz and
Galindo (2010) to include the estimation of three
measures of service level and corresponding reorder
points.

The remainder of this article is organized as
follows. In Section 2 we present a Bayesian framework
under which performance measures for inventory
management can be precisely defined, we illustrate the
derivation of performance measures under this
framework by considering the continuous-review
(Q,R) system. In Section 3 we discuss how SPD can be

used to estimate the performance measures defined in
Section 2 as well as to assess the accuracy of the point
estimators. Finally, in Section 4 we provide a simple
example to illustrate our Bayesian Framework.

2. THEORETICAL FRAMEWORK

2.1. Notation and Model Assumptions
We assume that W =g(Y(s)0<s<T;®) is the

demand for an item, where Y ={Y(s),s>0;0} is a

978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 15



stochastic process (possibly multivariate), 7 is a
stopping time that represents the planning horizon, and
® is a vector of parameters. This notation is general
enough to include most forecasting models that are used
in practice (e.g., ARIMA and regressions), and in
particular, a discrete-time stochastic process can be
incorporated into this framework by setting
Y(s)=Y(s]) (where |s| denotes the integer part of

s).

Step |
Bayesian Assessment
Based on )
p\Ox o (R)=PW<RX =x
o= PO a=rlr ke
L{x0) 1l [Gr=R)ar (v)
@ (R)=1-*
Step Il ’ Q
Performance Measure
[(r=R¥E(y)
1—r

Estimation Based on |:>
(@) k)=t
W = g(¥(s): 055 <1,0) [rar(y)

Figure 1: Main Steps to Compute Performance
Measures for Inventory Management

A Bayesian approach for inventory management is
summarized in two steps, as illustrated in Figure 1. In
the first step parameter uncertainty is assessed by

constructing the posterior density p(H\x) from the
available data x and a prior density p(6). In the
second step W = g(¥(s),0<s<T;®) and the posterior
density p(H\x) are used to compute the performance

measures that are required for inventory management.
Input data on the model parameters is available through

a vector of observations xe®R? that satisfies a
likelihood function L(x|@). If p(@) is a prior density
function for the vector of parameters ®, then the

posterior (given the data x) density function of ®
becomes

p(O)L(xl0)

PO)= 1 ontonio”

(M

for xe R and 0esl.

Note that we can consider an input xeR? with
correlated data, and for the special case where

x = (x],...,x,) is a set of observations of a random

sample X =(X,,....,X,) from a density func-
tion f (y\@), the likelihood function takes the form of

L(x|0)= 1 (x1[0)f (x5/0)....f (x,]6).. )

The prior density p(@) reflects the initial uncertainty on
the vector of parameters ®, and there are essentially
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0
ro(a)=inf {R20:a, (R)za}

two points of view to proposing a prior density p(@).
The first approach consists of using a non-informative
prior, which is appropriate when we wish to consider a
prior density that does not “favor” any possible value of
® over others. This can be considered as an
“objective” point of view (for a discussion on this
subject see, e.g., Berger et al. 2008). The second
approach is a “subjective” point of view, and consists in
the establishment of a prior density based on expert
judgment.

2.2. Performance Measures for Inventory
Management

Although our previous notation can be useful to
consider different inventory control policies, multi-item
and/or multi-period systems, a definition of the
appropriate  performance measures for inventory
management may be problem-dependent, and this is
why we restrict our discussion to a single-item, single-
period inventory system subject to a continuous-review

(Q,R) policy. We set T=T"+L", where T" is the
time at which the inventory level reaches the reorder
point R , and L is the (possibly random) lead time for

an order. A suitable definition for the output process is
Y(s)= cumulative demand of the single item on the

interval [0,s], so that W =Y (T)+Y (T *) is the demand
during the lead time.

In general, a forecast for demand W is completely
defined by its cumulative distribution function (c.d.f.)
F(w)= P[W <wX =x], which allows us to define the

following important performance measures for
inventory management. The expected demand

def -
= EWX =x]= [ vdF (v) 3)

is usually regarded as the point forecast. We assume
that demand W is non-negative (i.e., F(w)=0 for
w<0). Note that, although F or x might depend on
x, in order to simplify the notation, we denote (on
purpose) F' or u not depending on x, and remark that
the results of Section 3 can also be applied to the case
where parameter uncertainty is not considered.

A performance measure that is of practical
importance in inventory management is the probability
of no stock-out

o (R)dif P[W <R|X =x]=F(R), 4)

where R 2>0. Thus, we say that the type-1 service level
(T1SL) corresponding to a reorder point R>0 is
100, (R)% , and given 0<a <1, a reorder point for a
100a% T1SL is defined as

def
n(a) = inf{R>0:(R)> a}, (5)
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where a;(R) is defined in (4).

Another measure of service is the proportion of
demands that are met from stock,

[l - RWF()

o (R) = G ©)

where R>0, and Q9>0. We say that the type-2

service level (T2SL) corresponding to a reorder point
R>0 is 100a,(R)% , and given 0<a <1, a reorder

point for a 100a% T2SL is defined as

def
n(a) = inf{lR>0:,(R)>a}, (7)
where a,(R) is defined in (6). According to Nahmias
(2008), the term “fill rate” is often used to describe
T2SL, and is generally what most managers mean by
service.
Finally, note that TISL considers the probability of
stock-out only during the lead time, so that we might
also consider a measure of fill rate during the lead time,

QS(R)difl_W, ®)

where x>0 is defined in (3). Similarly, we say that the
type-3 service level (T3SL) corresponding to a reorder
point R>0 is 100a3(R)%, and given 0<a<l, a
reorder point for a 100a% T3SL is defined as

def
r(a) = inf{R>0:3(R) > af, Q)

where a, (R) is defined in (8).

When analytical expressions for the performance
measures defined in this section cannot be obtained (or
they are too complicated), simulation can be applied to
estimate these parameters, as we explain in the next
Section.

3. ESTIMATION USING SIMULATION
As illustrated in Figure 2, under the SPD algorithm we

first sample from the posterior density p(@\x) to obtain
independent and identically distributed (i.i.d.)
observations of the uncertain parameter ® (given the
data x), and then we simulate demand W to estimate
i, a;(R) and r(a), by &, &(R) and 7;(), i =123,
respectively. The algorithm of Figure 2 is based on the

algorithm proposed in Chick (2001) for the estimation
of x4, and we also show how to produce consistent

estimators for «;(R) and r,(a), i =1,2,3. Furthermore,
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each of the point estimators defined in Figure 2 satisfies
a corresponding CLT, as we explain below.

For the sake of completeness, we first show, using
the case of the estimation of x, how an ACI is obtained

from a CLT. As is well known from the standard CLT,
when E[le\X = x]< o we have

1/2(~
m (1= p) = N(0,1), (10)

Ow
where “=>" denotes weak converge (as m — ®©),
N(0,1) is a standard normal distribution, and o7 is the

variance of W, (given the data x, ie,
o =E[o—12\X=x]—y2. Also, from a Weak Law of
Large Numbers we also know that Sy /oy =1,
where

2

12 |2 ] <
Jj=1 Jj=1

is the sample standard deviation, so that it follows from

(10) and a converging together argument that

12~
m (= p) = N(0,1), and the interval
Sw

I, = [[z—zﬁm_l/zSW,,&—i-zﬁm_l/zSW

tends (as m—> o) to cover the parameter u with

probability (1— ), where 0< <1 is a given constant

and P|N(0])<zz|=1-4/2. The interval I,

called a 100(1- )% ACI for u, and the corresponding

halfwidth

is

Hpy=zpm 28y, (11

is used in the simulation literature to assess the accuracy
of 4 as an estimator of parameter g . Similarly,

o (R)=E[V;1|X =x], and a,(R)= E[V'5)|X = x], where
Viy= 1% <R] and V3 =1-07'(W; - R)I[W; > R], so
that CLT’s for &;(R) and &,(R) are easily obtained
from the standard CLT, and the halfwidths

corresponding to a 100(1- 3)% ACI for ¢;(R), i=1,2
are given by

Hy (r) =z;m '35}, (12)

a
i

where S, :(m—l)‘”z\/z_’;?:lr/,f—m*l(z_’;’le,j)z ,

n,=1w; <R|, vy;=1-07'(w;~R)i[w;>R], for
i=12,;=1,..,m,and the W;’s are defined in Figure

2.

Finally, note that a3(R)=1-ug/u, where
yR:E[max{O,Vﬂ—RHX:x], so that a CLT for
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a3(R) can be obtained by applying the Delta method

(see, e.g., Lemma 1 of Muiioz and Glynn 1997), and the
halfwidth corresponding to a 100(1- )% ACI for

as(R) is given by

H ) =7pm "S5, (13)

where S5 = ﬂ_I\/532 =2y = Sy, + (i - 2 Siy
D Y S max{0 ~Rf, j=1,...,m,

§3 =(m—1)" (X3 ~mi} and

Sy, =(m=1)" [ZWVsj m#ﬂ3J

]_

When W is discrete, the value of a reorder point
can be investigated from the estimation of the
corresponding service levels a;(R) for different values

of R, and thus we assume that W is continuous when
discussing how to compute a halfwidth for a reorder
point. In particular, for the estimation of #(a), we

assume that F is differentiable at 7(a) with
F'(r(«))>0, so that it follows from Bahadur’s
representation for quantiles (Bahadur 1966) that 7()

satisfies a CLT, and a halfwidth corresponding to a
100(1- B)% ACI for 7(«) is given by

H;'I(a) = (Zmn +Zm|z )/2 ’ (14)
where m;; = Lma—zﬁ[ma(l—a)]l/zJ,

myy = ’Vma+zﬂ[ma(l—a)]l/2-‘, and the Z;’s are
defined in Figure 2. The validity of the ACI
corresponding to (14) relies on a CLT for 7(e) and is
established in Section 2.6.3 of [29]. We remark that the
asymptotic variance of the CLT for 7(ar) depends on
the density F'(7;(«)), and to avoid a density estimation
we are using a halfwidth in the form of (14).

In order to establish a CLT for () and 73(),
we need to introduce some notation. For R >0, set

M1(R)=(1-a)Q—[5(y—R)dF (y),
I (R)=(1-a)0* -20(1-a)[(y - R)dF(»)

(15)
+[2(y =Ry dF(y),

- [xy—=R)aF(y),
A32(R) = (1-a ) [Fy2dF(y)+ [(R-ay)dF(y).  (16)

Proposition 1. Let us suppose that jgo y2dF(y)<o and
O<a<l.Then
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i) If  [CydF(y)>(1-afQ*, An(R) s
differentiable at R=7(a) and Ayp(R) is
continuous at R = r,(cr), we have

m" [ (@)-r(@)]= 2N (0,1),
where 1,,(R ) and A2 (R) are defined in (15), and
- nl@Pdr)-(1-aP0?
O) = 2 .
(1-F(r(a)

(ii) If #>0, A3;(R) is differentiable at R = r3(«) and

A33(R) is continuous at R = r3(ar), we have
2[5 (a)-r5(a)] = a3 (0,),
where A3,(R) and A3, (R) are defined in (16), and

(1=l 2ar () + [, (3(a) - @) ()

(1-F(3(a))?

o3 =

For j =1 to the number of replications m:
a. Generate (independently) a value 6’1- by sampling from p (9 | x).
b. Run a simulation experiment with @ = 9}. to obtain an
independent replication Wj of W =g(Y (s),OSsST ,'®)
End Loop

1w 7lm
Compute U= ;EW (R = - Ell [, <Rl
> {7~ RU[T; > R X (7, ~R)I[T > R]
(R =1-2 5 xRy =1- 1 _
mQ

"
T

=

Sortthe 7" ‘st Z <..<Z —andset 1(¢)=Z.0(¢)=2Z.0(e)=2,,

where Z =0, and n

by =[malk, = min{Os j<m:3\Z —ZJ-)S Om(1- a)},
=

m P m
by —min{0< j<m: 3(Z,-Z,)<(1-a)TZ .
i=; i=1

Figure 2: Estimation of Performance Measures Using
SPD

Using Proposition 1 we can establish the following
halfwidths, corresponding to a 100(1-4)% ACI for

 (a) and r3(a), respectively,

H%(a)zzﬁm_l/z&z and H;}(a)=zﬂm_1/26'3, (17)

where

6’22=m(m—kz)2{ AR ))z—mQZ(l—a)z},

J=k,

632=m(m—k3)2[( af ZW2+ Z(rs( w )2}

Jj=1
ky,ks3 and the W;’s are defined in the algorithm of
Figure 2.
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4. AN ILLUSTRATIVE EXAMPLE

In order to illustrate our notation, we present a model
that is inspired in the ideas of Silver (1965) and Croston
(1972) to forecast intermittent demand. Suppose that the
arrival of clients at a retailer occurs according to a
Poisson process, however there is uncertainty on the
arrival rate ©,, so that given [@y=46,], the time

between customers arrivals are i.i.d. according to the
exponential density function

f(yeo>:{‘9°e_€“y’ ’> 0
0, otherwise,
where 6y € Sgg =(0,0). In addition, every customer
orders j items (independently of each other) with
probability ©;, j=1,...q, ¢=2.
Set O =(0y),....0y(y1)) and Oy, =1-39-1@;;

then © =(0(,0,) denotes the parameter vector, and
the parameter space is Sy = Sog ® Sy , Where

q-1
EOI = {(911,...,91((]_1))2 Zlelj < 1,91J,q—1} .
J=

We are interested in the total demand (W ) during a
lead time of length L,
N(T""L')_N(T*) * * *
> U;, N(T +L )—N(T >> 0, (18)
i=1
0, otherwise,

W =

where T~ isasin (3), L' >0 is a constant, N(s) is the
number of clients that arrived on [0,s], s>0, and
Uy,U, ... are the individual demands (assumed
conditionally independent relative to © ). Information
on O is available from (i.i.d.) observations of past
clients v=(v,...,v,) and u=(u,...,u,) where v; is
the interarrival time of client i, and u; is the number of

items ordered by client i . Note that, according to (2),
the likelihood functions for v and u take the form of

7905:‘/1 q-1 1q-1
L(vfp)=06ge =, and L(u@l)z(l— 3 91/] H 01],
=

612(911""’61&1—1))’ and
c¢; =I1_I{u; = j] is the number of past clients that

respectively, ~ where

ordered j items.

If we adopt an objective point of view, we may
wish to consider a non-informative prior density for ®,
and using Jeffrey’s prior may be appropriate. As is well
known, Jeffrey’s prior density for the exponential model

is p(6y)=65", Oy € S, so that it follows from (1) that

— n " _goiv,
ol(Zw)e -
[ — i=1 ,
p( O‘V) (n _1)|

(19)
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which  corresponds to the Gamma(n,zl’.’zlvi)
distribution, where, for A,,8, >0, Gamma(f,5,)

denotes a Gamma distribution with expectation S5, b

Similarly, Jeffrey’s prior density for the multinomial
model (see, e.g., Berger and Bernardo 1992) is

o VU200

[1— Z 91]} m Hl_jl/z
02 Jj=1 J=1

p(6) B(1/2,...,1/2)

1
where B(1/2,...,1/2):‘ Z?:ﬂjT H?:l aj, for

ai,...,a, >0, so that it follows from (1) and (19) that

c,—1/2
q] ] =1 172

>

-3 6;

[ J=1 J=
0 , 20
Pléiin) = (c1 112,00, +1/2) (20)

which corresponds to a Dlrichlet(cl +1/ 2,....¢4 +1/ 2)

distribution. Thus, if we set x; =(z;,u;), i=L...,n
x =(xy,...,x,), and 6 =(6,,6,), under an appropriate
independence assumption, the posterior density
becomes p(6x) = p(6y|z)p(6|u), where p(Gylz) and

p(6u) are defined in (19) and (20), respectively.

Note that in this example we can obtain an
analytical expression for the point forecast

,u=E[W\X =x], since from (19) and (20) we have
E[©V =v]= n(Z;l:lvi)_l , and
E[©lU=u]=c"(c;+1/2)
(where ¢ = Z;Zl(cj +1/2): n+q/2), so that from (18)
we have

[W\@ X =x]X =x]

E[EN(r" + )~ Nr" o JElUy 0] x =«
{@0 Y jO X = x}

L'E[@ =] Z JE[®1;\U u]
2

1
:L*n( ivl) (n +q/2)_1 % j(cj +1/2),

j=1 R

which allows us to compute the point forecast x# from

the available data x. However in this case, analytic
expressions for a service level or a reorder point may
not be easy to obtain, and the SPD algorithm described
in Section 3 may be useful to compute, via simulation,
the other performance measures defined in Section 2. It
is worth mentioning that Mufioz and Muioz (2011)
applied a simplified version of this model to the
estimation of reorder points for a TISL using data from
a car dealer.
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5. CONCLUSIONS

We discussed how performance measures for
inventory management (service levels and reorder
points) can be suitably defined under a Bayesian
framework, and how these performance measures can
be estimated from the output of simulation experiments.

In the case where the sample data has the form of
x =(x,...,x,) and the likelihood has the form of (2),

this approach is particularly relevant when the sample
size n is small, since in that case parameter uncertainty
should be relatively large. It is worth mentioning that,
as n — o, this approach is consistent with the classical
approach of ignoring parameter uncertainty and fixing
the value of the parameter at the maximum likelihood
estimator, since under regularity conditions (see e.g.,
Theorem 5.14 of Bernardo 2000), p(6x) has an
asymptotically (as n — o) normal distribution, with
mean equal to the estimator 6§, that maximizes p(6]x).

Finally, note that SPD can be applied when a valid
algorithm to generate samples from p(6|x) is available.

If this is not the case, methodologies based on Markov
Chain Monte Carlo (see, e.g., Robert 2007) can be
applied, and, under regularity conditions, a valid ACI
for any of the performance measures defined in Section
2 can still be obtained (see, e.g., Mufioz and Glynn
1997 and Mufioz 2010 for regularity conditions of
ACT’s based on the batch means method).
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ABSTRACT

The importance of multi-core processors increases
every day. So multi-threaded programming also
becomes more important. Due to data consistency it is
necessary to synchronize specific parts of the code.
These synchronizing methods cause an overhead during
program execution. This paper analyses this overhead
based on time on different operating systems. On the
one hand, the paper gives a short introduction to the
most important synchronization methods, on the other
hand a test application is introduced to determine the
delay time of each of these methods. All tests are
designed to give real world examples of how much
overhead is produced. Following the given data of the
test application, the delay times of different operating
systems are compared to each other. The paper shows
that some methods perform better on one system and
others perform better on the other systems.

Keywords: synchronization methods, synchronization
performance, multi-threaded performance, decision
support

1. INTRODUCTION

1.1. Motivation

The development of new processors, such as faster
single-core processors and multi-core processors,
resulted in new opportunities in software development.
On multi-core processors it is now possible to achieve
real parallelism of software by running various software
components on different cores.

Alongside these new opportunities also new
difficulties came. One primary difficulty is the
synchronization of software components which run
independently. Synchronization refers to controlling the
application flow of paralleled software components.

There are certain techniques required to perform
synchronization. Because of  the various
implementations of these techniques, different overhead
is produced depending on the way of the
implementation.

This paper analyses the overhead on the popular
operating systems Windows XP, Windows 7 and
Ubuntu 10.04 LTS in each case 32-bit edition.
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1.2. Objective

The primary objective is to accomplish a comparison of
various synchronization techniques on different
operating systems. This is achieved by measuring the
delay time by modelling real-world usage of the
different techniques and simulating their real-world
behaviour in the test environment.

The paper is divided into two main sections. The
first section gives an overview to the basics of each
synchronization method. Especially the usage of the
methods using Win32-API and using POSIX (IEEE
1003.1-2008, 2008) is described.

The second section describes the test scenario, the
implementation and the analysis of the results. Both,
modelling and simulation of the test scenario is done
with industrial applications in mind.

1.3. Related work

A similar approach of analysing synchronization
techniques can be found in the paper “A new Look at
the Roles of Spinning and Blocking” (Johnson, 2009).
There the trade-off between spinning and blocking
synchronization is analysed and observed that the trade-
off can be simplified by isolating the load control
aspects of contention management.

Another approach can be found in the article
“Multi-threaded Performance” (Asche, 1996) where
strategies for rewriting single-threaded applications to
be multi-threaded applications are discussed. It analyses
the performance of multi-threaded computations over
compatible single-threaded ones in terms of throughput
and response.

2. THE BASICS

2.1. Multi-threaded programming

Multi-threaded programming allows the creation of
parallel software. Since C++ does not provide
mechanisms for multi-threaded applications until C+
+11 (ISO, 2011), operating system functions have to be
accessed. The problem with these functions is that they
are implemented differently on various operating
systems and also provide different results in regard to
performance. C++11 already provides multi-threaded
mechanisms on the basis of POSIX-threads, but there
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are hardly any compilers or commercial software since
it was released in August 2011.

Multi-threaded code is program code which is
executed simultaneously by the operating system.

On Linux systems these functions are defined by
the POSIX standard and implemented in the kernel. On
Windows systems they are defined by the Win32-API
and also implemented in the kernel.

Because of parallel execution of software
components, which also share resources and
communicate with each other, the control flow is
synchronized. But this synchronized execution also
causes problems in the form of deadlocks, race
conditions, starvation and live-locks. These problems
occur when synchronization methods are used
carelessly.

Further discussions on multi-threaded
programming can be found in (Akhter & Roberts,
2006), (Williams, 2012) and (Johnson, Athanassoulis,
Stoica, & Ailamaki, 2009).

2.2. Why synchronization?

Due to the previously mentioned problems with multi-
threaded programming a synchronization of the control
flow is needed.

Synchronization is always needed when parallel
reading and writing on memory occurs and when a
specific sequence of the control flow has to be
guaranteed. Also synchronization is needed when only
writing parallel on memory but reading sequential. No
synchronization is needed when the memory is written
sequential.

In general, synchronization is always necessary
when several threads write to a specific memory area.

2.3. POSIX-standard

The POSIX-standard defines a consistent standard
system interface for UNIX-systems and Windows-
systems. POSIX is the abbreviation for Portable
Operating System Interface for UNIX. POSIX has been
created to enable portable code for various UNIX-
systems. POSIX includes the PThread-library for
programming multi-threaded applications for UNIX-
systems.

24. Synchronization mechanisms

There are various synchronization primitives, depending
on the operating system and the underlying CPU. Each
primitive has its special purpose:

e Critical Sections: atomic areas within a process
for exclusive access.

* Events: signal that a certain state of the
application occurred.

*  Wait-functions: blocked waiting for an event
or other signal.

*  Mutex: similar to critical sections which work
outside process boundaries.

*  Semaphore: similar to mutex with an internal
counter for handling several threads.
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e Spin-lock: similar to critical sections but with
short active waiting before passive waiting.

e Interlocked functions: hardware depended
atomic operations which directly execute CPU-
instructions

Further discussions on these techniques can be
found in (Hart, 2010) and (Jones, 2008).

3. TEST SCENARIO

3.1. Introduction

As basis for the tests the Microsoft operating systems
Windows XP and Windows 7, as well as the UNIX
based free operating system Ubuntu 10.04 LTS are
used. Windows XP and Windows 7 have been taken
because they are the most commonly used Microsoft
operating systems in industry. Ubuntu 10.04 LTS is
used because it’s one of the most commonly used UNIX
based operating systems. The test environment is built
with C++ and uses its object oriented capabilities.

3.2. Time measurement

The time measurement is carried out by operating
system internal time measurement operations with high
accuracy. The measurement uses an accuracy of 1 us
which is accurate enough for our real world
measurement approach.

Not the absolute time delay is measured, but the
delay relative to the current CPU-tick count. This
allows a better comparison by disregarding the blur of
each operating system because their similar scheduling
algorithms.

To keep the source code compatible between
Windows and UNIX the Win32-API functions
QueryPerformanceCounter and
QueryPerformanceFrequency were implemented using
gettimeofday (Linux High-Resolution Timer, 2009).
The functions have the same interface like the Win32-
API functions and are implemented using compiler
directives.

3.3. Test flow
Given that the different synchronization techniques
primarily differ in their field of application and
therefore similar in usage also the test flow is structured
similar for each technique.

Basically a test consists of initialization, start of the
components, time measurement and analysis.

1. Initialization: The synchronization
mechanisms and program components are
initialized according to their usage.

2. Execution: The execution and time
measurement are carried out in parallel and are
repeated to generate a more accurate median.

3. Analysis: The median is calculated and written
into an Excel file for further processing.
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34. Constraints

Given that there are a lot of multi-core processors with
various numbers of cores and clock frequencies and the
different operating systems, it needs to be ensured that
the average result is only exposed to low deviation.

It has to be ensured that the whole program
inclusive all its components is executed on only one
CPU core. This is needed because the switch of the
execution to another CPU core also produces overhead
and to avoid inter-core communication influence.

Also it has to be ensured that the overhead of
context switches between parallel executed components
is minimized. This is done by setting the process
priority to the highest priority available.

4. IMPLEMENTATION

4.1. Introduction

This section describes the architecture and
implementation of the test application for each
synchronization technique.

4.1.1. Software architecture

The architecture is built up from two base classes, one
for the test flow and one for threads. Derived from this
base classes are all classes needed for testing each
synchronization technique. Classes are named after the
technique they are used for with the suffixes ‘Test’ and
‘Thread’ to differentiate between the test flow and the
threads.

CriticalSectionTest SpinLockTest

K

o ma N

EventTest MutexTest

Figure 1: Test Classes

Figure 1 shows the class hierarchy of the test
classes. Each test class implements methods for
controlling the test flow and interpreting the test results.

SpinLockThread ThreadBase WaitfunctionsThread
EventThread [SemaphoreThread MutexThread

Figure 2: Thread Classes

Figure 2 shows the class hierarchy of the thread classes.
The base class is used for controlling the typical thread
flow such as creating, starting or suspending. The
derived classes implement the specific methods for each
synchronization technique and the control flow. The
threads are implemented as fire-and-forget threads so
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there is no need to stop and delete them. They are used
for calculating the overhead of the wvarious
synchronization techniques.

Because the POSIX-standard doesn’t provide an
implementation for manual-reset-events, they are self-
implemented using a conditional variable and a mutex.
There are methods and a structure realized which
implement the functionality.

4.1.2. Test flow

Figure 3 shows the typical test flow with the help of the
base classes. The user creates a new test class and
initializes it. The test class then creates the
corresponding thread class and starts the testing. The
testing is repeated as often the as MEASURES declares.
After the tests are completed the average overhead is
calculated and written to a file for further processing.

% Sync_Mech_Tests::MeasurementBa...
UTer
! i
! start_measurement() |
loop / Sync_Mech_Tests::ThreadBa...
[[<MEASURES] | - — ——— — — — — — >
do_testing() T
F do_testing()
|
|
X
R —
analyze_measurement() ‘T
ke
T i
Figure 3: Test flow
4.1.3. Choosing processor core and

process priority
As described in section 3.4 the overhead of context
switches and switching to another core needs to be
reduced so the results don’t get falsified.

To reduce the number of context switches the
process priority is set to real-time. To block core
switching the process affinity mask has to be set. It
doesn’t matter on which core the program is executed as
long as it is only one core.

Listing 1 and Listing 2 show the Windows
implementation and  respectively the  UNIX
implementation of setting process priority and affinity
mask.

Listing 1: Windows Process Priority and Affinity Mask
(without error handling)

HANDLE h_process = GetCurrentProcess () ;

// set process priority to high

SetPriorityClass (h_process, REALTIME_ PRIORITY_ CLASS);
// set process affinity mask to only use core 0
SetProcessAffinityMask (h process, AFFINITY MASK);

Listing 2: UNIX Process Priority and Affinity Mask
(without error handling)

cpu_set_t mask;
CPU_ZERO (&mask) ;
CPU_SET (0, &mask);
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// set process priority to high

setpriority (PRIO_PROCESS, 0, -20) ;

//set process affinity mask to only use core 0
sched setaffinity (0, sizeof (mask), &mask);

4.2. Synchronization techniques

All tests are designed to give real world examples of
how much overhead is produced by the various
techniques and not just laboratory values.

4.2.1. Critical sections
The test flow is shown in Figure 4. The delay time
measured is the delay from entering and respectively
leaving the critical section. This way of measurement is
done because critical sections are used for short sections
only so there is not much overhead.

% Sync_Meoh_Tests: CriticalSection
User
T
! 1
! start_measurement() 1
loop
| < MEASURES] QueryPerformanceCounter(counter_value_1)

EnterCriticalSection()

QueryPerformanceCounter(counter_value_2)

QueryPerformanceCounter(counter_value_1)

LeaveCriticalSection()

QueryPerformanceCounter(counter_value_2)

A
1
i
1
I
1
I
1
I
1
I
I
I
I
I
i
s s

Figure 4: Measuring Critical Sections

4.2.2. Events

The test flow is shown in Figure 5. After starting the
test a thread is created which initially waits for an event
to continue execution. In the test method this event is
signalled and the thread continues its execution. After
signalling the event the test method waits for an event
signalled by the thread. After continuing execution the
thread sets the event and finishes its work. The delay of
events is calculated by measuring the time from
signalling the event to recognizing the signalled event.
With this method of measurement not only the
execution time of the technique is measured but also the
overhead produced by context switches which gives a
real world example of the overhead.

% Sync_Mech_Tests:Event
User

1

1

start_measurement() !

toop_/ Sync_Mech_Tests: EventThvead
[i<MEASURES]| |F———————-——=-—->
QueryPerformanceCounter(counter_value_) |
|
SetEvent() .
| QueryPerformanceCounter{counter_value_2)
! SetEvent()
l%lOueryPeﬂcrmanmcaun\er{mun\evvau]) )‘(

o]
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Figure 5: Measuring Events

4.2.3. Wait-functions

Because there are no directly equivalent functions in the
POSIX-standard this tests measures the delay of
recognizing the exiting of a thread. And also wait-
functions from Win32-API which are used to wait for
signals of mutex, semaphores and events are measures
in the corresponding tests.

Figure 6 shows the test flow of measuring the wait-
functions. After the test is started a thread is created and
started and the test method waits for it to complete. The
time is measured after the thread was started and after
the thread completed execution.

% Sync_Mech_Tests::WaitFunctions

User
|

T
| start_measurement() |

loop
—/ Sync_Mech_Tests::WaitFunctionsThread
[i < MEASURES] I ———N

T
QueryPerformanceCounter(counter_value_1) :
|
|
|

QueryPerformanceCounter(counter_value_2) |

|
|
|
|
I X
|
|
|

]

Figure 6: Measuring Wait-functions

4.2.4. Mutex
The test flow of testing mutex is similar to that of
testing critical sections with the difference that there is a
thread to communicate with.

Figure 7 shows the test flow. After starting the test
a mutex is created in blocked mode and a thread is
created and started. The thread opens the mutex and
waits for it to be released. After the thread owns the
mutex the test method waits for it to be released. The
overhead is calculated by measuring the time from
releasing the mutex in the test method and respectively
in the thread and getting to own the mutex in the thread
and respectively the test method.

% Syne_Mech_Tests: Mutex
User

| g

start_measurement()

Toop
CreateMutex(NULL, true, MUTEXNAME)

'Sync_Mech_Tests::MutexThread

QueryPerformanceCounter(counter_value_1) |

F Openhitex(MUTEX_ALL_AGCESS, falso, MUTEXNAVIE)

j]_—_] CuscParomanosCounleromter,yake_2

QueryPerformanceCounter(counter_value_3) |

[ < MEASURES]

! ReleaseMutex()

‘ ReleaseMutex()

I

Figure 7: Measuring Mutex
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4.2.5. Semaphore

The test flow of the semaphore test, shown in Figure 8,
works corresponding to the mutex test with the
difference that more threads are used.

4.2.6. Spin-locks

The test flow of the spin-locks test is corresponding to
that of testing critical sections with the only difference
being spin-locks in testing instead of critical sections.
Because of this nearly equivalent test flow there is now
explicit figure given to illustrate it.

i< MEASURES)]

Figure 8: Measuring Semaphore

4.2.7. Interlocked functions

The test flow of measuring interlocked functions, shown
in Figure 9, is very simple. Each function is executed
and its execution time is measured.

% Sync_Mech_Tests::Interlocked
Usler
T
! I
! start_measurement() 1
loop /
[i < MEASURES] . QueryPerformanceCounter(counter_value_1)
InterlockedIncrement()
QueryPerformanceCounter(counter_value_2)
QueryPerformanceCounter(counter_value_1)
InterlockedDecrement()
QueryPerformancyCounter(counter_value_2)
(S ——

L L
H I

Figure 9: Meaéuring Interlocked Functions
5. ANALYSIS

5.1. General Findings
Through the evaluation of the test results insights could
be gained on how the performance of synchronization
techniques differs on different operating systems. When
viewing the test results it is important to differ between
synchronization techniques, which are influenced by the
operating system and those without. Influenced by the
operating system are mutex, semaphore, events and
wait-functions. Without influence are critical sections,
spin-locks and interlocked functions.

If synchronization does not depended on the
operating system, less overhead can clearly be
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recognized. In  general, for  process-internal
synchronization critical sections should be used and for
calculations interlocked functions if available. Spin-
locks are particularly well suited for synchronization of
small areas which are divided among multiple processor
cores, but produce more overhead if the number of
critical areas exceeds the number of processor cores.

If synchronization depends on the operating
system, wait-functions cause the least overhead because
they only wait for a certain signal, usually in a blocked
manner. Because of the operating system influenced
token system of mutexes they produce more overhead
than critical sections. Semaphores produce similar
overhead to mutex but have even more impact due to
the internal counter. The overhead of events exists of
operating system influence and the expense to signal the
wait-function to continue execution.

Table 1 shows the results of the tests on Windows
7, Windows XP and Ubuntu 10.04 LTS. As it can be
seen clearly, synchronization techniques without the
influence of the operating system are by far, the fastest.
Values of lus indicate that the measurement is near or
beyond its precision, which doesn’t mind as the high
values are important in real-world applications. That
confirms the knowledge that for process internal
synchronization critical sections and for calculations
interlocked functions should be used. Also recognizable
is that wait-functions produce nearly the same overhead
regardless of whether they are waiting on one or more
signals. Mutex, semaphore and events produce very
different overhead on the several operating systems; this
will be illustrated in the next section.

Looking at the results of operating system
influenced synchronization techniques it can be said,
that semaphores should be avoided when possible. If
synchronization is needed outside of process boundaries
use events or mutex under Windows but try to avoid
events under UNIX.

Table 1: Results Windows XP, Windows 7,
Ubuntu 10.04 LTS (time in us)

Synchronization Win | Win

' technique 7 XP Ubuntu
EnterCriticalSection 1 1 1
Interlocked Decrement 1 1 1
Interlocked Increment 1 1 1
LeaveCriticalSection 1 1 1
Lock Spinlock 1 1 1
ReleaseMutex 21 59 14
ReleaseSemaphore 39 27 11
SetEvent 32 20 51
Unlock Spinlock 1 1 1
WaitForMultipleObjects 18 20 19
WaitForSingleObject 18 19 15
Waiting for Mutex 24 26 42
Waiting for Semaphore 145 105 106

978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 25




5.2. Differences between Windows XP,

Windows 7 and Ubuntu 10.04 LTS
In a direct comparison of windows and UNIX it can be
seen that in general the mechanisms require less effort
under UNIX than under Windows.

On all systems critical sections, spin-locks and
interlocked functions only produce such a small
overhead that no difference is recognizable. The same
can be seen by looking at wait-functions, which produce
nearly the same overhead on the several operating
systems. A big difference can be seen when looking at
mutex, which produces more than twice the overhead
when it is released on Windows XP than on Windows 7
or Ubuntu. Acquiring a mutex produces more overhead
on Ubuntu than on Windows XP or Windows 7 which
produce similar overhead. Another big difference can be
seen at semaphores. Acquiring a semaphore on
Windows XP or Ubuntu produces nearly the same
overhead but produces a lot more overhead on Windows
7. This could be explained due to the internal
implementation of the semaphore counter. In general,
acquiring a semaphore produces the most overhead of
all synchronization techniques. Releasing a semaphore
produces very different overhead on all operating
systems. On Windows XP the overhead is twice as
much as on Ubuntu and on Windows 7 three times as
much overhead. Also events produce different overhead
on each operating system. The least overhead is
produced on Windows XP, a little more overhead is
produced on Windows 7 but on Ubuntu the overhead is
more than twice the overhead produced on Windows
XP. This can be explained by looking at the
implementation of the manual-reset-event on Ubuntu
which uses a mutex and a conditional variable, so the
overhead of two mechanisms is included in this test.

In general, it can be seen beside a few exceptions
that Ubuntu operating system produces less overhead
than both Windows operating systems. With the
Windows operating systems it is more complicated,
because some mechanisms produce less overhead on
Windows XP and some on Windows 7.

A visual representation of these differences can be
seen in Figure 10.
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Figure 10: Difference between Windows and Linux
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CONCLUSION

The performed tests have shown what average overhead
is expected on the various operating systems. Also it
was pointed out that UNIX comparing all mechanism
produces less overhead than Windows operating
systems. It can be seen that each operating system has
its strengths and weaknesses in the implementation of
synchronization techniques.

Based on these measurements it can now be shown
which operating systems are the better option for each
synchronization technique, provided a free selection is
an option. In the field of synchronization Linux would
be in almost every field the better option, except for
events which have less overhead under Windows than
under Linux.

On UNIX-systems it cannot be assumed, despite
the POSIX-standard that the overhead on average is the
same, since different UNIX-derivatives also have
different kernel implementations. But in general it can
be assumed that different Linux-distributions with the
same kernel produce the same overhead.

Due to the different performance of
synchronization techniques it is important to analyse in
advance which mechanisms will be needed to not
slowing down a  multi-threaded  application
unnecessarily.
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ABSTRACT

The metal pressing process is widely used in industries,
such as energy, civil, automotive and shipbuilding
engineering. For the design of the process, blank design
is firstly performed to determine the dimension of the
flat blank. Traditionally, the trial and error approach is
used. However, this approach wastes much time and
raw materials, especially in manufacturing the blades of
large Francis turbines. The rapid development of the
computing technology makes it possible to get optimum
blanks by numerical modeling and simulations. In this
paper, the multi-step inverse finite element approach is
investigated for the blank design and an elasto-plastic
model has been built using the well-known software
ANSYS. Unfolding tests with simple geometries have
been carried out and the numerical results agree well
with the results obtained by analytical analyses. Finally,
a large and thick blade of Francis turbines for
hydropower plants has been successfully unfolded.

Keywords: finite element method, inverse approach,
pressing forming, blade, blank design, Francis turbine

1. INTRODUCTION

A runner is one of the fundamental components of a
Francis turbine for hydropower plants and the
manufacturing of its blades using pressing process from
a flat blank has many advantages (Casacci, Bosc,
Moulin, and Sauron 1977; Casacci and Caillot 1983).
This process is widely applied in other industries, such
as automotive, shipbuilding and civil engineering. For
the design of the process, firstly, blank design is
performed to determine the dimension of the flat blank.
Traditionally, the trial and error approach is used in
blank design. However, this approach wastes much time
and raw materials, especially in manufacturing the
blades of large Francis turbines. Hydraulic conditions
and cost of energy make design of Francis turbines very
variable from site to site. Therefore the blade design is
custom and not standard, the raw material trimmed
away and the trimming time after the pressing process
are very costly due to the over dimensioned blank to
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ensure the machining for the final shapes or the pressed
blades. With the powerful development of the
computing technology, numerical modeling and
simulation are widely applied (Feng, Champliaud, and
Dao 2009). Several methods were attempted to obtain
the optimum blank, such as the slip line method
(Kuwabara and Si 1997; Chen and Sowerby 1996), the
roll-back method (Kim, Kim, and Huh 2000), the
sensibility analysis method (Shim, Son, and Kim 2000),
the initial velocity of boundary nodes methods (Son and
Shim 2003) and the geometric mapping method (Blount
and Stevens 1990; Ryu and Shin 2006). The most
popular method is the inverse approach (IA) method.
Some varieties of this method can be found in
publication, such as the updated inverse approach
(zZhang, Liu, and Du 2010); the one-step inverse
approach with energy-based algorithm (Tang, Zhao
Hagenah, and Lu 2007; Zhang, Hu, Lang, Guo, and Hu
2007), the multi-step inverse approach with membrane
elements (Guo, Batoz, Detraux, and Duroux 1990; Lee
and Huh 1998; Lan, Dong, and Li 2005; Nguyen and
Bapanapalli 2009) and the multi-step inverse approach
with shell elements to take consideration of bending
effect (Guo, Batoz, Naceur, Bouabdallah, Mercier, and
Barlet 2000; Lee and Cao 2001; Azaouzi, Belouettar,
and Rauchs 2011).

There are so many papers involving in inverse
finite element approach; however the data is not easily
accessible. In this paper, the multi-step inverse
approach is investigated through the well-known and
easily accessible software ANSYS. The approach is
applied to the blank design of large and thick blades of
Francis turbines for hydropower plants. The flat blank is
obtained from the desired blade which is the finally
deformed shape of the pressing process.

2. FORMULATION

In inverse finite element approach, the initial state of the
model is the deformed shape obtained in the pressing
process and the final state is the flat blank. The given
variables are the constant thickness and the geometry of
the deformed shape and the unknowns are the thickness
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and the strain/stress of the flat blank, the coordinates of
the flat blank in the working plane. Figure 1 shows the
principle of the inverse approach, where the 3D
deformed shape C passes to the 2D flat blank C°. Each
point P on C has an orthogonal projecting point P* on
the working plane defined by the flat blank. The vertical
displacement of point P is forced to be the distance
between the two points P and P*. The process is
characterized by geometry and material nonlinearities.
The actions of the die and the punch are simplified by
external forces. The principle of virtual work is
established on the 3D deformed shape C as follows:

W= W= Wi = > W, =0 (1)

where the virtual internal work is given by

ZWifw = Zf eTodV @)
e e Ve

and the virtual external work is given by

Z e, = Z fv wTfav @)

where ¢ and »~ denote the virtual strain and the virtual
displacement, respectively. o and f denote the Cauchy
stress and the external forces which represent the tool
actions, respectively. e denotes the sum of the elements.
¥, denotes element volume.

Nonlinear equation (1) is solved by the following
Newton-Raphson method (Ansys 2010):

[KH[{AUY = {F e (UDY = {Fipe (UD} (4
[ki] = [- 252 (5)
U} = (U} + {aU} (6)

where [K;] denotes the Jacobian matrix or the tangent
matrix. i denotes the current iteration. R(U) represents
the residual vector. {F..,(U')} represents the vector for
the external loads and {F;.(U)} represents the vector
for the internal loads. The solution {U"*'} contains the
displacements of the projecting points of the nodes in
the working plane which defines the flat blank.

Blade (3D

\

)
C

o

Flat blank C° (2D)

Figure 1: Schematic description of inverse approach
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3. MODELING AND SIMULATIONS

The model represented by equation 1 is modeled with
static analysis method under ANSYS environment.
Inertial and damping effects, except of the static
acceleration, are ignored.

3.1. Unfolding tests of Cylindrical Sections

Stainless steel was used in the models in this paper and
the material properties (Table 1) were represented by a
bilinear isotropic material model (Figure 2), where E
denotes the elastic modulus, Er denotes the tangent
modulus, oy denotes the yield stress. Elasto-plastic
model with large displacement was established under
ANSYS environment. 4-node shell elements were used
to take account of the bending effect of thick blank.
There was only one element with five integration points
in the thickness direction. The nodes were located at the
middle surface of the blank. Each node had six degrees
of freedom (translations in the x, y, and z directions, and
rotations about the x, y, and z axes).

Table 1: Material properties of stainless steel

Elastic modulus (GPa) 200
Yield stress (MPa) 754
Tangent modulus (GPa) 2.0
Poisson’s ratio 0.3
Density (kg/m®) 7850
stress]
E, B

L .'_rf‘/

loading

D
unloading

2R T TP ¥

strain
Figure 2: Bilinear material model

A cylindrical section meshed with shell elements
for the unfolding tests is shown in Figure 3. In the
figure, r was 1.5 m which was the radius of the middle
surface of the cylindrical section. The width of the
cylindrical section was 2 m and the thickness was 13
cm. In the tests, Angle 6 was selected as 15° 30°, 45°,
respectively. The models had the following boundary
conditions: locked translation degrees of freedom in X,
Y and Z directions for node /, locked translation degrees
of freedom Y and Z directions for node 2 and locked
translation degree of freedom in Y direction for node 3,
the other nodes had predefined displacements in Y
direction. These predefined values were the distances of

28



each node to the working plane for unfolded geometry
or the flat blank which defined by nodes /, 2, and 3.
The simulation gave the displacement of each node in X
and Z directions in the working plane. As the motion of
node 2 presented the motion of the free edge, the length
of the cylindrical section L was determined by the
following equation:

L=2r sin% + u, (7

where u, denotes the displacement of node 2 in X
direction;  denotes the radius of the cylindrical section.

The theoretical length was calculated by the
following equation:

Liheoriticat =16 (8)

In Table 2, the lengths obtained by the numerical
simulations are compared with the values calculated by
equation (8). The maximal error was 0.03% which
indicated that the inverse approach gave satisfactory
prediction of the flat blank.

S
o e i 1777 L
£ r*sin(6/2) - ‘)A? Ux
node node 2
' 012
y
o
(@)

(b)

Figure 3: Schematic description of inverse FE approach
for a cylindrical section: (a) inverse FE model of a
cylindrical section and its boundary conditions; (b)
Geometrical setup for unfolding a cylindrical section
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Table 2: Lengths of unfolded cylindrical sections
compared with theoretical lengths

Angle Theoretical Length obtained Error (%)
0 (deg) length (m) | by simulation (m)
30 0.7854 0.7853 -0.02
60 1.5708 1.5704 -0.02
90 2.3562 2.3556 -0.03

3.2. Unfolding of a Blade of Francis Turbine

The blades of large Francis turbines have complex
geometries with different thicknesses and curvatures at
different locations. This complex geometry is obtained
by machining a pressed shape from pressing process. In
such a process, a flat blank with constant thickness is
firstly pressed to form a shape with little difference of
thickness comparing to the flat blank. Then, the
deformed shape is machined by a 5-axis CNC milling
machine to obtain the desired curvature and thickness at
each location of the blade (Sabourin, Paquet, Hazel,
Cote, and Mongenot 2010).

During the unfolding of the blade with the inverse
approach, it is supposed that the model for the
unfolding of Francis turbine blades had also a constant
thickness of 13 cm (Figure 4). At first, a working plane
was defined by 3-point set: one point was located at the
apex of the blade which coincided with the origin of the
coordinate system, and two other points on the blade
with reasonable distances from this apex (Figure 5). The
material properties and element type were as the same
as those used for the tests with simple geometries of the
previous section. The unfolding procedure was also
similar as the one used for the tests with simple
geometries described in the same section. The boundary
conditions were defined by the three points which
defined a new coordinate system as follows: locked
translation degrees of freedom in X; Y and Z directions
for the point at the origin of the coordinate system
(point 7), locked translation degrees of freedom in Y and
Z directions for the second point (point 2), locked
translation degree of freedom in Z direction for the third
point (point 3). The displacements of the other nodes in
Z direction were predefined. These predefined values
were the distances of each node to the working plane.
For ensuring the computational convergence, multi-step
approach was applied to divide the total predefined
displacement of each node by the number of steps and a
loop was used to compute the predefined displacements
of each node.

The elasto-plastic model had a structural mesh with
1480 nodes and 1404 elements. A numerical simulation
took about 96 seconds of CPU time. The middle surface
of the flat blank obtained from the simulation had an
area of 3.66 mm? The flat blank and a blade of Francis
turbines presented in dotted mesh are shown in Figure
6. Figure 7 illustrates the Von Mise stress distribution
of the flat blank. The maximal Von Mises stress was
1003 MPa which was located at the highly deformed
zone where the blade had the maximal curvature (Figure
8). In this zone, the mechanical strain in the normal
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direction of the flat blank had the maximal value
(Figure 9) which indicated that the maximal thickness
change occurred in the zone with maximal curvature.
However, the thickness changes at any location were
very small. Taking consideration of the element of the
maximal value in Figure 9, the distribution of total
mechanical strain in thickness direction of the element
with maximal value is illustrated in Figure 10. Since the
deformation beside the middle surface had nearly equal
values and opposite signs, therefore, the thickness
change during the unfolding was neglected.

Figure 4: Geometry of Francis turbine blades

Middle surface of a blade

Figure 7: Von Mises stress distribution in the flat blank

curvature
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Figure 8: Distribution of residual stress of the flat blank
compared with the curvature of the blade

o
i
4

4

o
A i

i
107 ///,, !
11

7
o

A
7 ’II;[
bR

(b)

Figure 6: Comparison between the flat blank and the
blade
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Figure 9: Von Mises total mechanical strain distribution

in the flat blank

Figure 10: Distribution of total mechanical strain in
thickness direction of the element with maximal value
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CONCLUSIONS

Unfolded blank for thick and large blades of Francis
turbine is obtained using finite element method under
the easily accessible and common used software
ANSYS environment. Unfolding tests with simple
geometry with multi-step inverse approach are carried
out and results shown that the error compared with
analytical ones are less than 0.03%. The results show
that the maximal thickness change occurred in the zone
with maximal curvature. Future works will concentrate
on adding automatically a minimum extra contour for
machining purpose at the edges, on running simulations
of the pressing process with the obtained blank to
produce the desired blade and on validating the
procedure with upcoming experiments.
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ABSTRACT

Today there is a strong innovation competition; this is
why the number of product models constantly increases
and the reduction of product life cycles causes a more
frequent occurrence of production ramp-ups. Therefore,
it is inevitable that the existing resources, especially
human resources should be used efficiently in order to
ensure an ideal ramp-up. Hence, the planning of these
resources has become an important challenge also in a
ramp-up. This paper presents an approach developed at
the Institute of Production Science (wbk) of the
Karlsruhe Institute of Technology to optimize the
forecast of personnel requirements during ramp-up. It
describes a method providing support to the calculation
of the necessary manpower for every single ramp-up
phase in order to realize an economic optimum.
Therefore, the paper focuses on the simulation of the
ramp-up process within its dynamic planning variables,
organizational basic conditions, its verification and
results.

Keywords: simulation, ramp-up management, personnel
planning

1. INTRODUCTION

Companies have to accelerate the development,
production and supply of their products in order to be
internationally successful on a competitive basis in the
current economic situation. The increasing number of
models and versions of products can be ascribed to the
enormous pressure of innovation, in order to ensure the
companies’ market shares in the long run (Schuh,
Riedel, Abels and Desoi 2002). This leads to shorter
product life cycles, implicating an increasing number of
production ramp-ups in a set time interval (Abel,
Elzenheimer and Ristig 2003). Especially resource
management plays a decisive role for the earliest
possible market entry timing, which can be traced back
to the so-called lost sales. These are missed sales, which
are caused by a delayed market entry. Due to shorter
product life cycles it will hardly be possible to recover
lost profits (Kuhn, Wiendahl, Eversheim and Schuh
2002). Due to the fact that the capability of responding
quickly is an important issue during ramp-ups, the
correct planning of resources is essential. Moreover, the
exact personnel requirement planning is an outstanding
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feature and regarding to the amount of unforeseen
situations it is difficult to handle. Therefore, the
Institute of Production Science (wbk) of the Karlsruhe
Institute of Technology has developed a method to
optimize the planning of personnel requirements during
a production ramp-up by using a simulation.

2. PRODUCTION RAMP-UP

The production ramp-up can be described as the transfer
phase from the stage of product development to a stable
series production (Clark and Fujiomoto 1991). The
primary ramp-up objective is represented by the
achievement of production quantity objectives in due
time, the so called "time to market". This primary
objective is based on the performance goal and the
efficiency goal of the ramp-up. Whereas the
performance goal evaluates the achievement of the
planned efficiency of the whole plant, the efficiency
goal describes the best possible employment of
resources or costs concerning the performance goal.
Therefore, the reduction of the personnel costs is also
important. The performance goal optimization to
maximize the overall equipment effectiveness (OEE)
includes an improvement of every single parameter,
such as availability or quality rate (Nakajima 1988).
The OEE is a key performance indicator, which
quantifies how effectively a manufacturing plant is
utilized. It is defined as the product of availability,
performance and quality (Lanza 2005).

3. STATE OF THE ART

To justify the developed simulation’s approach some
existing models are described in their characteristics:
First there are forecast and simulation based methods.
Winkler (2007) presents a ramp-up project management
based on an operational network, which should realize
control and mastery of the ramp-up processes (Winkler
2007). Lanza (Lanza 2005), Rottinger (Rottinger 2005)
and Coordes (Coordes and Spieckermann 2001)
developed simulation based methods considering the
quality of the production processes or the personal
structure. These methods are not able to implement
improvement processes which are very important during
production ramp-up. Furthermore, they do not consider
any time-variant effects and are only partially suitable
for the ability to plan resources especially for highly
complex problems. Second there are ramp-up
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supporting controlling systems. The method developed
by Laick (2003) is able to guide and design production
process systems (Laick 2003), but still does not
consider any time-variant effects and machine models
as well as processes. Third there are learning curve
models to map ramp-up curves, but they have in general
the same deficits as the models described so far. As an
example of a model in the department of knowledge
management to support the ramp-up, the model
developed by Zeugtrager (Zeugtrager 1998) may be
mentioned based on aspects of the learning organization
and on the provision of information. Additionally to the
deficits depicted in the other departments the models in
this sector are not suitable to map connected systems
and interactions. Furthermore, there are models based
on the ramp-up supporting in networks. Weinzierl for
example focused on the support of the decision making
process in the flied of strategy ramp-up management
(Weinzierl 2006). Nevertheless, these model types have
apart from other deficits no control loop character.

The general target of the developed method should
be to shorten the ramp-up phase by using a simulation
(Verein Deutscher Ingenieure 2000). During the ramp-
up phase the simulation can predict the order flow, to
plan the work in process, to evaluate troubleshooting
measures and to predict resource requirements. In
contrast, former ramp-up simulation methods focused
more on material flow and were not able to illustrate the
personnel  aspects  adequately  (Coordes and
Spieckermann 2001). Therefore, it is necessary to
develop a new approach meeting all of the following
requirements: Regarding the production system it has to
deal with different machine models and processes. The
method should consider time-variant effects as well as
interactions. Moreover, it should include exact
improvement procedures. It is also necessary to prove if
the method fulfils the character of a control loop.
Therefore, it should be able to plan resources, to make
some forecasts and to evaluate preventively.

4. DESCRIPTION OF THE METHOD

The developed method to support the personnel
requirements planning during a production ramp-up is
divided into four phases where the essential step is
described by the simulation. First of all every phase will
be introduced before the simulation itself will be
explained in detail. The method is described by the
exhibition of dependencies between resources and target
figures during the production ramp-up.

Figure 1 shows the methods’ software architecture.
The model can be divided into three levels. The lowest
level, the data level, includes essential configuration
data and functional data. Also the planning results will
be saved at this level to make them available at any
time. The second level, the logical level, is responsible
for the execution of functions and methods during the
planning run. It supports partial aspects of the model,
for example the model configuration, the opening
procedure, the improvement process and the preparation
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of decision for the optimization of human resources,
which are part of the interactive level.

model Jopening procedure; improvement process: = human resource
= configuration: « personnel costs « personnel optimization:
> * QR system « personnel requirement « deviation PC
§ * A-rate systems structure scenario « deviation OEE
= « EL-System « personnel * ramp-up « measurement
s + evaluation requirement characteristic diagram controlling
g qualification planning for « TAGpe
= personnel planned TAD reger
processes
manuaIAdata calculation optimization TAG )’
addition personnel staff
A A

creation ramp-up
characteristic diagrams
~
implementation
ramp-up simulation

Figure 1: overview software architecture
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The interactive level is responsible for the
systematic documentation of the model parameters.
First it contains the configuration of the planning
method, including the OEE-values and the evaluation of
existing personal regarding the ramp-up tasks. The
second stage of the interactive level, the opening
procedure, contains the setup of a linear program,
providing an initial solution as a launch setting for the
simulation. The complexity of the calculations and the
number of variables related to this problem decide
whether a linear program can be used or if an initial
solution can only be reached with the help of heuristics
(Sotskov 1991). Therefore, a heuristic is used to solve
problems with a high complexity and a large number of
variables. Two alternatives are possible as heuristics,
which lead to different initial solutions for the planning
of human resources, depending on the special
circumstances. There are the FMS-heuristic (heuristic
fixed-member set) and the BQM-heuristic (heuristic
best qualified member of staff). These heuristics are
aiming at the processing of all accumulating operations
with a firmly defined number of staff members.
Subsequently, the heuristic method’s results serve as
initial variables for the improvement process,
representing the third stage of the model. This process
consists of a simulation and a feedback loop, reflecting
a target-performance comparison. The improvement
process, which is based on the ramp-up simulation,
enables the identification, the evaluation and the
removal of shortage of staff with the help of ramp-up
control loops. The personnel planning scenarios will be
measured by the target figures “personnel costs” and
“negative deviation of the optimal OEE”. During every
single phase of the ramp-up, ramp-up characteristic
diagrams will visualize them to support the ramp-up
manager. An evaluation of the logical level realizes the
estimation of the impact of in the database integrated
measures and the choice of personnel structures.

Furthermore, time-variant effects that are typical
for ramp-ups influence the developed model and they
are adapted in the simulation’s result. These effects
represent the basic conditions for the production ramp-
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up like learning effects in human resources and thereby
change process times. As one central aspect of this
model, the human resources’ learning curves clearly
emerge during the ramp-up phase and therefore
represent a significant input variable for the ramp-up
simulation.

5. SIMULATION MODEL

There are two simulation techniques predicting ramp-up
target-figures, effectiveness or flow simulations and
scenario techniques (Nyhuis, Heins, Gro3henning,
Fleischer, Lanza and Ender 2005). Specified
effectiveness or flow simulations are primarily used. In
particular the flow simulation is a valid method
supporting the planning of complex systems (Kuhn,
Reinhart and Wiendahl 1993). It can be used for the
planning and also for the ramp-up and series production
(Verein Deutscher Ingenieure 2000). In the VDI
(German Engineer Association) guideline 3633 the use
of flow simulation is described within the relation to the
ramp-up and represents a basic principle regarding the
standard for the analysis of ramp-up procedures, warm-
up periods and transitions among defined operating
conditions (Verein Deutscher Ingenieure 2000).

The integrative ramp-up simulation will be
implemented by using the simulation software
PlantSimulation (version 10.1). It allows a structured
and comprehensible transfer of complex production
systems to computer models (Tecnomatix 2008).

Below the parameters of the simulation model are
described in detail. All relevant objects and influences,
given a statement about the influence of certain
personnel structures on the ramp-up target figures, are
integrated in the simulation model. Along with control
factors and planning data, the input data consisting of
the technology of the machine, the ramp-up curve, the
learning curve and existing resources, are incorporated
into the integrative simulation model and therefore
constitute its data structure.

data of the ER-model

input data machine ramp-up curve learning curve existing

technology | resources
t t

¥
| controlling factors | | integrative simulation model | | planning data

quality simulation model et measurements
l—|

changes

1

availability

efficiency level processes

target achievement degree process model level 2
helping variables D%BP

resource model — level3

i

targetfigures | | 1 o6t achievement degrees personnel costs personnel requirement OEE/Output

Figure 2: scheme of the ramp-up simulation

The integrative simulation model itself can be
divided into three areas. Figure 2 shows the ramp-up
simulation’s scheme. The first area of the integrative
simulation model describes the simulation model, the
second one depicts the process model and the third area
consists of the resource model. Data about the predicted
production system including the technical structures is
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stored in the simulation model and represents the
improvement procedure’s real integrative component
where the input variables, control factors and planning
data are incorporated and transformed into target
figures. The ensuing process model implements the
considered business processes and their impact on the
technical simulation model. The output of the respective
business models mostly represents manipulations of
OEE-performance parameters. There is a link between
the process model and the underlying resource model
that allows resources to be transfer.

The flow of the simulation algorithm can be
divided into the preparation of the simulation, the
initialization and the simulation run. After preparing the
simulation, the simulation variables are set to zero, the
heuristic planning results are loaded and the input data
of the simulation will be made available to the model
via an open database connectivity interface. The
simulated algorithmic planning run starts as soon as the
simulation application is initiated.

In the end, results of the simulation will be used for
an evaluation process that is going to simplify the
decision making related to the optimal use of resources.

6. VERIFICATION

In order to be able to compare the results and to support
a decision, two target figures will be identified,
describing the system. On the one hand it involves the
average negative deviation from the OEE to the optimal
OEE, if the OEE-curve does not achieve the optimal
OEE (OEEegqev) and on the other hand it involves the
personnel costs (PC). OEEs;,, means the simulated OEE.
Two normalized target achievement degrees (TAD) are
developed allowing comparison between different
ramp-ups and their targets (formular 1 and 2).

TADPC =1— PCSim - PCmin
PC..« — PC.in (1)
TADﬁ e _1_ OEE neg.dev, Sim — OEE neg.dev, min
& OEE neg.dev, max — OEE neg.dev, min (2)

In order to provide evidence of the model’s
functionality and to optimize the forecast of the
personnel requirements during ramp-up, the verification
of the personnel requirement planning model is shown
by an example in the engine production. This will be
done to prove a realistic situation in the planning
algorithms.

To verify the functionality of the ramp-up
simulation, taking a look at the several ramp-up objects
is necessary. Therefore, the quality of the learning curve
function, the development of the employees’ efficiency,
the development of the OEEg,, the effects of some
improvement processes, the correlation of the business
process capacity utilization and the resource capacity
utilization are especially regarded.

In order to verify the implementation of the
learning behaviour and the increase of the efficiency,
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which is thereby achieved, it is necessary to simulate a
human resource with a repetitive task and to register the
efficiency level of the resource as well as the operations
durations. Formula 3 describes the calculation of the
efficiency level of an employee j out of the functional
area i. The formula shows that with an increasing
number of operations done for example in the area of
fault removal a; the efficiency Ej of the regarded
employee increases up to a certain limit. This limit is
determined by the irreducibility factor M and the
degression factor b (De Jong 1957). If the processes are
very labour-intensive a value of M=0,25 and a learning
rate of 70% may be recommended. According to
formula 4, this results in b=0,51. The learning rate is a
constant percentage by which the number of factor
inputs will be reduced by the doubling of the
cumulative outputs (Laarmann 2003).

1
By =100%———— ®)
M + -
b =—log,(learning rate) (@)

Formula 5 exploits the result of E;; to calculate the
expected process time t(E;). In this context tyg is the
process time with efficiency E;; of 100.
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Figure 3: Ejjand t(Eij) values of the ramp-up simulation

Figure 3 shows the simulated values of the
operation duration and the efficiency levels of one
employee. The results were calculated with M=0,25
which causes an efficiency limit of 400%. With an
increasing number of repetitions (a;) the limit of the
operation duration converges to 300 seconds. This
complies 25% of the initial time for the regarded
operation. These results correspond to the learning
curve theory of De Jong and prove a correct
implementation of the method (Rendel de Jong 1956).

An additional functionality of the ramp-up
simulation is the implementation of improvement
measurements. These measurements change machines
or their components in their performance attributes. In
order to prove this functionality, a system composed of
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one machine and a set of measurements (100 single
measurements) changing the quality rate is shown. First
an improvement measurement with xor=10% is planned
for every five days which increases the quality rate
gradually. Xqr is the percentage improvement of the
quality rate. Since day 55 there is every day a
measurement like this planned to recognize the
convergence against 99%. Figure 4 shows the values
for the quality rate’s development of one machine,
calculated by the simulation application.
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S 50
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time [days]
Figure 4: development of the quality rate during a
simulation run

In order to verify the failure rate (1), a failure rate
of 30% and an operating time of 100 days are assumed
for each machine. It is necessary to split the failure rate
in a continuous and a discrete part. The irreducibility
factor is fixed with M=0,95. For recognizing the
influence of the discrete improvement measurements a
measurement which should reach an improvement of
x=25% is planned at time t=10 and t=20. Therefore, the
failure rate gets reduced to a minimum of e, which
represents the maximal level of efficiency and forms the
lower bound of the failure rate. Figure 5 proves the
effectiveness of the improvement measurements at time
t=10 and t=20. Therefore, the functionality of the failure
rate’s calculation is verified.
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Figure 5: implementation of the failure rate

The average negative deviation of the OEEg;, is
used as control parameter of the ramp-up simulation.
The OEEg, of the entire system is defined as the
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product of the availability of the machines (Asin), the
efficiency level (ELg;y,) and the quality rate (QRsin).

Figure 6 maps the aggregated single values of the
OEEgin(P) of the entire system. The aggregation is
calculated with the stepwise aggregated single values in
the line level, the machine level and the component
level of the ramp-up simulation. Based on this, the
algorithm for the personnel requirement can be used and
bottleneck analysis can be executed.
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Figure 6: prognosticated A _Sim(P), QR_Sim(P),
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7. VALIDATION

The result of the ramp-up simulation consists of various
scenarios, emerging from individual simulation
experiments. These are based on different control
parameters and on the heuristic personnel output
configuration.

In order to validate the simulation model and to
give an overview, a practical example of the personnel
requirement planning is given. The example focuses on
maintenance activities of a crankcase line with an
aspired OEE of 70%. The actual personnel requirement
is depicted during a time period so that the possibility to
achieve enhanced results by using the simulation model
can be demonstrated. Some improvement processes in
the maintenance activities are in progress in period three
(Figure 7), therefore it is necessary to plan with a larger
number of employees.
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simulated personnel requirement

Figure 7: Comparison of the personnel requirements in
fact and the simulated personnel requirements
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Figure 7 visualizes the results of the personnel
requirement planning calculated with conventional
methods and calculated by using the simulation model.
In addition, the de facto needed staff members are also
marked in the same coordinate system. The figure
indicates the possibility to achieve enhanced results by
using the simulation model, which is presented in this
paper. Nevertheless, it should be noted that the
simulation model does not produce the personnel
requirement as result being needed in fact. The reasons
for that are some not provided processes creating the
deviation between the actual personnel requirement and
the personnel requirement planned by simulation. In

this example a TAD OEE neg.dev of 0.87 is realized.

Actually the personnel requirement calculated by
the simulation model is indeed more accurate than the
conventional personnel requirement planning.

8. CHARACTERISTIC DIAGRAMS

Concluding, the simulation results disembogue in
characteristic diagrams. These diagrams support the
ramp-up manager in every ramp-up phase (Figure 8) by
visualizing the most important ramp-up goals and the
personal requirements. The lower evaluation of the
diagram shows the personnel requirement, which is
necessary in order to reach the efficiency target. Due to
that, the output is simulated depending on the personnel
requirement. The upper evaluation of the target
achievement degrees gives the planner information on
how the personnel requirement affects the target
achievement degrees.

characteristic diagram
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Figure 8: characteristic diagram

9. SUMMARY

The personnel requirement planning during production
ramp-up plays a decisive role for the earliest possible
market entry timing. Especially during the production
ramp-up there is a great need regarding the research of
the planning of personnel requirements. With the
planning method presented in this paper and implying a
simulation as main approach, it is possible to support
the ramp-up manager in planning the personnel
requirements economically at every stage of the
production ramp-up. So it is guaranteed that the
personnel requirement planning can always be
displayed according to the current situation. Moreover,
it can realize the economic optimum in order to reduce
the costs of production. The simulation described in this
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paper is specified. The use of simulation during the
implementation phase allows a realization of virtual
plant performance tests with a stepwise integration of
order types and product versions while gradually
increasing the utilization of available capacity.
Furthermore, it allows the analysis of problems, their
impacts and new requirements during the production
ramp-up. In the end characteristic diagrams can
visualize the scenarios. This approach’s distinguishing
element consists of the integration of time-variant
factors like learning curves into the simulation model.
Therefore, it is possible to get close to an optimal
personnel requirement planning at every stage of the
production ramp-up.

Altogether, the ramp-up simulation in the form of
an improvement procedure is an excellent planning tool
for production ramp-ups, especially in terms of
personnel resources.
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ABSTRACT

Manufacturing capability (MC) sharing is one of the
most important innovations in cloud manufacturing
(CMfg). In order to realize the on-demand usage of MC
in the CMfg, the issue of how to describe MC need to
be solved first. This paper proposes a new description
method of MC based on description logics (DL)
oriented to CMfg. Concepts and state of the art related
to MC are summarized firstly, and then the
characteristics and theoretical basis of current service
description language are systematically analyzed. On
this basis, the description model of MC is proposed.
Finally, the static and dynamic information models
based on DL of MC are mainly investigated combined
with practical examples.

Keywords: cloud manufacturing, manufacturing
capability, description language, dynamic description
logics

1. INTRODUCTION

Service, environment protection and knowledge
innovation are the main factors in manufacturing
competition and they are the main issued (issues) to be
faced and solved for manufacturing enterprises. At the
meantime, Cloud manufacturing (CMfg) as a possible
solution and new manufacturing paradigm is proposed
by Bohu Li and Lin Zhang(2010) , it can provide
theoretical and technical supports for the transformation
from production-oriented manufacturing to service-
oriented manufacturing. CMfg is a new service-oriented,
know ledge-based, and intelligent networked
manufacturing mode with high efficiency and lower
consumption [Bohu Li and Lin Zhang et al. 2010]. In
order to achieve the virtualization and servilization of
manufacturing resources and manufacturing capability,
CMfg is realized by combining with advanced
manufacturing and information technologies organically,
such as cloud computing, the internet of things, service-
oriented technologies, high performance computing,
information system integration, etc. CMfg can provide
users with on-demand, safe and reliable application
services in the whole life-cycle of products through
network. It aims to achieve the agile, service-oriented,
green and intelligent manufacturing, is a new phase of
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networked manufacturing, as well as the materialization
of service-oriented manufacturing.

At presents, CMfg is in the early stage and many
related key technologies are urgent to be solved, among
which manufacturing capability (MC) sharing is one of
the most important ones in CMfg. Because of its
complexity and less relevant studies, there is no clear
definition of MC currently. So far, although the concept
and connotation of MC is proposed in voluminous
literature, there are no conclusive answers yet For
example, Skinner proposed the concept of MC in 1969
firstly. In his opinion, MC is a concept comprising
many elements, such as cost, delivery time, quality, and
the relationship between them. Richard (1973)
considered that the capability includes knowledge, skills,
and experience of enterprises. Khalid(2002) concluded
that MC is an effective integration of related resources
in the process of achieving expected target task. MC
reflects the completion of manufacturing objective, and
it is a performance level of the standard which is pre-sat
by working organization [Andreas Grobler, 20086].
Keen(2000) commented that MC is the integration of
intangible and tangible resources, where the tangible
resources include labor, capital, facilities and equipment,
and the intangible resources include information,
procedures, equipment and the organizational system.
The relationship between MC and enterprise
performance is primarily discussed from the perspective
of achieving low operating costs and high product
quality [Siri Terjesen, 2011].

Combined with above definitions about MC,
according to task demands and resource characteristics
of CMfg, in this paper, MC is considered as a kind of
capability which can be formally represented in the
manufacturing activities. MC, as an important kind of
resources in CMfg system, is a manufacturing process,
which reflects the capabilty of completing a
manufacturing task or experiment supported by related
manufacturing resources and knowledge. According to
the concept and characteristics of MC in CMfg, MC can
be divided into design capability (DC), simulation
capability (SC), product capability (PC), and many
other capabilities related to life-cycles of complex
products. MC is closely related to manufacturing
activities and manufacturing resources, and can only be
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reflected in concrete activity tasks and resource
elements.

In order to achieve on-demand use of MC in CMfg,
the core technology about the formal description of MC
needs to be solved firstly. Through the formal
description of MC, it can realize not only the function
sharing of resources, but also the sharing of the
experience and knowledge in the manufacturing process,
such as manufacturing flow, sensor data, experience of
staff, and so on. The existing description languages of
resources or services (such as OWL-S and WSMO) are
difficult to meet the needs for the formal description of
MC in CMfg because of the complexity and dynamic
characteristics of MC. A new description language of
MC (MCL) based on DL is presented here. The
structure of the paper is structured as follows. The
following section systematically analyzes and
summarizes the characteristics and theoretical basis of
current services description language. In section 4,
description model of MCL is presented firstly, and then,
the focus is shift to the static and dynamic information
models based on DL of MC in combination with
practical examples.

2. RELATED WORK

2.1. Description logics

Description logic (DL)[Frank Wolter et al. 2000,
Monika, 2004] is a formal languages for knowledge
representation particularly suitable for ontology. It is
more expressive than propositional logic but has more
efficient decision problems than first-order predicate
logic. DL is used in artificial intelligence for formal
reasoning on the concepts of an application domain.
Importantly, it provides a logical formalism for
ontology and the semantic web. A description logic (DL)
model includes the following elements: concepts, roles,
individuals and their relationships, where concepts are
the integration of individuals, roles reflect the binary
relation between different individuals.

Static field knowledge can be effectively
represented and reasoned by DL, but it is difficult to
satisfy the representation of the dynamic feature
knowledge of service or action, while some elements
such as “state” or “’possible” not exist in DL. According
to the above issues, some scholars extend the
description logic based on action theory, dynamic logic
and other related theories, and propose the dynamic
description logic (DLL). DLL can not only describe
static domain knowledge based on DL, but also achieve
the representation and reasoning of action behavior
based on the above knowledge. Basic symbols of DDL
are as follows[SHEN Guohua, 2008]:

Concept names: C,,C,,---;

Roles name: R,R,, -~

Individual constant: a, b, c--;
Individual variable: x, y, z-;
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e Concept operation: —,N,U and quantifier:
d, V;

e Formula operation: —,A,— and quantifier:
Vs

e Action name: A A,,--;

e Action construction: such as ; (synthesis), U
( synchronization ) , * (repeat) , ?
(switch) ;

e Action variable: «, 3,---;

e State variable: u, v,w,-.

e Statechange: u —»>v

Definition 1 (Concept) [Frank Wolter et al. 2000]. In
DDL, related concept are defined as follows:
(1) Atomic concept as P, all concept as T and
empty conceptas | ;
(2) If C and D are concepts, then the following
are concepts: —-C,C(D,CUD;
(3)If R is a role and C is a concept ,
then3R.C, VR.C are concepts;
(4) If Cis aconcept, & is a action, then the[«]C is

also a concept.

Definition 2 (Action) [Frank Wolter et al. 2000]. A
description of action like the form of expression:
A(X.....X,) = (Py,E,) , where:

(1) A'is a action name, it indicates the symbolic of
action;

(2) X.....X, are individual variable, indicating

the operation object of action. It is also called operation
variable;

(3) P, is a set of pre-conditions, it indicates that

conditions must be satisfied before the action execution,
form as:

P, ={con| cone conditioh;
(4) E, is a set of post-conditions, it indicates the

result set after the action execution, it can be divided
into two subsets: head and body, where head =

{con | con € condition} , body are also conditions, if

each condition of head can be satisfied in statement u,
then each condition of body will be satisfied in
statement v.

Definition 3 (Action concept) [Frank Wolter et al.
2000]. Action of DDL is defined as follows:

(1) Atomic action A(e,, -+, e, ) is a action;

(2) if « and B are action, then the following are
concepts: «; B,aUpB,a";

(3) if ¢ is assertion formula, theng ? is also a action.
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2.2. Service description language

The mainstream description languages of service and
resources in current are WSMO and OWL-S.

2.2.1. WSMO

WSMO [JIANG Zhixiong, 2008] is a conceptual model
describing Semantic web services. Through its
substance, it describes different aspects of web services,
such as discovery, excitation, assemble and so on.
Among the different aspects, WSMO focuses on
solving the Web Services Interoperability problem. It
mainly includes the following four elements:

(1) Ontology Ontology supplies the standardized
definitions and descriptions of the message used in
other elements, it concludes the conception, relation,
function, axiom, the illustration of conception and
relation, and some non-function attributes;

(2) Service Service describes the released Service
semantic layer’s functional attributes, and describe the
way semantic web service communication and
combination.

(3) Objective describes the services’ objective type,
describe the related users’ request.

(4) Mediator describes the mapping relations among
WSMO components’ objective, and how to coordinate
and interact among different WSMO elements.

WSMO is based on framework logic (F-logic),
with the emphasis on describing the interoperability
among the elements in service. WSMO, however, lacks
the characterization of service’s state and description of
users’ interaction. Moreover, the description of complex
relationship between the elements in service is not
enough either.

2.2.2. OWL-S

OWL-S [JIANG Zhixiong, 2008] is based on web
ontological language (owl), which is recommended by
W3C. Owl-s characterizes web service mainly in
serviceprofile, processmodel and servicegrounding.
Serviceprofile, which is similar to the yellow pages of
service, describes the service’s function and relative
properties. Processmodel characters reflect service’s
process model, describe how a service works, and
servicegrounding combines the process model,
communication protocol and message format, and
describes how to visit a service. The owl-s is based on
description logic theory. owl-s cannot characterize the
expression and ratiocination of services’ dynamic
natures’ knowledge because description logic can only
deal with the knowledge and express of service’s static
field, can not reflect the complex logic relationship of
service and their dynamic characteristic.

In summary, ontology-based semantic web service
description has been widely recognized, but there still
exist the following deficiencies:

(1) It cannot describe service behavior’s state
transition and functional constraint information. The
functional constraint  information reflects only
function’s static information of service, ignores the
description of service dynamic QoS attributes. Because
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of the above mentioned drawbacks, it is hard to
guarantee the comprehensive description, accurate
match as well as composition of service;

(2) The description of services’ ongoing interaction
is insufficient. The complex service cannot be
completed only through once interaction since it may
need a series of interactions with requester or other
service.

(3) It is lack of characterization of the relation
among composition elements and services since DL
could only describe the binary relation for which simply
relation is expressed by tree structure. Manufacturing
capability service is multi-level and multi-dimensional
with the emphasis on effective integration of resources
of all kinds, so how to describe inside and outside
complex logical relationships of service is one of the
main problems of current service describe language.

In short, this paper uses the current research
achievement related to resource and service description,
combines the features and requirements of
manufacturing capabilities in cloud manufacturing
mode, uses dynamic description logical relevant theory,
studies description method mainly according to MC’s
static information and dynamic behavior models.

3. THEDESCRIPTION MODEL OF MCL
According to the concept and classification of MC, the
description model of MC is proposed as shown in fig 3.
The top-level description model of MC as follows:

MC= (State/RelationSet, ObjectiveSet, QoSSet)

(1) State/relationSet It mainly describes various
complex logic relationships among elements of MC in
the task execution process, and different states of MC,
such as available, busy idle state, etc.

(2) ObijectiveSet It is the core part of MC
description model, in which the task object of MC and
involving such matters as resources, execution process,
performance and so on are expressed.

(3) QoSset It is the integration of all level services
quality of MC, such as business-level QoS, service-
level QoS, and so on.

Where ObjectiveSet can be further subdivided and
abstracted as follows:

ObjectiveSet = (InternalRelation, StaticAttribute,

DynamicBehavior, ServiceQoS)

In the above description model, Internal Relation is the
logical relationship among inside elements of MC, it is
also the subset of State/relationSet refer to top-level
description model of MC. StaticAttribute mainly
describes static attribute of MC including basic function
information,  resources  description  information,
historical ~ cases  information and so on.
DynamicBehavior is mainly describes the dynamic
information in the execution process of MC, such as
operation  process, completion situation, state
transformation, timing interaction, etc. ServiceQoS is
the service-level QoS description of MC; it is the subset
of QoSSet in the above top-level description model of
MC
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Fig.3. The description model of MC

In addition, ontology library and rule library are
built in order to provide a support for the formal
description and application reasoning of MC as shown
in fig 3. In which ontology library includes filed
ontology, state ontology, application ontology and basic
terms of MC such as concepts, roles and relations, it is
the precondition for achieving semantic match of MC.
Rule library mainly includes various rules related to
application process of MCS, such as transfer rule,
reasoning rule, execution rule, assessment rule,
evolution rule, etc. It provides a basis for realizing all
kinds of intelligent reasoning.

This paper mainly studies on static attributes and
dynamic behavior of MC as follows.

3.1. Static attribute modeling
In this section, static attribute framework of MC based
on DL is proposed by combining “from top to bottom”
level description method. The top level is static attribute
description model of MC, which is defined as follows:
Definition 4 (MC static description model) the static
attribute description model of MC (MC_SD) can be
abstractly represented by a triple as follows:

MC_SD= (Objective, Resources, MCase)

Where Objective is the manufacturing task, it is the
basic information description set of expected target of
MC. Resources generally are the various resources
related to perform some tasks or activities. MCase
includes relevant information related to cases of MC.
All the above expression are concept of ontology, and
expressed based on DL as follows:

MC_SD ::=(3 hasObjective. Objective) N
(3 hasResources.Resources) () (3 hasMcase. Mcase)

Above concepts in definition 4 could be further defined
by following defines:

Definition 5 (Objective) Mission objective of MC

could be expressed by a triple is defined as:
Obijective= (Basicinfo, Requirement, Goalfeature)
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Where Basicinfo mainly describes the basic
information of one task, such as task name, function
introduction, category, transaction mode, accounting
policy, etc. Requirement reflects the basic conditions
and relevant constraints involved in the process of one
task. Goalfeature mainly describes the feature of the
expected target oriented to a task, for example, in order
to product a component by a manufacturing task, which
Goalfeature means the various information about the
component including quality, performance, cost,
delivery time and so on.

This model can be represented by DL such that:

Obijective ::=(3 hasBasicinfo.Basicinfo) N

(3 hasRequirement.Requirement) N
(3 hasGoalfeature.Goalfeature)

Definition 6 (Resources) manufacturing resources
could be defined by a binary, and then expressed by DL
as follows:
Resources= (MajorRs, AuxiliaryRs, HumanRs)
Resources ::=(3 hasMajorRs. MajorRs) N

(3 hasAuxiliaryRs. AuxiliaryRs) N (3 has HumanRs.
HumanRs)

MajorRs::=(3 MRsBasicinfo. Basicinfo)

(3 MRsFeature.Feature) N

(3 MRsAwareinfo.Awareinfo)
AuxiliaryRs::=(3 ARsBasicinfo. Basicinfo)
HumanRs::=(3 HRsBasicinfo.Basicinfo) N

(3 HRsSkill. K& Skill) N

(3 HRsAchievement.Achievement)
Where MajorRs is the major resources of MC, for
example, the MajorRs of software MC is the
manufacturing software, On the contrary, other
resources relevant software’s MC called auxiliary
resources (AuxiliaryRs) such as computing resources.
This paper mainly studies on MajorRs. It consists of
MRsBasicinfo, MRsFeature and MRsAwareinfo, in
which MRsBasicinfo describes the basic information of
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major resources, for instance, equipment model,
production area, buying time, etc. MRsFeature
describes the detail parameters of resources including
equipment process, outline dimension and so on.
MRsAwareinfo includes perceptive information of
equipment in execution, such as idle state, running state
and so on. In addition, human resources (HumanRs) is
defined as a special resources as distinct from MajorRs
and AuxiliaryRs in this model because of knowledge
and experience sharing in CMfg. It describes the
information of personal and organization related to the
manufacturing process, including HRsBasicinfo (basic
information  of  human),  HRsSkill  (personnel
composition, personnel’s seniority, duty division,
knowledge skill) and HRsAchievement(education,
training, awarded, and relevant achievement).

Definition 6 (MCase) Case of MC is represented by a
triple such that:

MCase=(Mcasebasicinfo, Accomplishment)
Where Mcasebasicinfo is the basic information of case,

it includes user requirement, completion time and others.

Accomplishment includes more complete information of
one task. It is formulated by DL as:
MCase::=( 3 hasMcasebasicinfo. Mcasebasicinfo) N

(3 has Accomplishment. Accomplishment)

3.2. Dynamic behavior modeling
Definition 7 (Constraints) In DDL various constraints
like 3C,C(p),R(pg),p=q and p=q , where
p.geN;

e As p,geN;, , each constraint has
corresponding assertion formula, such that:
p=g and p=q denote respectively,
individual p equal g and individual p not
equal qin knowledge base.

e To integer, real number, constraints can be

expressed as mathematical equations and
inequalities. For example, p=qg+n ,

p>q-+n,where p,ge N, nis aconstant.

Definition 8 (Action behavior model of MCS) Action
behavior description models of MCS based on DDL is
defined as:

MCS _ AB(,, 77, -,11,) = (Ps, Es)
Where

e MCS_AB is the action name of MCS, it is the
action’s unique identifier;

o 1,M,....,7, are operation variable, are
indicate the object of operation;

e P, is a set of requirement conditions, it
indicates that equirement conditions must be
satisfied before the action execution, form as:
P, ={Res|Res € Requirement }

e Eis a set of result conditions, it indicates the
result set is generation after the action
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execution, it is the set of constraint subset:
head and body, where head={hh €&
Requirement }, body={blb €Requirement }

Definition 9 (Execution process description model of
MCS) If there are two processes A and B, includes four
types : Sequence(; ), Synchronization(J), lterate(*),
Switch(?), iff the follow constraints are satisfied:
e Sequence(A B)|=A;B, satisfy
{u,wy |u,v,weW,S, [u—>V]AS;[v—>w]l}

e Synchronization(A B)|=AU B, satisfy
{u,vylu,veW,S, [u—>vVv]vS;[u—vVv]}

o lterate(A)|=A*, satisfy
{Lu, vy |u,veW,S, [u—>v]lvS,u—>v]v--}

o Switch(B)|=B?, satisfy
{{u,u)|lueW,u =B}
Definition 10 (State description model of MCS) State
description of MCS is composition of all assertion such
as individuals, attributes and relations of each state. Let

w is the set of assertion formula, definew={¢,,..., 9.},
and  1w)={a".C/™, . AW L E™} is the
interpretation of w, is also called model of w,
abbreviated as: I(w)={A',¢'™} Where A' is the
domain of interpretation, '™ is the function of
interpretation. Atomic concept C, maps a setC' c A',
relation A maps a set Aj cA'xA', every individual
maps aset E; < A'

Definition 11 (State transformation model of MCS)
Let two interpretation models of state u and state v in

MCS: I(u)={A',e'“}, 1(v) ={A', '™} then let MCS
S=(R,,E;) ,there exists a state transformation:
u—vVv ,and dynamic attribute », will be changed
accordingly, iff it satisfy the following conditions:

o lUWEagra,A...Ana ..., Where o, € P, ;

e Every ordered pair head/body in set E; ,
satisfy: (W= A, Acrp A =
IV)=dAdy A cnd AL , where
@ chead , ¢ ebody;

e There exists MCS attribute set:
Attribute = (Satt, Datt) of S, where Satt is
the set of static attribute, Datt is the set of
dynamic attribute, and y, € Datt , when state
of MSC is changed, the », will be changed

accordingly.
So it expresses the state v generated from u in S, and
defined as: S[u—v|y].
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4. CONCLUSIONS

Manufacturing capability sharing is a core of CMfg
philosophy. Meanwhile, formal description of MC is the
key technologies to achieve on-demand use. This paper
studies the description method of MC based on
description logics by combining the concept and
characteristics of MC, and then the static information
and dynamic information models based on DL of MC
are mainly investigated. In the future, a prototype of
MC formal description will be developed according to
above proposed methods and related technologies.
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ABSTRACT

In this study, an integrated binary-tabu search algorithm
is proposed to solve the buffer allocation problem for a
real manufacturing system producing heating exchanger
in Turkey. The aim is to minimize the total buffer size
in the system while improving the system performance.
To achieve this objective first the production system is
modeled by using simulation. After that the proposed
algorithm is employed to find the optimal buffer levels
for minimizing the total buffer size in the system. The
experimental study shows that proposed algorithm
improves the current average daily throughput rate
about 31.68%.

Keywords: buffer allocation problem, simulation, tabu
search, combinatorial optimization

1. INTRODUCTION
The buffer allocation problem is an NP-hard
combinatorial optimization problem which involves the
distribution of buffer space among the intermediate
buffers of a production line. This problem arises in a
wide range of manufacturing systems. The primary
effect of storage buffers is to allow machines to operate
nearly independently of each other. Storage buffers help
reducing idle time due to starving (no input available)
and blocking (no space to dispose of output). Less idle
time increases average production rate of the line.
However, inclusion of buffers requires additional
capital investment and floor space. Buffering also
increases in-process inventory. If the buffers are too
large, the capital cost incurred may outweigh the benefit
of increased productivity. If the buffers are too small,
the machines will be underutilized or demand will not
be met. Because of the importance of finding optimal
buffer configuration, the buffer allocation problem is
still an important optimization problem faced by
manufacturing system designers.

The buffer allocation problem is solved by
employing evaluative and generative methods in an
iterative manner. Evaluative methods are used to
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calculate the performance measures of the system, such
as throughput rate and work in process levels. The
decomposition method (Gershwin and Schor 2000;
Helber 2001; Shi and Men 2003; Tempelmeier 2003;
Shi and Gershwin 2009; Demir, Tunali and
Lekketangen 2011; Demir, Tunali and Eliiyi 2012),
aggregation method (Diamantidis and Papadopoulos
2004; Dolgui, Eremeev, Kolokolov and Sigaev 2002;
Dolgui, Eremeev and Sigaev 2007; Qudeiri, Yamamoto,
Ramli and Jamali 2008), generalized expansion method
(Cruz, Duarte and Van Woensel 2008; Aksoy and
Gupta 2010) and simulation (Lutz, Davis, and Sun
1998; Jeong and Kim 2000; Gurkan 2000, Sabuncuoglu,
Erel and Kok 2002; Sabuncuoglu, Erel and Gocgun
2006; Bulgak 2006; Altiparmak, Dengiz and Bulgak
2007; Battini, Persona and Regattieri 2009; Can and
Heavey 2011; Can and Heavey 2012; Amiri and
Mohtashami 2011) are the most widely used methods
among them. The first three methods are approximate
analytical methods which are applicable under certain
assumptions. To overcome these restrictive assumptions
so that we could model our real system realistically
simulation is used in this study. Generative methods are
used for optimizing decision variables, such as buffer
levels and service rate. There are various techniques
used as generative methods, such as dynamic
programming (Yamashita and Altiok 1998; Diamantidis
and Papadopoulos 2004), gradient search method
(Seong, Chang and Hong 2000; Gershwin and Schor
2000; Helber 2001), and meta-heuristics (Lutz, Davis,
and Sun 1998; Spinellis and Papadopoulus 2000a;
Spinellis and  Papadopoulus  2000b;  Spinellis,
Papadopoulos and MacGregor Smith 2000; Dolgui,
Eremeev, Kolokolov and Sigaev 2002; Dolgui,
Eremeev and Sigaev 2007; Shi and Men 2003;
Nourelfath, Nahas and Ait-Kadi 2005; Nahas, Ait-Kadi
and Nourelfath 2009; Demir, Tunali and Lekketangen
2011; Demir, Tunali and Eliiyi 2012; Amiri and
Mohtashami 2011; Can and Heavey 2011; Can and
Heavey 2012).
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In this study, we propose a new generative method
to solve the buffer allocation problem which integrates
binary search and tabu search methods. In our solution
methodology, while the binary search is used as an
outer control loop algorithm to minimize the total buffer
size in the system tabu search is used as an inner loop
algorithm to optimize the buffer levels for a given total
buffer size. The proposed solution approach is
employed for optimizing the buffer levels in a heating
exchanger production system. The ultimate aim is to
improve the average daily throughput rate in this
heating exchanger system by integrating the proposed
solution methodology with simulation model of the
system.

The rest of this paper is organized as follows. In
the next section the simulation model of the system is
described in detail. The details of the proposed binary-
tabu search algorithm are given in Section 3. Section 4
presents the results of computational study. Finally,
concluding remarks and some future research directions
are given in Section 5.

2. SIMULATION MODEL

The proposed approach is implemented to solve the
buffer allocation problem in a local company operating
in Izmir, Turkey. The company is produce-to-order type
and produces seven types of heating exchangers. As it is
seen in Figure 1, the production line is composed of
pressing, forming, welding, testing, packaging and
assembly stations with parallel machines. First, based
on customer specifications, the steel rolls are smoothed
and cut. Next, using different types of moulds, the steel
rolls are processed in batches at the press station. After
the press operation, each part is directed to subassembly
stations where four machines operate in parallel. Then
as shown in Figure 1, the parts visit the oven, welding,
test and packaging stations.

Welding Test Machine Control
Machine[ 5 11 12 Package
Machine
Machines Welding Test Machine Control
Machi
q H H H 6 e 8 9 13

Figure 1: Production flow

Subassembly

The detailed simulation model of this line is
developed in Arena 10.0 under the following
assumptions:

e The plant operates three shifts per day
including 50 and 15 minutes breaks for meal
and cleaning, respectively in each shift. Each
shift takes 8 hours, so the simulation model is
run for 1245 minutes, corresponding to one
working day.

e Raw materials are always available and there is
sufficient space to store the finished products.

e The capacity to store work-in-process between
the machines is limited.
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e FEach machine is operated by one operator,
except for the press (1) and welding machine
(7) (see Figure 1), which require 2 operators.

e Transporters are used for material handling
between the machines in the system.

e Six different types of parts (LM1 to LM6) are
pressed and then combinations of these are
assembled to form seven types of heating
exchangers. For example, type 1 heating
exchanger is formed by an assembly of LM4
and LM5.

e Removing one type of mould from a press
machine and replacing with another type
requires a setup operation. To fit an
appropriate distribution, the setup time records
kept in the company are analyzed using Input
Analyzer of ARENA 10.0 and the resulting
estimates of input distributions are given in
Table 1.

e Processing times are stochastic, except for the
processing times on the automated press
machine. Each machine is subject to random
breakdown. The time-to-failure and the repair
time for each machine are exponentially
distributed.

Table 1: The setup times at the press machine

Setup Times (in minures)

Parts a1 LM2 LM3 M4 LM LMé

| A.YS — U@IAT)  U@QL3)  U@(GL38)  U@ELE)  U@GBTES)
M2 U@2733) ———— U@2BM) U@L UERTIY U42.48)
IM3  U@2733)  U(G4) ———— U(GLE)  UELE) UQERTH)
M4 U@G238)  UGES4)  UEL3) ———— U@ESA) UGSAD

( (
IM3  U(27.33) U(32,35) U(34.40) U(27.33) —_— U341
IMé  U( U(27,33) U(20,35) U(27,335) U(27,33) —

The model verification has been done by
developing the model in a modular manner, using the
interactive debuggers, and manually checking the
results. The simulation model is validated by comparing
the output of the simulation (i.e., daily throughput) with
the output of the real system at 95% confidence level
and the simulation model has been found to be truly
representing the real system. Since the company
operates on the basis of produce-to-order and starts
production without any work-in-process, the warm-up
period has not been considered during the experiments.
Besides validating the simulation model with respect to
daily throughput, we carried out further experimental
studies to estimate average machine utilizations and
average number in queue for each machine. As a result
of these studies, it is noted that the machines 4, 5, 6 and
7 have the highest utilizations and highest number of
parts waiting to be processed.

Solving this real-world buffer allocation problem
involves twelve decision variables denoting the buffer
sizes to allocate to each station. The objective is to
determine the best buffer configuration so that the
capacity of the production line can be improved with
minimum total buffer size. The current average
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production rate of this line is 95 heating exchangers per
day and the company officials desire at least 30%
improvement in the production rate. Therefore, the rate
of 0.10, i.e. 125 heating exchangers per day, is defined
as the desired throughput rate (f*) of the real production
system.

3. THE PROPOSED INTEGRATED BINARY-

TABU SEARCH ALGORITHM
The proposed integrated binary-tabu search (B-TS)
approach has two control loops, i.e., the inner loop and
outer loop. While the inner loop control includes a tabu
search (TS) algorithm, a binary search (BS) algorithm is
employed as an outer loop. These nested loops aim at
minimizing the total buffer size to achieve the desired
throughput level. Figure 2 summarizes the execution
mechanism of the proposed integrated B-TS approach.
The outer loop, i.e. the BS algorithm, is started with a
pre-specified N value, and then the maximum
throughput rate that can be obtained with this N value is
calculated using the TS algorithm. This throughput rate
is then compared to the desired throughput rate, and
new N values are suggested by the BS algorithm in an
iterative manner. The procedure continues until the
termination criterion of the BS algorithm is satisfied,
i.e., until the desired throughput rate is achieved with
the minimum total buffer size. The following sections
present the details.

Start with an mitial V value

k4
Allocate buffers among the
machines so as to
maximize the throughput
rate using TS

Is
termination
criterion
satisfied?

Fun BS to obtain new
value

Terminate the alzorithm

Figure 2: The framework of the integrated B-TS
algorithm

3.1. Binary Search

Table 2 represents the steps of our systematic binary
search. The algorithm starts by setting the upper and
lower limits of total buffer size to M (a large value) and
zero, respectively. The search continues between H and
L until the desired throughput rate is obtained.
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In this algorithm, fB") represents the throughput
rate obtained with total buffer size N, f represents
desired throughput level, and B" represents buffer
configuration obtained by total buffer size V.

Table 2: Pseudo code of the BS algorithm

0. (Initialization). Set H=M, L=0.

1. Set N=(H+L)/2, N" =N.

2. Run TS algorithm for N.

3. If fBY)<f ,set L=N and N=(H+L)/2,
If fBY)2f", se¢ H=N, N™ =N and
N=(H+L)/2.

4. Until H =L go to Step 2, otherwise stop.

3.2. Tabu Search

Tabu Search is a meta-heuristic method for solving
combinatorial optimization problems. TS explicitly uses
the history of the search, both to escape from local
optima and to implement an explorative search. For
more details about TS the reader can refer to Glover and
Laguna (1997). The following sections explain the
features of the TS algorithm adopted in this study. It
should be noted that this algorithms is similar to the one
in Demir, Tunali and Lekketangen (2011), except that
in this study TS is integrated with BS algorithm.

3.2.1. Move representation and tabu moves

In the proposed TS algorithm, the moves are
represented by [i, j], where i shows the location that a
given amount of buffer is added and j shows the
location that the same amount of buffer is subtracted.
The increment (decrement) value is set to 1. Once a
move is realized, the reverse of this move is recorded as
tabu. Namely, if the move [i, j] produces the best
solution for the current step, then the reverse move [j, i]
is considered as a tabu for a certain number of
iterations.

3.2.2. Search space and neighborhood structure

The search space of TS is simply the space of all
feasible solutions that can be visited during the search.
To define the neighborhood of the current solution,
there are several choices depending on the specific
problem at hand. In the buffer allocation problem
context, one choice could be to consider the full
neighborhood of the current buffer configuration while
another could be to consider only a subset of the
neighborhood (Demir, Tunali and Lekketangen 2011).
In this study, all feasible solutions are considered as the
search space, and all neighbors of the current solution
are created and evaluated.

3.2.3. Tabu tenure

The length of the tabu list, called tabu tenure (77), is the
number of iterations that tabu moves stay in the tabu
list. As indicated by Glover, Taillard and Wera (1993)
the size of the tabu list providing good results often
grow with the size of the problem. However, no single
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rule has been found to yield an effective tenure for all
classes of problems. If the size of the tabu tenure is too
small, preventing the cycling might not be achieved;
conversely a long length may create too many
restrictions. As indicated by Reeves (1996), a value of 7
for tabu tenure (77) has often found to be sufficient to
prevent cycling. Considering the problem size and after
pilot experiments, 77 is set to 7 throughout the
algorithm.

3.2.4. Intensification

The key idea behind the concept of intensification is to
implement some strategies so that the areas of the
search space that seem promising can be explored more
thoroughly. In general, intensification is based on a
recency memory, in which one records the number of
consecutive iterations that various solution components
have been presented in the current solution without
interruption  (Demir, Tunali and Eliiyi 2012).
Intensification is used in many TS implementations, but
it is not always necessary. In this study, since the
increment (decrement) values of the moves is set to 1
there is no need to spend time exploring in depth the
portions of the search space that have already been
visited, so an intensification strategy is not
implemented.

3.2.5. Diversification

Diversification guides the search to unexplored regions
to avoid local optimality, and it is usually based on a
frequency memory where the total number of iterations
of the performed moves or the visited solutions is
recorded. There are two major diversification
techniques known as restart diversification and
continuous diversification. While the first is performed
by several random restarts, the latter is integrated into
the regular search process (Demir, Tunali and Eliiyi
2012). To improve the search process, the random
restart diversification method is employed in the
proposed TS algorithm. For the restart diversification, if
the value of objective function does not change for a
certain number of iterations, a random restart is applied.
This value is set to 50 throughout the experiments.

3.2.6. Aspiration and termination criterion
In our TS algorithm, the tabu move is allowed if it
results in a solution with an objective value better than
the incumbent solution. The algorithm is terminated
after a fixed number of iterations. This value is set to
1000 in our experiments.

The next section explains the implementation of the
proposed solution approach in detail.

4. AN INDUSTRIAL CASE STUDY

The proposed solution methodology is employed to
solve the buffer allocation problem in a heating
exchanger production system explained in Section 2.
The problem is mathematically formulated as follows:
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Find B =(B,,B,,...,B_,) soasto

K-1

min N = B, 4)
i=1

subject to

f®B=f (%)

B nonnegative integers (i = 1,2,.., K —1) (6)

0<B <u, i=12.,K-1 (7)

where N is a fixed nonnegative integer denoting the
total buffer space available in the system that has to be
allocated among the K-1 buffer locations so as to
improve the performance of the K-machine production
line. In this formulation, B represents a buffer size
vector, B; is the buffer size for each location, f(B)
represents the throughput rate of the production line as a
function of the buffer size vector, f* is the desired
throughput rate, and u; represents the upper bounds for
each buffer capacity.

Figure 3 shows the framework of the proposed
solution approach explained in previous sections. In this
configuration simulation model of the production
system is used to obtain the average daily throughput,
i.e. production rates. This throughput rate is then
compared to the desired throughput rate, and a new
buffer configuration is suggested by the proposed B-TS
algorithm in an iterative manner. The procedure
continues until the termination criterion of the algorithm
is satisfied, i.e., until the desired throughput rate is
achieved with minimum total buffer size.

» Daily production plans
» Product routings
# Machine characteristics
+  Processing times
*  Setup times
. Failure-repair rates
* Material handling charactenistics
+ Transporter specifications ie
velocity
*  Distances between
machines
s Simulation time hotizen
» Simulation replication number

¢ Input data

Binary-tabu search Candidate buffer - Simulation
alzorithm module confisuration - module

n L
Output data

Average daily
production rate

Figure 3: The framework of the proposed solution
procedure for buffer allocation problem

The integrated binary-tabu search algorithm is
implemented in C language. The experiments are
carried out on a PC with 2 Ghz Pentium (R) 4 CPU
processor, 2 GB RAM.

B-TS reaches the minimum total buffer size after 7
iterations (totally 7000 iterations as each iteration of BS
algorithm involves 1000 iterations of TS algorithm).
The minimum total buffer size is achieved with the

buffer  configuration B = {1,2,1,1,2,3,1,3,1,3,1,1}.

The corresponding average daily throughput rate and
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the total buffer size for the proposed solution are
0.10048/minutes, 20 units, respectively. This means B-
TS improves the current average daily throughput rate
about 31.68 % for the system. So, it can be concluded
that the proposed B-TS algorithm is very efficient to
solve buffer allocation problem in a real manufacturing
environment.

5. CONCLUSION

In this study, an integrated binary-tabu search algorithm
is proposed to solve a real-world buffer allocation
problem. This algorithm is integrated with a simulation
model that captures the stochastic and dynamic nature
of the production line. The simulation model is used to
calculate the average daily throughput rate of the
system. The experimental study shows that the
proposed B-TS algorithm improves the system
performance significantly.

While we solve the problem only from buffer size
minimization perspective, the problem can be solved
also in a multi-objective manner involving other
objectives such as maximization of throughput rate,
minimization of average work-in-process, and
minimization of average system time. Moreover, these
production oriented criteria can be integrated with some
monetary criteria for profit maximization or cost
minimization.
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ABSTRACT

This paper presents a Functional Architecture and an
Integration Protocol that support a comprehensive
intelligent system. The structure is based on XML
objects. Motivations drive all actions. The behavior
processes use templates of stored information
augmented with real-time sensor data to execute
actions. Actions are controlled on independent
“virtualized” segments of a processor. The brain forms
predictive models of the behavior of objects it interacts
with. It does this by creating simplified clones of its
own behavior control structure. Secondary motivations
and action preferences are linked to locations. Sensor
processing and interaction with the environment is
made more efficient through the creation and use of
location models. A Frame of Reference defines the
brain’s individuality. Training, rather than programming
is the focus of development.

Keywords: Al, artificial intelligence, brain modeling,
behavior modeling, cognitive process, learning

1. INTRODUCTION

This paper defines the brain in terms of a complete
functional architecture and captures its essential nature,
defining an approach for Artificial Intelligence
implementation. ~ There are details that help to
understand complex human behavior. The focus is on
the “forest” rather than the trees. Instead of analyzing
things like pattern recognition algorithms (trees) the
discussion looks at how to break down the forest into
functional components with well defined internal
interfaces. The components are described in
fundamental, practical, terms with a level of detail that
would support system development. There are aspects
that go outside the bounds of traditional Al theory but
are necessary in order to provide a complete
architecture.

There have been multiple projects that seek to
define a Cognitive Architecture for handling Al. Most
focus on behavior modeling with some success. One
good example is Soar, developed by Newell and Laird.
It includes refined logical algorithms for selecting
actions, but it does have a drawback. Like others, it
must be managed by an external entity — human or
human-produced computer program in order to be
effective. A true architecture must incorporate the
totality of mental functions and be independent.- living
or dying on its own. Note that I am not discounting such
models such as the Cognitive Architectures created to
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date. Instead, I expect that this protocol could facilitate
the integration of diversely developed Al elements.

1.1. Virtualization

There is an important software tool that is cited in this
architecture, virtualization. (Adams and Ageson 2006)
It has always been possible to set up sub-processor
segments with specialized connections and functional
programs. In the past this was a time-consuming task
not easily automated.

Virtualization allows us to create a variable portion
of a processor to be set aside for a particular task. In this
protocol we call this an “action template” by which a
function is activated. The template defines the way in
which a processor segment is established and linked to
other memory objects and input/output interfaces.

Lower animals generally have templates that exist
without training. In intelligent systems there are basic
defined templates but, in addition, training drives the
system to build new templates of the action concepts.
The application of the virtualization process will be
discussed further in section 2.

1.2. Protocol Structure

The core of the protocol consists of seven layers that
define the complete set of memory objects in the brain.
Around this there is a wrapper consisting of a pair of
functions that manage the operation and the accounting
needed to control the intelligent system. The first
function, the Control Program (CP), runs the
operational environment and the second function, the
Cognitive  Structure program (CS), runs the
development and administrative environment. Any
computer developer will tell you that operating systems
and development environments must be segregated.
These two management functions are separate for
similar reasons. This is one of the features that set this
protocol apart from most other approaches to Al

1.3. Protocol Definitions
The general elements in this architecture are defined as
follows:

Memory concepts are groups of links in the
memory that have their own identity, with three types:
Object Concepts are the fundamental memory concepts
that can be associated with things the system can detect
or purely abstract things or ideas. Functional Concepts
(also called Action Concepts or action templates) define
and manage the actions your brain can execute. The
functional concept is, in essence, a template for a
specific activity. It is “hosted” on a virtualized segment
of the processor. Motivation Concepts are the triggers
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that begin all action. It is only when a sensor input
triggers a motivation that any action can occur.

Location Models are structures of concepts
associated with locations that the system encounters.
Sometimes a location model is purely imaginary, as one
created while reading a book.

Behavior Models are created by the Cognitive
Structure program and are attached to all object
concepts.

The Cognitive Structure (CS) program manages the
memory storage through creation of links and their
values (prioritization.) It establishes definitive object
concepts, location models, and behavior models.

The Control Program (CP) controls the execution
of actions based on link analysis. The CP makes things
happen, not by commanding actions but by allowing a
functional concept to operate as an independent action
with temporary control of a portion of the brain.

The following diagram shows the complete
architecture/protocol that is the basis of this paper. Each
element will be discussed in detail.

| Al PROTOCOL STRUCTURE |

ACTION

ACTION TEMPLATES

CONTROL
LOCATION
e LOCATION MODELS PROGRAM

(cp)

MOTIVATIONS
COGNITIVE

STRUCTURE
PROGRAM
(Cs) OBJECT CONCEPTS

BEHAVIOR MODELS

PATTERN RECOGNITION ALGORITHMS

BULK SENSOR DATA

SENSOR

Figure 1: Al Protocol Structure

2. CONTROL PROGRAM (CP)

The Control Program (CP), one of two separate
management functions, is responsible for executing
actions. In order to maximize efficiency the CP has the
primary role of deciding which of the available
functional concepts (action templates) deserve to use a
portion of the limited processor resources. It ensures
that each one uses only as much of the processor as
necessary and only for as long as necessary.

In this architecture, the brain is represented by a
central processor that can be partitioned into
independent processing units of variable size and
quantity, in essence, a divisible processor.

The CP applies no logic or decision making
beyond the evaluation of link prioritization — the
relative strength of the link values associated with each
motivation and action. These link values are managed
by the CS

The control of a portion of the processor is
delegated to the individual functional concept. The
“permission” to use the partition of the processor is
managed by the CP based on motivations and link
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analysis. Any functional concept allowed to use a part
of the processor will function independently until such
time as its permission is withdrawn and it is
disconnected.

The activation process begins when a motivation is
triggered by a sensor input. The CP then reviews all
active motivations to assess the priority of responding
to the motivation. The nuances of this process will be
enumerated as we describe the complete protocol. For
now simply note that stored motivations, both positive
and negative, along with the priorities assigned to their
links will drive the selection of action by the CP.

If the AI structure is hosted on a reasonably
powerful computing platform, one purpose of the
biological CP, optimizing efficiency, is not as
important. It does, however, remain as a vital element in
replicating intelligence with a machine through its
control of the operating environment and implementing
motivations.

3. MOTIVATIONS

Some motivations are obviously inherent in the brain.
Some attempts to introduce motivations focus on
emotion (Minsky 2006). Such approaches have been
more  philosophical than practical. Biological
motivations have a strong emphasis on survival,
reproduction, and factors that are often not the primary
interests of the AI system. We must define specific
motivations for the Al and integrate them in a
measurable way.

Following that, secondary motivations are one of
the keys to intelligent behavior. They are generated
based on experience and/or instruction and are linked to
actions that result from the learned behavior. These
links are given preference by link value based on
instruction or experience, reinforced by training.

In addition, motivations are linked to location
models, which are described later. They allow us to
organize behavior patterns and link motivations and
actions within specific locations.

When you go beyond the basic motivations, the
use of an instructor becomes critical. Furthermore, the
ability of an instructor to guide the learning process
exists only to the extent that the student has an
associated motivation framework. In instructional
settings this takes the form of a motivation by the
student to satisfy or please someone else. For an Al this
motivation should focus on an educational team, to the
exclusion of other individuals. Human students will
have additional internal self-motivations, in varying
degrees, to support the learning process. The Al should,
at some stage, transition to an internal self-motivated
driver to partly, or even completely, assume an
independent pursuit of learning.

Secondary (learned) motivations are critical and
without them it is quite possible you will not have an
intelligent system. These will be discussed in more
detail in the following sections.

Negative motivations (inhibitors) are needed to
identify actions that produce incorrect results, waste
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time, consume too much energy, or are otherwise
undesirable. To achieve this we will allow the Al to
contain only positive motivations with both positive and
negative link values. While this probably does not
mimic the biological system, which contains separate
positive and negative motivations, it simplifies the
design and makes the analysis task of the CP much
more straightforward and less prone to errors.

It should also be noted that in some animals, but
especially in humans, there are many strong motivations
that appear in stages as the brain matures. The most
active time for new motivations is probably the
adolescent puberty stage. Also with age some
motivations are reduced or disappear entirely.

This strongly suggests that for complete
development of the Al we should introduce motivations
in steps, indexed to achievement of learning. This
would support a more passive, instructor-based system
in the beginning and a transition to a more active
system with added interaction with the environment,
humans, and other AI systems. Maintaining control of
the motivations means that we add and subtract some of
them, or change priorities, throughout the life cycle of
the AL

3.1. Frame of Reference

Motivations are linked to a Frame of Reference. The Al
system must have a “frame of reference”. In its most
basic form this defines the biological individual but
there are variations that allow the individual to identify
itself with some group beyond its physical self. This
may be a social group, a family, a religion, a culture, or
any of a variety of groups that the individual identifies
with.

The importance of the frame of reference is both
subtle and powerful. It is closely tied to motivations and
helps to define consciousness. In developing an Al
system, the frame of reference chosen can allow the Al
to evolve a distinct consciousness of its own. The
consciousness can be human-like or intentionally
modified to an even more complex form not yet seen in
the biological realm.

The AI should have a “displaced” frame of
reference, where the focus of its motivation is outside
its own structure. This will allow it to better represent a
particular object or entity. More importantly, however,
this can be used to prevent the Al from developing an
egocentric behavior pattern.

The key point to remember at this stage is that
memory data is recorded based on the connections to,
and the impact on, the Frame of Reference. The strength
of a link will be directly proportional to that level of
impact.

4. COGNITIVE INTEGRATION

One thing that makes it difficult to explain this model in
one straight narrative is that there is considerable
interaction between the processes. I will now describe
the interrelated functions of location modeling, sensor
dynamics, learning (including the memory management
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of learning) and, most importantly, predictive behavior
modeling. Each is dependent on the others and it is
difficult to begin with any one of them because each
description will not seem clear until all are integrated.

4.1. Location Modeling

Location models support a significant part of intelligent
behavior and the organization the brain. Though models
may contain a large number of objects the location
models themselves are simple, with links to a collection
of specific object concepts in memory.

One aspect of learning is building the location
models of our environment. This is supported by a
fundamental motivation to identify one’s location and
identify objects associated with that location. With
maturity we develop the location models for all the
places we encounter. We can also compose models for
places that are described to us.

Many children’s books focus on location
modeling. They establish generic models of such places
as farms, deserts, jungles, oceans, and so forth then link
other object and activities to them. This activity both
entertains and educates the kids,

Three specific concepts are linked with location
models. First, there are secondary motivations,
developed by training. These can be triggered by
entering a location or, by object concepts found there.
Second, and very important, are action templates
tailored specifically to the location. These lead to
preferred behavior patterns in specific locations. This
means the CP will automatically activate the action
templates for the preferred behavior functions in a given
location (absent other negative motivations, of course).
This will be expanded upon later. Third, there are links
to behavior models of objects found in a location. This,
in turn, impacts other actions we take.

It is important to note that the vast majority of the
data in a location model is simply linked into it from
other memory objects.

A location model can be purely abstract, or
imaginary. When you read a novel you create location
models of places described in the book. A good author
builds these models of places and the reader can
experience them through links to their own mental
concepts.

The Cognitive Structure (CS) program is not only
the tool that constructs the location models; it serves
another function as well. It registers a “flag” to indicate
all models that you are currently part of. When you
change locations it changes the status flag. You will be
part of several locations at one time, starting with your
immediate vicinity and moving up to community, state,
and so forth.

It may seem obvious to some but I should point out
that any but the lowest forms of animal life will create
and remember location models. A rabbit, for example,
will have a complete model of its home, feeding areas,
trails, water sources, and other features of its local
environment. The lab rat that learns to negotiate a maze
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is doing nothing more than creating a specific location
model.

4.1.1. Controlling Action with Location Models
Once we have a location model in memory it serves as a
linking point for action concepts.

The models affect preferred actions, or default
behavior, through the attached action templates. For
example, when you enter a neighbor’s home your
behavior will not be the same as in your own home.
While the two locations are essentially similar in
characteristics, the actions are driven by a largely
separate set of default behaviors — all driven by learning
and secondary motivations.

These memory links for action templates are
structured in such a way that the CP sees a high link
value when a motivation is triggered in association with
a specific location model. Secondary (learned)
motivations that are created in association with specific
locations will produce actions in those situations and
may not even be options in other locations. This occurs
partly through directed training and partly through
simple experience. For example, the hunger motivation
produces different actions in different locations simply
based on experience. Just entering a movie theater
(along with specific smells) may compel many
individuals to buy a large tub of popcorn, an action that
they would never execute anywhere else.

This arrangement defines what could be called the
“default” set of functional templates that are active in
the processor at a given time. Each location model
essentially guides the CP to maintain a processor
segment for specific actions during normal activity in
that location. Note, of course, that the location does not
actually dictate action. The CP still has ultimate control
and any overriding motivation and higher link values
can change the priorities.

We act and react differently in different settings.
This is not news to anyone but now, at least, you know
how it happens.

I should also note that, in addition to location flags,
the CS maintains another sort of flag for each location.
It appears to identify the most recent and/or the most
important action templates associated with a given
location — sort of a “save game” function that allows
you to pick up where you left off when you re-enter a
location.

4.1.2. The Shopping Algorithm Problem

Some who study intelligent behavior point out the
difficulty of creating an automation of the process of
shopping in, for example, a grocery store. Perhaps the
model offered here gives a methodology to address this
issue.

One curious thing about location models is that
you can create temporary motivations within them,
either consciously or not. I would almost call them
bookmarks and they can motivate an action when the
location is encountered.
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As for shopping, let’s say that during the course of
a day you note that some of your kitchen supplies are
low but you are not able to go to the market until
tomorrow. You create a temporary motivation to replace
the ketchup. Some organized people make a list. Others
make bookmark motivations in either the kitchen model
or the store model. Thus, when you arrive at the store
the sight of the ketchup bottles triggers the bookmark
motivation to get more ketchup. This can be
accomplished by either linking the motivation to the
store model or by linking the kitchen model to the store
model and I would expect that some individuals may do
it either way.

In fact we can explain why men and women might
seem to approach the task of shopping differently.
Some people seem to move through a store, looking at
everything, waiting for something to trigger a
motivation. Others seem to have the motivation set to
drive action by moving straight to the objects of interest
— that is, the motivation triggers an action, as a result of
entering the location, and takes the individual to a
specific part of the location.

It becomes clear that the difficulty in creating a
“shopping” algorithm is that the shopper needs the
context provided by the location models and attached
secondary motivations. In this Al structure we can
implement a straightforward solution.

4.1.3. Other Links Within Locations
Other links exist that are not directly relevant to
artificial intelligence but are noteworthy nonetheless.
An “emotional” link is a behavior model that is attached
to an object within the location that has an output (input
to our system) that strongly satisfies one of our own
motivations or, conversely, is a threat to our system.
Some sensor inputs will activate the imagination to
visualize and experience a specific location and its
links. In some people this can be very vivid. The input
may be very simple. The sight of an object, the sound of
the ocean, or a gunshot, as examples, can trigger strong
images and reactions, almost as if one was in the
specific location.

4.2. Sensor Processing
One of the more difficult problems associated with
designing an Al is the handling of sensor inputs. Most
of the discussion for this topic will center on visual
data, but the ideas will apply to any type of sensor input
for the Al system. Any Al must be compatible with the
use of a variety of sensors, however not all Al systems
will require the same kinds of complex sensing systems.
The processing of visual data is a highly
specialized field. What I will describe here is a system
for managing the data rather than the actual processing.
I will only describe the framework in which the sensor
data will be used and the general approach for
processing. I will not attempt to duplicate or improve
upon the various processing pattern recognition
algorithms and analysis techniques that exist.
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One of the keys to this process is the object
concept we store in memory. At the core of each object
is a pattern recognition algorithm that allows us to
correlate the object in memory with an object in the
visual field. Each pattern recognition algorithm is
attached to the associated object concept. We should
note at this point, though it will be discussed in more
detail later, that some pattern recognition relies on
simple high-level characteristics and associated location
models.

You do actual pattern recognition on the small,
central part of your visual field. The rest of the visual
space is processed only for basic details. This includes
color, intensity, texture, distance, motion, and perhaps a
few others. I will refer to this broad group of processed
data generally as “field data”. This data is then
presented in the brain as a simple flat array with the
characteristics of the pixel fields measured and shown.
The objects outside the fovea are identified primarily by
the determination of a specific location model (i.e.
where you are) and the “field data”. This does not rise
to the complexity of actual pattern recognition.

In this regard, location models are very important.
The field data combined with the objects expected for
that location give a presumptive identification of those
objects outside the central viewing field, outside the
region of pattern recognition. Pattern recognition, on the
other hand, is applied to the objects you focus your
attention on.

If, for example, trees are part of your location
model then any objects outside the fovea that have the
correct basic “field data” (color, movement, size, etc.)
are identified as trees without you needing to focus on
them or do any special pattern recognition. When you
walk through a forest you do not need to focus your
attention on an object to classify it as a tree or a bush.
Note, particularly, that if there is something in that
location that is similar to a bush you are not likely to
notice the difference even if it is not really a bush. That
is the purpose of camouflage.

What are the implications? The point is that in
real-life situations, when you finally get around to doing
pattern recognition you have already (1) identified your
location, and (2) know the typical objects you will find
there. You then apply the pattern recognition algorithms
for the candidate objects that you decide to focus your
interest on. This does not mean that you will not
identify other “unusual” objects. It just means that you
first match objects with a particular location. If there are
no matches for something unusual, only then do you do
a full analysis of that object.

You can even direct yourself to ignore objects that
are not expected—meaning you do not apply extrancous
algorithms outside a specific group of your choosing.
There is a popular video on the internet that asks the
viewer to watch a group of individuals wearing different
colors pass large balls around. You are asked to count
the number of times individuals of a specific color pass
a ball. In the middle of the video a guy in a gorilla
costume walks through the scene. If you are good at
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focusing your attention you never even ‘“see” the
gorilla. You have specifically directed your mind to
focus on specific types of pattern-recognition
algorithms and process data for them only. In essence
you have created, by direction, a temporary location
model with a limited number of objects—and it does
not include any gorillas. You can then focus all of your
attention on that location model to perform an assigned
task. Extraneous objects may not be “seen”.

Why did I mention this example? You must be
prepared for your Al system to overlook a gorilla if you
have specifically asked it to focus on other specific
objects. Only then will you know you have created a
truly human-like AL

This all makes it possible to store longer-term
information about visual inputs very efficiently, but it
must be noted that we are storing processed data, not
the complete sensor input. This makes us susceptible to
inaccurate memories, based upon external suggestions
or misperceptions of what we see. If we design a
comparable Al we must be prepared to accept the
reality that memories (not the real-time input) will
contain inaccuracies, though it may be possible to
minimize this by careful attention to the design of the
sensor processing algorithms.

4.3. Linking Sensor Data

The XML linking structure must have two basic types
of links in the memory. The first is long-term memory.
These links decay over time as a normal process, but the
time constant for this decay is quite long. The second is
short-term links with a rapid decay time. This type of
linkage is principally used with real-time sensor data.
The sensor programs analyze inputs and the short-term
links are created to connect the input information with
the stored memory concepts.

This allows action concepts to act on the
information, through their specific interaction with that
long-term object concept. The need to establish other
more persistent long-term links for any input data is
determined by the template defined for that activity.

Perhaps more importantly, we can execute actions
on objects simply because they are part of a location
model. We do not actually need to focus our attention
on, and do pattern recognition for, specific familiar
objects that appear in a location.

Another consequence of this aspect of the model is
that it enables us to better understand and define the
differences between higher and lower animals. The
higher animals, with greater mental capacity, will store
correspondingly more details with their memory
objects. The lower animals store only a few details of
any given concept, using a simple set of object types. In
interacting with those objects they rely on the short-
term links to provide the details they need to execute
functional actions. Experiments have shown that a frog,
for example, responds in the same way to any small
object that moves like an insect. The frogs stored
memory concept appears to be based exclusively on the
size and motion characteristics.
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5. ABSTRACT TOOLS

We need a tool set that supports the CS and, to some
extent, the CP. There is nothing particularly new or
noteworthy about this set included here but it is
necessary to describe it for completeness.

The four basic management tools are: Identity,
Linking, Matching and Difference. This selection is
supportable as a logical set of functions but its makeup
may be arbitrary in some respects. There could be other
breakdowns, but these four are used here both for
constructing logical thought and performing other
system management action of the CS.

Identity: This is a tool that creates a fundamental
object concept of something you perceive. The concept
is then further defined by links to characteristics.

Linking: This tool would link concepts with one
another for object concepts, location models or
templates.

Matching: This tool would evaluate two or more
objects for similarity.

Difference: This tool would evaluate the
differences found between two or more concepts by
comparing them and linking them into appropriate sets.

For this AI model, these tools form the
fundamental building blocks used by the CS Program.
In part, this assertion is justified because any general
abstract mental task can be broken down into some
combination of these basic functional actions. It is also
possible to see very distinct parallels between these
basic functions and the corresponding first abstract
abilities that appear in developing children. It is
probably no coincidence that these functions (identity,
linking, matching, and difference) play a fundamental
role in most standardized intelligence tests.

6. DEVELOPING COMPLEX CAPABILITIES
While the CP manages actions, it is not the reasoning
function. The CS manages the linking structure of the
brain and provides the framework in which the actions
can occur. It builds the action templates, the behavior
models and the location models. These arise from
sensor inputs and, more importantly, from instructive
input.

The CS also has the capability to establish a
temporary representative linking structure for the object
concepts based on the input data itself and comparisons
between concepts. Read a novel and your CS creates
location models based on what the author describes. It
can even proceed with analysis based upon a presumed,
or temporary, set of links. This would occur, for
example, when directed by a teacher to perform a new
specific action.

The CS is always running in the background to
create links. Beyond that, however, I must emphasize
that the CS is not exactly a free-wheeling process. Like
all other mental activity it must be triggered by a
motivation. In that regard it is subordinate to the CP.
Whether the motivation is an instructor’s command or
an internally-driven motivation such as boredom, it is
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only by consent of the CP that the CS can perform
analytic functions or “test” action templates.

6.1. Difference between CS and CP

In this model the CP controls action by activating
established templates. The CS controls reasoning by a
tentative or limited activation (often without connection
to outputs) of a template that is in the developmental
stage. The prototype templates consist of temporary
action templates and location models, complete with the
object and behavior model connections. The CS
undertakes control of a portion of the processor for the
limited execution of the template. Action can be either
executed or shunted to a register of projected action as
controlled by the CS. The CS then reviews actual or
projected results for effect on the Al system.

In some regards we may be tempted to design a
system where the CP and the CS are one and the same.
You can use almost the same software to run both.
However, in software terms, the CP must control the
“operating environment” while the CS controls the
memory structure and the “development environment”.
Attempts to design an Al system that combines the two
functions of the CS and the CP in a single process are
almost certain to fail. It is mandatory that while the
actual software could overlap, the functionality must be
separated in a carefully conceived architecture.

Reasoning skills of the CS depend upon access to
an adequate database of information, either memory
links or input data. That is, after all, the only way it can
actually build a prototype template. Perhaps the
preferred method would be to use an existing template
and make some modifications. The acquisition of data
and the training can be achieved by either external
instruction or by internally controlled responses to
external inputs.

In the instructional case the input and direction,
especially link associations, will be explicitly provided
by someone or something else, to be assimilated by
your brain. Internally controlled development is driven
by the whims of nature and the motivations of the
individual.

I would suggest that as the biological system
passes from its developing stages into a state of more
routine operations, the use of this CS would be reduced
to identifying familiar locations and habitual behavior
patterns associated with them. The biological system
will have established preferred linking structures for
many input-motivation-result-action sequences and
would not require the services of the CS to evaluate
alternate linkages. It will have a set of location models
and actions that satisfy its needs.

This will lead to a decline in the reasoning skill.
The links will diminish without use and the system will
function primarily in established behavior patterns. The
obvious alternative is that a system motivated, either
internally or externally, to continue using the CS
program to develop new action concept templates will
remain more capable. Thus we can understand the
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importance, at least in humans, of providing new mental
challenges following maturity.

6.2. Training

We can make a minor departure from the biological
process that simplifies the Al learning in a structured
environment where the trainer can specify exactly what
the system must learn. As a programmer we can take a
short cut by directing the “link values” for a concept.
This would emulate a lengthy training period that
produces strong links in order to reduce training time.
There would still be training sessions but repetitions to
produce high link values would be unnecessary
(Hibbard 2004).

It may seem logical to expand this approach to the
point of making “modular” action concept templates
that could be separately developed and integrated into
an Al as single units. I would not categorically reject
this thought. However, many links in a template
specifically depend on the Frame of Reference. If these
are incorrectly or incompletely produced then the
results could be less effective or, worse, could be
destructive.

If we have a “simplified learning” mode it must be
controlled by an instructor to mimic the result of
repeated exercises by establishing high link values at
the outset.

7. INTELLIGENCE IS PREDICTIVE - NOT

REACTIVE
Now we have come to one the core principles of
intelligence. This is one of the most important features
of the brain’s architecture.

The intelligent brain creates a behavior model of
every object in its memory data base. This model is
attached to each object and provides a prediction
function for that object. This is not just a passive
prediction. The behavior model includes, quite
importantly, the object’s responses to your actions. For
every object concept there will be an associated model
that predicts behavior for that object, either as an
individual or general class.

You may expect this to be a complicated process
and very difficult to explain; however, it is actually
rather straightforward and a relatively simple process if
you accept the functional model defined for the brain up
to this point in this paper.

The key element is what I would call the backbone
of your mental structure. That would be the motivation-
action process managed by the CP. The sensor detection
of an object activates a motivation and the CP assigns a
responsive action.

To create each behavior model, the brain uses this
self-contained function to simulate the behavior it
expects from other entities.

7.1. Behavior Models

The predictive model for each object is merely a brief,
simplified version of this larger AI model—in essence it
is a modified copy of your own mental process. It is
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created for every object and tailored to the perceived
actions of that object.

The CS creates and executes a model for each
object and its predicted behavior in a simple and
straightforward way. It establishes a set of input,
motivation, action linkages that represent the way it
perceives that object to respond to its environment.
Each model functions identically to your own biological
mental process. The examples below will help explain
that idea.

I would suggest that, for simplicity, there are three
general types for the predictive model, based on specific
characteristics. The processes for all three are much the
same and these three model types differ only in the way
we might perceive them.

7.1.1. Human-Equivalent Behavior Model

The first, and most involved, would be the Human
Equivalent Model. This model is a copy of your own
motivation-action concept structure. It can be applied
just as it exists in your own mind but usually it is
modified based upon learned data you have for the
object involved. You may add a motivation, add an
action, or change a priority link. Obviously we can
apply it to other humans. In addition, we often extend
this model to animals. In this case it is tailored to
remove a portion of motivations and actions. However,
children are particularly prone to use the complete
model to define animal behavior.

7.1.2. Instruction Manual Behavior Model

The second type is the Instruction Manual Model. This
simplified model replaces the sensor inputs with basic
physical inputs, such as pushing a button, turning a
knob, or manipulating some mechanical aspect of an
object. This model provides defined results from the
specific mechanical interactions, either by you or some
other object. The obvious application of this type of
model is for mechanized objects but you can apply it to
a wider range of items.

7.1.3. Physics Model

The third is the Physics Model. This model generally
provides action-reaction links and may be somewhat
complex depending upon the types of objects being
addressed. For physical objects in your environment the
model will include responses to natural forces as well as
your interaction with them (responses to pushing,
kicking, sliding, etc.). In the physics model, motivation
concepts are replaced by physical laws (e.g., an object is
“motivated” to fall toward the earth because it “detects”
the force of gravity); otherwise the predictive model is
the same as your own mental process.

Remember, the behavior characteristics are based
upon the way you interact with them as well as external
forces. For example, if you push on the object, does it
move? This is tied to a perception of relative mass. The
Physics Model incorporates the physical characteristics
of each object. That is to say, once you identify the
relative mass of an object (whether by touching or by
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visual clues) you can project, using a physics model,
responses to physical interaction. This is one reason
children are always messing with things. They are
constructing their models of all of those objects around
them.

As a simple example, you see someone holding an
object in their hand. You can predict what will happen
when they release it simply based on the model you
have attached to that object. You do not need to analyze
the situation; you simply run an existing model. You
identify that object by sight and you have a predictive
model linked to that object concept in your memory.

Let’s say you perceive the object to be a rock.
Your predictive model says that the object, when
released will fall to the ground under the influence of
gravity. Alternatively, you perceive the object to be a
paper airplane. Your predictive model says that it will
glide away when released. If you perceive the object to
be a live bird, then it should fly away. And, finally, you
may perceive the object to be a balloon with yet another
prediction of what happens to it when released.

7.2. Building Models

The learning process allows you to build this predictive
model of any object you encounter. For example,
children learn that dogs are motivated to chase and
retrieve a thrown object, a very simple template of
motivation and action to create in a child’s mind. That
and other functions are incorporated in the concept of a
dog. As the learning base is expanded the child learns
that observable characteristics of the dog can be used to
distinguish different behavior models for different dogs.
Then, whenever you see a dog you predict its behavior
based on the model. You will have sub-groups of the
model based on individual types of dogs or physical
appearance. The model will tell you that if you
approach the dog and try to interact with it there will be
an expected response. For example, growling equals
aggression (triggering a danger motivation); tail
wagging equals friendliness, and so forth.

Now, moving to the highest level of complexity,
you will have a model of behavior for other humans.
You will likely have a generic model that would be
applied to any new acquaintance. This could closely
match your own behavior algorithms. Then, for each
individual, the model will be tailored based upon what
you have observed from that individual.

You will also develop secondary models for
individuals based on secondary characteristics. These
you likely know as stereotypes. You meet someone in a
business suit and you link them to a generic
“businessman” model. You meet someone with dirty,
shabby clothes and you link them to the “bum” model.
When someone says: “I can’t believe he just did that;” it
means that some behavior did not correspond to a
model. As you witness a person’s behavior your own
CS function will refine the model.

One important offshoot of the predictive model is
that we take the output of each model—the action that is
expected of the object—and link that back to our own
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structure of inputs and corresponding motivations. Thus
when you interact with someone or something that can
affect you through their action, you are then motivated
to create an input to that object that produces a desired
action—something that would satisfy a motivation
within your own structure. This produces the results
seen in many social and business interactions.

7.3. Relation to Intelligent Agents

There are many efforts to develop Intelligent Agents.
These are, by definition, autonomous and self-contained
intelligent units that can take action on their own and/or
provide information to a higher level entity.

One of the most complete descriptions of intelligent
agents is provided in Artificial Intelligence, a Modern
Approach (Russell and Norvig 1995). There are a
variety of types of agents described but they share some
general features for using sensor data and behavior
models to produce intelligent behavior.

I would suggest that, within the protocol structure
offered here, the intelligent agent represents a sub-set of
sensor links, behavior models, and actions. All objects
are created and maintained in a single action structure
(rather than linked from a reference base.) The decision
rules are created for limited scenarios and updated with
observed inputs. Perhaps the biggest differential,
however, is that there is as single management function
that executes direct control and decision authority.

That said, it should still be possible to reconcile the
differences in order to incorporate intelligent agents into
this type of architecture.

8. VISUAL PROCESSING AND PREDICTION

At this point the discussion concludes by returning to
something that was partly covered before. Re-consider
the dynamic nature of your visual input. How do you
handle the constantly changing tableau of images that
your system must process? This is perhaps the most
difficult part of the brain function to understand.
Though it is sometimes presumed, there is not a
recurring analysis of a scene. A basic tenet here is that
the brain works from stored memory concepts with
augmented short-term data from sensors. Any object we
sense around us is identified based on an array of
knowledge. Furthermore, this is always a presumptive
identification, though sometimes this is a near certainty.

This is where the location models and the behavior
models come together for mutual support. They are
linked together through the object concepts contained in
a location.

Once we identify a location and associated objects,
the subsequent visual processing is determined by any
motivations and the predictive model we have for the
associated objects. An object could be of great interest,
meaning it is one whose outputs can benefit (or harm)
our system. In that case the brain will perform continual
updates of the predictive behavior analysis, evaluating
the impact to our system. Note that this is a behavior
analysis not a visual analysis. On the other hand
miscellaneous objects of no direct interest are
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summarily identified and receive a prediction, e.g., that
picture on the wall will stay right there.

The background of the location is defined based on
the location model and it is that stored memory concept
we use until something changes. Until routine objects
depart from the predicted behavior there is little visual
processing to be done. Background objects, such as
trees, are identified primarily by “field data.” That is to
say we do not use explicit visual processing algorithms
if they fit the background structure of our location
model. Motivations can, of course, change all that. After
all we could be looking for a specific kind of tree.

The impact of this analysis structure is to
drastically reduce the demand for processing power
because it is no longer necessary to perform the
extensive scene-by-scene visual processing. Those cars
passing by you on the highway are one of the best
examples. You identify them summarily and use a
standard memory object. You only care about them if
they divert from the predicted pattern in such a way as
to be a threat to you. A beginning driver, who is still in
the process of completing the predictive models for all
these new objects, is flooded with information. That
new driver must learn to focus attention and that does
not happen until a reliable set of predictive models are
formed.

9. OTHER USES OF LOCATION MODELS

There is an adjunct to the use of location models that
shows a possibility for understanding how we construct
and use sentences to communicate with each other. If
true, this would have a significant impact on other
aspects of Al and communication dynamics.

Within the framework of this architecture we could
reasonably believe that sentences, whether spoken or
written, could communicate their thought by the
creation of a temporary location model in the receiver,
especially when you consider the additive nature of a
conversation or string of sentences.

This process would also allow one to identify and
resolve conflicts in a sentence. If, following a statement,
your location model is not incomplete or has
ambiguities. You would seek to resolve the ambiguity
by asking for more exact information, but only if you
are motivated to do so. If you have no interest in the
subject then you might have no reason to seek
resolution.

This use of location models also leads to an
understanding of some forms of humor. When someone
is telling a joke you are building a location model to
match their narrative. At the conclusion of the joke, you
discover that your model was not the same as the one
the narrator finally revealed. At that point the intention
is that you find it funny, though that is not guaranteed.

This use of location models for understanding
sentence structure deserves further consideration. The
concept does appear to be compatible with the
architecture and supports the other aspects of
interactions involving this Al protocol.
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10. SUMMARY

What is shown in this paper is both a Functional
Architecture and an Integration Protocol. We have
defined the modular components of the system, their
functions, and interfaces. This protocol will enable
coordinated individual development of the fundamental
components of a system that can be integrated in a
dynamic environment. As long as a strict motivational
structure and frame of reference are maintained the
components can be remotely connected to form a single
intelligence.

The greatest strength of this architecture, beyond its
internal consistency, is that individual development
teams could be assigned to produce defined
components. As long as functional interfaces are
controlled the pieces could be integrated to work as a
single entity. Conversely, if one attempts to cut out
portions of this architecture and splice them into other
kinds of systems, the results are likely to be
disappointing.

For a potential application, imagine if you will a
system that would integrate large numbers of different
types of sensors in such a way that many objects can be
controlled or addressed by a single entity, without the
need for external coordination among separate systems.
This can be applied to a range of operations from
business to battlefield.
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ABSTRACT

A new practical approach to Asset Liability
Management (ALM) is proposed, which combines
Monte Carlo Simulation, Optimisation and Six Sigma
Define, Measure, Analyse, Improve, Control (DMAIC)
methodology. This new method determines an
optimally diversified minimal variance investment
portfolio, which gains a desired range of return with
minimal financial risk. Simulation and optimisation are
conventionally applied to find the optimal portfolio to
provide the required return. In addition, the Six Sigma
DMAIC methodology is used to measure and improve
the portfolio management process in order to establish
the optimally diversified portfolio. Applying Six Sigma
DMAIC to the portfolio management process is an
improvement in comparison with conventional
stochastic ALM risk models. It offers financial
institutions internal model options for Basel III and
Solvency II, which can help them to reduce their capital
requirements and Value-at-Risk (VaR) providing for
higher business capabilities and increasing their
competitive position, which is their ultimate objective.

Keywords: Asset Liability Management; Portfolio
Optimisation — Minimal Variance; Monte Carlo
Simulation; Six Sigma DMAIC; Basel III; Solvency II.

1. INTRODUCTION

Basel III is a comprehensive set of reform measures,
developed by the Basel Committee on Banking
Supervision, to strengthen the regulation, supervision
and risk management of the banking sector. These
measures aim to: i) improve the banking sector's ability
to absorb shocks arising from financial and economic
stress, whatever the source; ii) improve risk
management and governance; and iii) strengthen banks'
transparency and disclosures (Atkinson and Blundell-
Wignall 2010; BCBS 2010a; BCBS 2010b; BCBS
2011; BIS 2011; Cosimano and Hakura 2011).

Solvency II is designed to introduce a harmonised
insurance regulatory regime across European Union
(EU) that will protect policyholders and minimise
market disruption. The regulation sets stronger
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requirements for capital adequacy, risk management
and disclosure. Primarily this concerns the amount of
capital that EU insurance companies must hold to
reduce the risk of insolvency. Solvency II is an EU
Directive, which needs to be approved by the European
Parliament, and will be scheduled to come into effect on
1 January 2014 once it is approved (Cruz 2009;
Bourdeau 2009; GDV 2005; SST 2004).

The economic capital of financial institutions is one
major aspect of Basel III and Solvency II. According to
a research by Mercer Oliver Wyman, the impact of the
Asset Liability Management (ALM) risk, i.e. Market
Risk, on the economic capital of banking and insurance
companies is 64%. This is by far the largest impact
compared to other quantifiable risk factors, e.g. 27%
Operational Risk, 5% Credit Risk, and 4% Insurance
Risk. Consequently, this paper will focus on ALM.

ALM has originated from the duration analysis
proposed by Macaulay and Redington (Macaulay 1938;
Redington 1952). Subsequently, ALM has evolved in a
powerful and integrated tool for analysis of assets and
liabilities in order to value not only the interest rate risk
but the liquidity risk, solvency risk, firm strategies and
asset allocation as well (Bloomsbury 2012).

The new regulation requirements introduced by
Basel III and Solvency II focus on the solvency risk in
order to impose a required amount of equity value on
the base of the risk associated to the investments of
asset portfolio. The banking and insurance industry are
responding to these requirements by developing internal
models based essentially on the Value-at-Risk (VaR),
parametric (GARCH, EGARCH) and simulation
(Monte Carlo) models, extended to Conditional Value-
at-Risk (CVaR) and Copulas.

Some financial institutions extended the analysis to
the cash flows by using a stress testing to generate
different scenarios. In this case it is possible to analyse
how the cash flows can evolve to study a strategy to
hedge the risk exposure.

The financial institutions with greater equity value
have the possibility to invest in riskier assets focussed
on the portfolio insurance. The basic idea is to construct
a Put option on the value of asset portfolio by taking a
long position on the risky assets and on the default-free
bonds such that their weight will be rebalanced
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dynamically, which will replicate the value of a
portfolio of risky assets with a protective Put option.

The frontier of Asset and Liability Management is
based on stochastic optimisation and simulation models
that involve an asset allocation approach by considering
the liabilities side as well.

Another major aspect of Basel III and Solvency II
is Financial Risk Management. Jorion, in his book for
financial risk management, presented the utilisation of
Monte Carlo Simulation for options’ valuation and VaR
calculation. He also generally elaborated on Optimal
Hedging applying Optimal Hedge Ratio, i.e. the
minimal variance hedge ratio. In addition, he
specifically described the application of Optimal
Hedging in two important cases such as Duration
Hedging and Beta Hedging (Jorion2011).

Advanced Financial Risk models involve
optimisation of investment portfolios. The problem of
asset allocation for portfolio optimisation was solved by
Markowitz in the 1950’s. Markowitz applied his mean-
variance method in order to determine the minimum
variance portfolio that yields a desired expected return
(Markowitz 1952; Markowitz 1987).

Also, advanced Financial Risk models are
stochastic and use Monte Carlo Simulation. A
comprehensive elaboration on general applications of
Monte Carlo Simulation in Finance was published by
Glasserman (2004). Specifically, an internal Monte
Carlo Simulation model for Solvency II (i.e. an ALM —
Market Risk simulation model) was presented by
Bourdeau (Bourdeau 2009).

Today, Six Sigma is recognized across industries
as a standard means to accomplish process and quality
improvements in order to meet customer requirements
and achieve higher customer satisfaction. One of the
principal Six Sigma methodologies is Define, Measure,
Analyse, Improve, Control (DMAIC). Six Sigma
applications in finace at introductory level were
published by Stamatis (Stamatis 2003).

This paper presents a new practical approach to the
ALM risk models for Basel III and Solvency II, i.e. the
Optimisation-Simulation-DMAIC method. The new
method combines Optimisation, Monte Carlo
Simulation, and Six Sigma DMAIC methodology. It
determines an optimally diversified minimal variance
investment portfolio, which gains a desired range of
return with minimal financial risk. Optimisation and
Simulation are conventionally applied to find the
minimal variance portfolio to provide the required
return. In addition, the Six Sigma DMAIC methodology
is used to measure and improve the portfolio
management process in order to establish the optimally
diversified portfolio.

Applying Six Sigma DMAIC to the portfolio
management process is an improvement in comparison
with the conventional stochastic optimisation and
simulation ALM risk models. It offers financial
institutions internal model options for Basel III and
Solvency II, which can help them to reduce their capital
requirements and VaR providing for higher business
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capabilities and increasing their competitive position,
which is their ultimate objective.

In order to facilitate this presentation, a very
simple ALM risk model is used to demonstrate the
method. Only the practical aspects of the ALM risk
modelling are discussed. Microsoft™ Excel® and
Palisade™ @RISK® and RISKOptimizer® were used
in the demonstration experiments.

1.1. Related Work

1.1.1. ALM

Mitra and Schwaiger edited a book which brings
together state-of-the-art quantitative decision models for
asset and liability management in respect of pension
funds, insurance companies and banks. It takes into
account new regulations and industry risks, covering
new accounting standards for pension funds, Solvency
IT implementation for insurance companies and Basel 11
accord for banks (Mitra and Schwaiger 2011).

In addition, Adam published a comprehensive
guide to Asset and Liability Management from a
quantitative perspective with economic explanations.
He presented advanced ALM stochastic models for
Solvency II and Basel II & III using optimisation and
simulation methodologies (Adam 2007).

1.1.2. Six Sigma

Hayler and Nichols showed how financial giants
such as American Express, Bank of America, and
Wachovia have applied Six Sigma, Lean, and Process
Management to their service-based operations by
providing specific, real-world examples and offering
step-by-step solutions (Hayler and Nichols 2006).

Also, Tarantino and Cernauskas provided an
operational risk framework by using proven quality-
control methods such as Six Sigma and Total Quality
Management (TQM) in financial risk management to
forestall major risk management failures (Tarantino and
Cernauskas 2009).

2. ALM BY USING THE OPTIMISATION-
SIMULATION-DMAIC METHOD

The following sections demonstrate the new method’s

procedure step-by-step for ALM Risk modelling. Actual

financial market data are used in the presentation.

2.1. Problem Statement
The following is a simplified problem statement for the
demonstrated ALM risk model.

Determine the optimally diversified minimum
variance investment portfolio that yields a desired
expected annual return to cover the liabilities. The
model should allow the financial institution to reduce
their capital requirements and VaR providing for higher
business capabilities and increasing their competitive
position. The model should help the company to
achieve their ultimate objective.
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2.2. Calculating Compounded Monthly Return

The monthly returns of four stocks are available for a
period of seven years, i.e. 1990-1996 (Table 1). Note
that the data for the period July/1990- June/1996 are not
shown.

Table 1: Monthly Return (MR)

Month Stockl1 Stock2 Stock3 | Stock4
Jan/1990 0.048 -0.01 -0.06 -0.01
Feb/1990 0.066 0.096 0.037 0.038
Mar/1990 0.022 0.022 0.12 0.015

Apr/1990 0.027 -0.04 -0.02 -0.04
May/1990 0.112 0.116 0.123 0.075
Jun/1990 -0.02 -0.02 -0.04 -0.01

Jul/1996 0.086 -0.07 -0.12 -0.02
Aug/1996 0.067 0.026 0.146 | 0.018
Sep/1996 0.089 -0.03 -0.04 | 0.092
Oct/1996 0.036 0.117 0.049 | 0.039

The Compounded Monthly Return (CMR) is calculated
for each month and each stock from the given stock
Monthly Return (MR) using the following formula
(Table 2):

CMR = In (I + MR)

Table 2: Compounded Monthly Return (CMR)
Month CMRI1 CMR2 | CMR3 | CMR4
Jan/1990 0.047 -0.01 -0.06 -0.01
Feb/1990 0.063 0.092 0.036 0.038
Mar/1990 0.021 0.022 0.113 0.015
Apr/1990 0.027 -0.04 -0.02 -0.04
May/1990 0.106 0.11 0.116 0.073

Jun/1990 -0.02 -0.02 -0.04 -0.01
Jul/1996 0.082 -0.07 -0.13 -0.02
Aug/1996 0.065 0.026 0.136 0.018
Sep/1996 0.085 -0.03 -0.04 | 0.088

Oct/1996 0.036 0.111 0.048 0.038

2.3. Fitting Distributions to Compounded Monthly
Return

For the Monte Carlo method, we need the distribution
of the compounded monthly return for each stock.
Thus, for each stock, we determine the best fit
distribution based on the Chi-Square measure. For
example, the best fit distribution for the compounded
monthly return of Stock 4 (i.e. CMR4) is the normal
distribution, with Mean Return of 0.6% and Standard
Deviation of 4.7%, presented in Figure 1.
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Best Fit Chi-Sq=2.6341 for Ln(1+Stock 4)
RiskNormal(0.0060531,0.047225)
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Figure 1: Stock 4 Best Fit Distribution

2.4. Finding Compounded Monthly Return
Correlations

The compounded monthly returns of the stocks are

correlated. We need to find the correlation to allow the

Monte Carlo method to generate correlated random

values for the compounded monthly returns. The

correlation matrix is presented in Table 3.

Table 3: Correlation Matrix

CMRI1 CMR2 CMR3 CMR4
CRM 1 1 0.263 0.038 0.0868
CRM2 0.263 1 0.244 0.0895
CRM3 0.038 0.244 1 0.095
CRM4 0.087 0.089 0.095 1

2.5. Generating Compounded Monthly Return

The Compounded Monthly Return (CMR) is randomly
generated for each stock from the best fit distribution
considering the correlations. The following distribution
functions of the Palisade™ @RISK® are used:

CMRI=RiskLogistic(0.0091429,0.044596))
CMR2=RiskLognorm(1.1261,0.077433,Shift(-1.1203))
CMR3= RiskWeibull(6.9531,0.46395, Shift(-0.42581))
CMR4= RiskNormal(0.0060531,0.047225)

The correlation is applied by using the
“RiskCorrmat” function of the Palisade™ @RISK®.

2.6. Calculating Compounded Annual Return by
Stock

The Compounded Annual Return (CAR) is calculated

for each stock from the respective Compounded

Monthly Return (CMR), using the following formula:

CAR = 12*CMR
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2.7. Calculating Expected Annual Mean Return on
the Portfolio

The expected annual mean return on the portfolio

(EAPR-Mean) is calculated from the asset allocation

weights vector (Weights-V) and the vector of

compounded annual returns of stocks (CAR-V) by using

the following Excel® formula:

EAR-Mean = SumProduct(Weights-V, CAR-V)

2.8. Calculating Variance, Standard Deviation and
VaR of the Portfolio

The variance, standard deviation and VaR (VaR is
calculated at Confidence Level of 99.95%) of the
portfolio are calculated from the distribution of the
expected annual mean return of the portfolio (EAR-
Mean) by using the following Palisade™ @RISK®
functions:

Variance = RiskVariance(EAR-Mean)
Standard-Deviation = RiskStdDev(EAR-Mean)
VaR = RiskPercentile(EAR-Mean,0.005)

2.8.1. Portfolio Simulation and Optimisation
Palisade™ RISKOptimizer® is used to solve the
portfolio simulation and optimisation problem. That is
to find the minimal variance portfolio of investments,
which yields sufficient return to cover the liabilities.
Thus, the aim of the simulation and optimisation model
is to minimise the variance of the portfolio subject to
the following specific constraints:
e The expected portfolio return is at least 9%,
which is sufficient to cover the liabilities;
e All the money is invested, i.e. 100% of the
available funds is invested; and
e No short selling is allowed so all the fractions
of the capital placed in each stock should be
non-negative.

The model should also calculate the Standard
Deviation and VaR of the portfolio.

2.8.2. Measuring Performance of the Portfolio
Palisade™ @RISK® has Six Sigma capabilities, thus it
is used to simulate the optimal portfolio found above
and calculate the Six Sigma metrics from the simulation
distribution in order to measure the performance of the
optimal portfolio. For this purpose the following Six
Sigma parameters are specified:
e Lower Specified Limit (LSL) of the expected
portfolio return is 5%;
e Target Value (TV) of the expected portfolio
return is 9%;
e  Upper Specified Limit (USL) of the expected
portfolio return is 15%;

The simulation model calculates the following Six
Sigma process capability metrics to measure the
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performance of the investment process: i) Process
Capability (Cp); Probability of Non-Compliance (PNC);
and Sigma Level (cL). The following Palisade™
@RISK® functions are used:

Cp = RiskCp (EAR-Mean)
PNC = RiskPNC(EAR-Mean)
oL = RiskSigmaLevel(EAR-Mean)

2.8.3. Sensitivity Analysis of the Portfolio

The next step is to calculate (quantify) the impact of the
investment in every stock to the portfolio mean return,
by using the sensitivity analysis features of Palisade™
@RISK®. This calculation is stochastic and it is based
on the statistics of the simulation distribution.

From the calculated correlation coefficients, the
stock on which the portfolio return is most dependent
can be determined. In addition, the calculated regression
mapped values show how the portfolio mean return is
changed in terms of Standard Deviation, if the return of
a particular stock is changed by one Standard Deviation.

The sensitivity analysis is used in order to
determine how to improve the performance of the
investment process, i.e. which stocks should be hedged
to reduce the financial risk of the portfolio.

2.8.4. Simulating the Hedged Portfolio

Six Sigma Simulation is used again to simulate and
measure the performance of the hedged portfolio. The
Six Sigma parameters specified for this simulation are
the same as in Sec. 2.8.2. Also, the model calculates the
Six Sigma process capability metrics to measure the
performance of the investment process as presented in
Sec. 2.8.2.

2.8.5. Comparing Results and
Improvements

The final step is to compare the simulation results
of the initial optimal portfolio with the hedged portfolio
and quantify the improvements from three aspects,
portfolio return, financial risk and investment process
capability.

To quantify the improvements, the following
results are compared: i) Expected Annual Return —
Mean (EAR- Mean) for portfolio return; ii) Variance,
Standard Deviation and Value-at-Risk (VaR) for
financial risk; and iii) Process Capability (Cp),
Probability of Non-Compliance (PNC), and Sigma
Level (cL) for investment process capability.

Quantifying

3. RESULTS AND DISCUSSION

3.1. Portfolio Simulation and Optimisation

The optimal portfolio found by the simulation and
optimisation model has the following investment
fractions: 28.6% in Stock 1; 0.7% in Stock 2; 28.5% in
Stock 3; and 42.2% in Stock 4. The Portfolio Return
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was 9% with Variance of 22.9%, Standard Deviation of
47.8% and VaR of -19.7%.

The probability distribution of this optimal
portfolio is given in Figure 2.
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Figure 2: Portfolio Probability Distribution

The confidence levels were the following. The
probability that the portfolio return will be below zero
(0%), i.e. negative, is 41.7%. There is a 38.5%
probability that the return will be in the range of 0%-
50%, and 19.8% probability that the return will be
greater than 50%.

3.2. Measuring the Portfolio Performance

The performance of the optimal portfolio found above
was measured with a Six Sigma simulation model. It
should be noted that the optimal portfolio found above
is simulated; thus, the investment fractions for this
simulation model are the same, i.e.: 28.6% in Stock 1;
0.7% in Stock 2; 28.5% in Stock 3; and 42.2% in Stock
4. The following Six Sigma parameters were
specified: i) LSL = 5%; ii) TV = 9%; iii) USL = 15%.

The Portfolio Return was 9%, Variance 22.9%,
Standard Deviation 47.8% and VaR -23%. These
figures suggest that the financial risk for the optimal
portfolio is significant.

The probability distribution of the optimal portfolio
Six Sigma simulation is shown in Figure 3.
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Figure 3: Portfolio Performance Distribution
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The confidence levels were as follows. The
probability that the portfolio return will be below 5%
(i.e. below LSL) is 46%. There is an 8.9% probability
that the return will be in the range of 5%-15% (i.e.
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within the desired target range), and 45.1% probability
that the return will be greater than 15% (i.e. above
USL).

The Six Sigma metrics (i.e. the investment process
capability metrics) of the optimal portfolio is shown in
Table 4.

It is easy to draw the conclusion by using the Six
Sigma Probability of Non-Compliance (PNC) metric of
the process. The PNC metric determines the total
probability that the portfolio return distribution will
deviate from the desired specified limits. The PNC
equals 0.9112, which is an extremely high probability.

Also, Cp and Sigma Level are very low, i.e. 0.0348
and 0.1115, which indicates a poor performance.

Table 4: Investment Process Six Sigma Metrics

Process Cp PNC Sigma
Level

Optimal

Portfolio 0.0348 09112 0.1115

The significant financial risk and the poor
performance of the optimal portfolio presented above
strongly suggest that this portfolio is not acceptable.
Therefore, the portfolio should be improved by hedging
for example.

3.3. Sensitivity Analysis

The sensitivity analysis was used in order to
determine how to improve the performance of the
investment process, i.e. how to hedge the portfolio.

The correlation sensitivity graph is given in Figure
4. The graph shows that the portfolio return is most
dependent on the return of Stock 4 with a correlation
coefficient of 0.77. The other three stocks, i.e. Stock 3,
Stock 2 and Stock 1, are less influential with correlation
coefficients of 0.49, 0.46 and 0.43 respectively.

Ln(1+Stock 4) 4

Ln(1+Stock 3) 1

Ln(1+Stock 2) 1

Ln(1+Stock 1) 1

= N el b 0
S S S S S

Correlation Coefficient Value

=
S

-0.1
0.6
0.8

Figure 4: Correlation Sensitivity

The regression sensitivity graph is given in Figure
5. This graph shows how the portfolio mean return is
changed in terms of Standard Deviation, if the return of
a particular stock is changed by one Standard Deviation.

Therefore, this graph shows that if Stock 4 return is
changed by one Standard Deviation, the portfolio return
will be changed by 0.313 Standard Deviations (i.e. the
regression mapped value is 0.313 for Stock 4). Again,
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the other three stocks, i.e. Stock 3, Stock 1 and Stock 2,
are less influential as their regression mapped values are
0.163, 0.141 and 0.108 respectively.
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Figure 5: Regression Mapped Values Sensitivity

The conclusions of this sensitivity analysis
suggested that the portfolio can be hedged for example
if Stock 4 is replaced with an option of Stock 4.

3.4. Option 4 Return Data and Distribution

A part of the market data for Option 4 (i.e. an option of
Stock 4) are shown in Table 5, i.e. the Monthly Return
(MR) and the calculated Compounded Monthly Return
(CMR) of the option. The Average CMR is 0.61% and
the yearly return is 7.28%.

Table 5: Option 4 MR and CMR
Month MR CMR
Jan/1990 0 0
Feb/1990 0.038 0.038
Mar/1990 0.015 0.015
Apr/1990 0 0
Jul/1996 0 -0
Aug/1996 0.018 0.018
Sep/1996 0.092 0.088
Oct/1996 0.039 0.038

The best fit distribution to Option 4 CMR is shown
on Figure 6.

Best Fit Chi-Sq=156.2927 for Ln(1+Option 4)
RiskExpon(0.0060635, RiskShift(-7.39453e-005))
0.00000 0.02282

250

200

150
@RISK Trial Version

For Evaluation Purposes Only
100

50

o
8
=
=

Figure 6: Option 4 Best Fit Distribution
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3.5. The Hedged Portfolio Simulation

The performance of the hedged portfolio was measured
with a Six Sigma simulation model. It should be noted
that the Stock 4 was replaced with Option 4 (i.e. an
option on Stock 4); thus, the investment fractions for
this simulation model are: 28.6% in Stock 1; 0.7% in
Stock 2; 28.5% in Stock 3; and 42.2% in Option 4.

The same Six Sigma parameters were specified: i)
LSL = 5%; ii) TV = 9%; iii) USL = 15%.

The Portfolio Return was 9%, Variance 14.6%,
Standard Deviation 38.3% and VaR -0.45%. These
figures suggest that the financial risk was considerably
reduced.

The probability distribution of the hedged portfolio
Six Sigma simulation is shown in Figure 7. The
confidence levels were as follows. The probability that
the portfolio return will be below 5% (i.e. below LSL)
is 44.4%. There is an 10.9% probability that the return
will be in the range of 5%-15% (i.e. within the desired
target range), and 44.7% probability that the return will
be greater than 15% (i.e. above USL).
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Figure 7: Hedged Portfolio Performance
The Six Sigma metrics (i.e. the investment process
capability metrics) of the hedged portfolio is shown in

Table 6.

Table 6: Hedged Portfolio Six Sigma Metrics

Process Cp PNC Sigma
Level

Hedged

Portfolio 0.2176 0.5294 0.6289

Compared with the initial optimal portfolio
performance, PNC was reduced from 0.9112 to 0.5294,
Cp was increased from 0.0348 to 0.2176 and Sigma
Level was increased from 0.1115 to 0.6289. Therefore,
an important improvement was achieved with the
hedged portfolio.

3.6. Sensitivity Analysis

This sensitivity analysis can be used in order to
determine how to further improve the performance of
the investment process, i.e. how to further hedge the
portfolio. The correlation graph (Figure 8), shows that
the portfolio return is most dependent on the return of
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Stock 1 with a correlation coefficient of 0.72. The other
two stocks and Option 4, i.e. Stock 3, Stock 2 and
Option 4, are less influential with correlation
coefficients of 0.67, 0.35 and 0.0 9 respectively.
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Figure 8: Hedged Portfolio Correlation Sensitivity

The regression sensitivity graph is given in Figure
9. This graph shows that if Stock 1 return is changed by
one Standard Deviation, the portfolio return will be
changed by 0.277 Standard Deviations (the regression
mapped value is 0.277 for Stock 1). Again, the other
two stocks and Option 4, i.e. Stock 3, Stock 2 and
Option 4, are less influential as their regression mapped
values are 0.251, 0.0065 and 0.0308 respectively.
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Figure 9: Hedged Portfolio Regression Mapped
Values Sensitivity

The conclusions of this sensitivity analysis
suggested that the hedged portfolio can be further
improved (hedged) if Stock 1 is replaced with an option
of Stock 1 for example.

It should be noted that this method is iterative and
can be iteratively applied until an optimally diversified
portfolio is established. Only the first iteration is
presented in the paper.

3.7. The Method’s First Iteration Results
The results of the first iteration of the method are
presented and compared in this section. Table 7 shows
the Mean Return, Variance, Standard Deviation and
VaR of the initial optimal portfolio and the hedged
optimal portfolio.

The hedged optimal portfolio was significantly
better than the initial optimal portfolio. The mean return
is 9% for initial and hedged portfolio but the financial
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risk was considerably reduced by the hedged portfolio,
i.e. 1) Variance was reduced from 22.88% to 14.67%; ii)
Standard Deviation was reduced from 47.84% to
38.30%; and iii) Value-at-Risk was reduced from
23.04% to only 0.45%.

Table 7: The Method’s First Iteration Results

Portfolio | Mean Variance | Standard | VaR
Return Deviation
Initial 0.0900 0.2288 0.4784 | -0.2304
Hedged | 0.0900 0.1467 0.3830 | -0.0045

The Six Sigma metrics of the first iteration is given
in Table 8. The Six Sigma metrics for the hedged
portfolio was also significantly improved. PNC was
reduced from 0.9112 to 0.5294, Cp was increased from
0.0348 to 0.2176 and Sigma Level was increased from
0.1115 to 0.6289.

Table 8: The First Iteration Six Sigma Metrics

Process Cp PNC Sigma
Level
Initial
Portfolio 0.0348 09112 0.1115
Hedged
Portfolio 0.2176 0.5294 0.6289

3.8. The Optimisation-Simulation-DMAIC Method
versus the Related Work

A simple comparison of the Optimisation-Simulation-

DMAIC method, i.e. the new practical approach to

ALM proposed in this paper, with the related work

summarized in Sec. 1.1 is as follows.

3.8.1. ALM

The ALM models presented by Mitra and
Schwaiger (Mitra and Schwaiger 2011) are advanced
stochastic optimisation and simulation models. The
ALM models published by Adam are also advanced
stochastic models using optimisation and simulation
(Adam 2007).

The presented Optimisation-Simulation-DMAIC
model is by nature an advanced stochastic model
applying optimisation and simulation, which is like the
models presented in the related work. In contrast, the
Optimisation-Simulation-DMAIC model uses Six
Sigma DMAIC to measure and improve the portfolio
management process in order to establish an optimally
diversified (hedged) portfolio, which is an advantage.

3.8.2. Six Sigma

Hayler and Nichols presented applications of Six
Sigma tools, e.g. Lean Six Sigma, to the financial
service-based operations, which is related to the
operational risk (Hayler and Nichols 2006). The work
of Tarantino and Cernauskas is also related to the
operational risk as they created an operational risk
framework by applying Six Sigma to improve the
financial risk management process from operational
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point of view in general (Tarantino and Cernauskas
2009).

On the contrary, the Optimisation-Simulation-
DMAIC model uses Six Sigma DMAIC in order to
establish an optimally diversified (hedged) portfolio.
This is a new concept as DMAIC is dynamically
applied to specifically reduce the ALM Market Risk in
an on-going investment portfolio management process.

4. CONCLUSION

This paper proposed a new practical and stochastic
method, i.e. the Optimisation-Simulation-DMAIC
method, for ALM risk modelling under Solvency II and
Basel III. The method combines Optimisation, Monte
Carlo  Simulation and Six Sigma DMAIC
methodologies in order to dynamically manage the
financial ALM risk (i.e. the market risk) in an on-going
investment portfolio management process. The  new
method applies the Markowitz’s Mean-Variance and
Monte Carlo Simulation methodologies in order to
determine, by using stochastic calculation, the
minimum variance portfolio that yields a desired
expected return. In addition, the new method uses Six
Sigma DMAIC to measure and improve the portfolio
management process in order to establish an optimally
diversified (hedged) portfolio.

Consequently, the synergy of the Optimisation,
Monte Carlo Simulation and Six Sigma DMAIC
methodologies, which are used by the method, provides
for a significant advantage compared to the
conventional ALM models.

This new  Optimisation-Simulation-DMAIC
method can help the financial institutions to develop or
improve their Basel III and Solvency II internal risk
models in order to reduce their capital requirements and
VaR. Reducing the capital requirements and VaR will
ultimately provide the insurance companies and banks
with higher business capabilities, which will increase
their competitive position on the market. Moreover, the
proposed method can significantly assist the financial
institutions to achieve their business objectives.
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ABSTRACT

In this paper we consider flow networks, which is an
important class of networks, and which includes, for
example, communication networks, transportation and
supply networks, oil and power supply systems, etc. In
our model, the edges are subject to failure, which may
be caused by "enemy attack”, earthquakes, disruption of
communication channels etc. Each edge is characterized
by its failure probability and flow capacity. The
network reliability is defined as the probability that the
flow between the source node and sink node is not less
than some given threshold. Our approach to flow
network reliability evaluation is based on estimating by
means of an efficient Monte Carlo simulation, the
network topological invariant called network
destruction spectrum (D-spectrum). We consider also

a design problem on flow network, namely its edge
reinforcement in order to increase in an "optimal" way
the network reliability.

Keywords: flow network, Monte Carlo simulation,
D-spectra, network reliability design

1. INTRODUCTION

The maximum flow problem is a standard problem in
operations research first solved by Ford and Fulkerson
(Ford and Fulkerson 1962). They assumed that edges
(and nodes) have some given nonrandom flow
capacities. In stochastic flow network, it is assumed that
edge (and/or node) capacities are random, which greatly
complicates the problem and its solution.

There is a vast literature on stochastic flow
networks, see (Lin 2004, 2001, Ramirez-Marquez and
Coit 2005, Younes and Hassan 2011) and references
there. Typically, the reliability of a stochastic flow
network is measured by the probability P(M > @) that
the maximal flow M which can be delivered from
source S to sink t will be no less than some critical value
.

When network edges may be in two states
(up/down), and @ =0, the reliability of the network
reduces to so-called s-t connectivity which, contrary to
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the classical maximum flow problem, is already NP-
complete since its solution is based on enumeration of
all s-t paths. Quite sophisticated methods have been
developed to solve this problem by applying Monte
Carlo methodology, see e.g. (Elperin, Gertsbakh and
Lomonosov 1991).

Further development in network reliability studies
has been made by assuming that edges capacity is an
integer-valued random variable (Lin 2001). The
proposed solution method is based on finding all
boundary points (i.e. all such path sets) which allow to
deliver the minimal demand flow ®, and on applying
the inclusion-exclusion techniques to compute the
desired reliability. The applicability of this method is
limited to rather small networks. The work (Ramirez-
Marquez and Coit 2005) deals with a similar multistate
model and introduces Monte Carlo (MC) approach. The
MC is based on comparing already identified elements
of the set of all multistate minimal cut vectors with
randomly generated system state vectors.

Also genetic algorithms have been applied for
reliability evaluation of stochastic flow networks, see
e.g. (Younes and Hassan 2011).

The purpose of this paper is to demonstrate how a
new methodology based on so-called D-spectra and
BIM-spectra can be used for analysis and design of flow
network reliability.

2. BASIC NOTIONS AND DEFINITIONS

2.1. Flow Network

We define flow network N as a pair (V, E), where V is a
node-set and E is a set of directed edges. In our model,
nodes can never fail, while edges can. If an edge fails,
we say it is down; otherwise it is up. For each edge e,
the probabilities p(e) of being up and
g(e) =1- p(e) of being down are defined. Edges are
assumed to be stochastically independent. In addition,
for each edge e=(a,b) directed from the node a to the
node b, we define the maximal flow c(e) which can be

delivered from a to b along this edge.
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Also let |V |=n,| E |= m. By state of a network we
call a binary vector (X, X,,...,X,,), where X; =1, if an

edge is up and x; =0, otherwise. We say that the

network state is UP if the maximal flow from source to
sink is not less than some given value ®,and the state
is DOWN, otherwise.

Example 1. Figure 1 below represents very simple
flow network with 4 nodes and 4 edges.

4

Figure 1: Flow Network with 4 Nodes and 4 Edges

It is easy to check that the maximal flow from
source S=1 to sink t= 3 equals 5. For example, it may
be obtained by the following flows w(i, j) ( (i, j) is an

edge defined by the nodes i and j):
w(l,2)=2,w(l,4)=3,w(2,3) =2,w(4,3) =3.

Suppose that we define the UP state for this
network as a state with maximal flow no less than 3.
Then, if for example the edge (1,4) is down, the
maximal flow equals 2, and the network is in the
DOWN state.

2.2, D-Spectrum

Let us now introduce the so-called destruction spectrum
(D-spectrum), which will play a central role in our
further network flow analysis.

It is important to stress that the D-spectrum is a
purely topological characteristic of the network which
depends only on its structure and network DOWN state
definition. D-spectrum is completely separated from
any information regarding the real stochastic
mechanism which governs system failure appearance.

Definition 1. (Gertsbakh and Shpungin 2009)

Let rx= (eil ,...,eim) be a permutation of network
edges. Suppose that initially all edges are up. Start
turning them from up to down by moving along 7 from
left to right. Fix the first element e, when the network
state becomes DOWN. The ordinal number of this edge
in the permutation is called the anchor of = and
denoted r (7).

Consider now the set of all m! permutations and
assign to each permutation probability 1/ m!. Define
the probability of the event A(i) = {r(x) =i} as

. #of permutations with r(z) =i
f, = Ay =P ) ()

m!
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Definition 2. (Gertsbakh and Shpungin 2009)
The discrete density function (i =1,2,...,m,is called

the system destruction spectrum (D-spectrum).

X
F(x)=2X f,,x=1..,m is called the cumulative D-
i=l

spectrum.

Example 1 (continued). Let us demonstrate the
notion of D-spectrum on a network given in Figure 1.
Suppose that @ =3. The total number of permutations
of 4 edges in the network is 24. Let
7=((1,2),(2,3),(4,3),(1,4)). We see that the first
index such that the network state becomes DOWN (that
is the maximal flow is less than 3) is 3. Therefore
r(z) =3 is the anchor of this permutation. After going

over all permutations we arrive at the following D-

spectrum of the given network:
1 1 1

f,=—,f, =—, f; =—.The cumulative D-spectrum is
2 3 6

1 5
therefore: F (1) = F(2)= 5’ FQ=F@#=1.

Theorem 1. (Gertsbakh and Shpungin 2009)
Suppose that all network edges have equal down

probabilities, i.e. g, =q.Then the probability that

network is in the DOWN state is given by the following
formula:

P(DOWN) = 3 F(i)g'p™ — ™ @
i=l i(m-—i)!

Rather surprising relationship (2) established in
this theorem follows from the fact that the number of
network failure sets C(x) of size X,x=1,...,m can be

expressed via the D-spectrum F(x)by means of the
following simple combinatorial relationship:

F(X)=$ (3)

m!/ (x!(m-x)!")

Formula (3) says that F(x) is the ratio of the
number of failure sets of size X among all possible sets
of size X constructed from m different elements. This
fact, in turn, follows from the definition of the
cumulative D-spectrum F(X) .

It follows from (3) and independence of network
edges that the probability associated with failure sets of
size X equals C(x)-q*-(1-q)" *. Now (2) follows
from the fact that the network is DOWN if and only if it
is in one of its failure states.

Example 1 (continued). Returning to our example
1, we calculate from (3) that there are C(1)=2 failure
sets of size 1, C(2)=5 failure sets of size 2, C(3)=4
failure sets of size 3 and one failure set of size 4. For
example, the failure sets of size 2 are all pairs of edges
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except of the pair ((1,2), (2,3)). We have by the
theorem: P(DOWN)=2qp’ +5q°p° +4q°p+q".
Now we will introduce so-called Birnbaum

Importance Measure (BIM) (Barlow and Proschan
1975) for system components. In simple words, BIM of

edge j (denoted BIM i ) is the gain of network reliability

obtained by replacing down edge j by an absolutely

reliable one. Formally, BIM i is defined as follows.
Definition 3.

BIM; =G(p;,..0;,.... Py) =G(Py, s 1oy Py, where

G(pl,...Oj ,-.» Ppy) IS the probability that the network is

DOWN when edge j is down, and G(p,,....1;,..., Py) IS
the probability that the network is DOWN when the
edge j is up.

The important role played by BIM i follows from

the fact that BIM i equals the partial derivative of

system reliability function
R(ps.s Ppy) =1=G(py,..., P,) With respect to Pj. see
(Barlow and Proschan 1975).

The knowledge of edge BIMs is the key element in

finding the optimal network reinforcement strategy. The
use of BIM in reliability practice was very limited since

typically the system reliability function R(p,,..., p,,) is

not available in explicit form.

It turns out that in the case of equal component
reliability there is a surprising connection between the
BIMs and the network D-spectrum and its modification
called BIM-spectrum which allows estimating and
ranking the component BIMs without knowing the
analytic form of system reliability function.

Definition 4. (Gertsbakh and Shpungin 2009)

Let N(x;0;) be the number of permutations satisfying
the following two conditions:

(i) If the first x edges in the permutation are
down, then the network is DOWN;

(ii) Edge j is among the first x elements of the
permutation.

The collection
{z(x, ) = N(x;Oj)-x!(m— X)/ m!}
for a fixed j and x=1,2,..,mis called the
BIM; — spectrum of edge j.

The collection of all {z(x;]),x=12,..., m}for
j=1,..,m is called the network BIM-spectrum.

Let N(x) be the number of permutations satisfying
(i) only. Denote by N(x;1,) = N(X) = N(x;0.).

Theorem 2. (Gertsbakh and Shpungin 2009) Let
p, =p,q=1-p. Then
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_Z 1 . SN S
Ble—Elm'(N(xaoj)q (1-q)

N(x1)g* (1 —a)" (4)

The hint to the proof of this theorem is the
following : the first sum in (4) equals the first term

G(pl,...Oj,...,pm)in the expression of BIMJ-

(Definition 3), and the second sum in (4) — to the
second term in BIMJ- in the same Definition 3.

Theorem 3. (Gertsbakh and Shpungin 2009)
If forall 1< x < m the inequality z(x,i) > z(x, j)

holds then BIM; > BIM ;, no matter what the values
of g are.

Suppose that the previous condition does not take
place. Than let the k be the maximal index such that

Z(X,1) # z(X, j). Suppose that z(k,i) > z(k, j).
Then there exists some value p, such that for all
p > p, the inequality BIM; > BIM; holds.

Example 1 (continued). Let us take the edge (1,2)
from the network in Figure 1 and compute z, a2)- It is

easy to see that there are 8 permutations 7 such that the
network is DOWN when the two first edges of 7 are
down, and the edge (1,2) is one of them. So

2 1.2) =8/24. We have for this edge the following BIM-

spectrum:

8 18

z =0,z =—.,Z =—.,Z =1.
1,(1,2) 2,(1,2) 24 3,(1,2) 24 4,(1,2)

For edge (2,3) we have the same BIM-spectrum, and

for edges (1,4) and (4,3) the BIM-spectrum is the

following (X stands for the edge (1,4) or the edge (4,3)).
6 12 18

=2, =—,7,, =—,
247 247 24

We see from this example that by Theorem 3, the BIMs
of the edges (1,4) and (4,3) are greater than those of the
edges (1,2) and (2,3) for all values of g.

z =1.

1,x Z4,x

3. MONTE CARLO FOR D-SPECTRA AND

BIM-SPECTRA
Exact computation of D-spectra and BIM-spectra is an
NP-hard problem. The practical way to calculate the
spectra is approximating them using Monte Carlo (MC)
methodology.  The books (Gertsbakh and Shpungin
2009, 2011la) contain a series of efficient MC
algorithms and examples of spectra calculation.

We give here a non-formal explanation of MC
algorithms adopted to our purpose.

To estimate F(x), simulate M random permutations

7 =(i,1y,....i,))of edge numbers and imitate a
sequential destruction of edges by moving along a
permutation from left to right and by remembering the
number N; of such permutations that the system went
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DOWN on the i-th step of the destruction process.
Afterwards, as an MC estimate of F(X) take the ratio
F(x)=(N,+..+ N )/ M.

Note that in order to check the state of the
network on certain step of the destruction process, we
use the Ford-Fulkerson algorithm (Cormen, Rivest,
Leicerson, and Stein 2009) for calculating the maximal
flow. If it turns out that the maximal flow is less than
@, we say that the network is DOWN.

An important fact is that there is no need to check
the network state on each step of the destruction
process. The position of the anchor in a given

permutation 7 = (eiI ,.-»€ ) can be efficiently found

by applying bisection search algorithm, which works as
m

follows. Erase the first {J edges of the permutation.
2

Check the state of the network using Ford-Fulkerson
algorithm. If the network is already DOWN, the anchor

m
should be among the first LJ positions. If the network
2

is UP, the anchor is among the remaining part of the
permutation. Proceed in a similar way by bisecting the
relevant part of the permutation until the position of the
anchor is located. On the average, the number of flow
checks is of magnitude O(log,(M)).

To approximate BIM-spectra, modify the above
procedure and count the number of

permutations M (X;0.) equal to the number of

permutations such that the system went DOWN during
the first X failures and edge j was among these X
components.

Example 1 (continued). Let us illustrate the D-
spectrum calculation on the network in Figure 1. Take
the number of permutations M=5. Denote the network
edges: (1,2)=1, (1,4)=2, (2,3)=3, (4,3)=4. Suppose that

the generated permutations are: 7, = (1,2,3,4),
7[2 = (49 39 2) 1): 72-3 = (17 39 29 4)) ﬂ4 = (27 17 39 4))
75 =(3,1,2,4). We see that in these five permutations

the network went DOWN twice on the first step, once
on the second step, and twice on the third step. So the
estimators  for F(x) are the following:

F() = % F(2)= % F(3) = F(4) =1. Naturally, these

values are far from the exact values (calculated above),
because the number M of replications is too small.
Remark. Suppose that edge up probability p is not
known exactly (as it usually takes place in practice) and
lies in the interval pe[P,;,» Pl Since network

reliability is a monotone function of its component
reliability, we have the following bounds on
R(P): R(P,;,) < R(P) <R(p,,,) These bounds may

be quite valuable in case of "fuzzy" information about
the g values.
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4. NUMERICAL EXAMPLES

4.1. Network Reliability as a Function of p
Let us consider the network from Figure 2. This

network has 15 nodes (two of which are terminals, 1
and 2) and 35 edges.

Figure 2: Flow Network with 15 Nodes and 35 Edges

The edge capacities c(a,b) are given by the Table

1. In the case two nodes, say X and y are connected by
some parallel edges, we denote them by (X,Y);, (X,¥)2
and so on. We consider also edges (a,b) with flow

going from a to b and in opposite direction. For
example, we see in the table the edges (4,8) and (8,4).
The initial maximal flow for the given capacities
equals 22.
Table 1: Edge Capacities

a,b c(a,b) a,b c(a,b
1,3 8 (8,9); 3
1,8 9 8,11 4
1,10 8 9,5 6
34 6 9,6 4
3,7 6 9,2 5
4.5 6 9,11 4
4,8 6 9,12 5
(4,13), 5 10,11 5
4,13), | 2 11,9 4
5.6 6 |(11,12),] 4
5,14 5 |ani,| 2
6,2 6 12,2 6
6.9 3 12,15 5
7,4 5 13,14 5
7,8 4 13,5 5
8,4 4 14,2 5
(8,9) 5 15,2 5
(859)2 4
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The most important characteristic of the network
is its reliability R(p) =1—P(DOWN;q) as a function of
p, p=1-q. Let us demonstrate how this characteristic

is computed using D-spectrum, for two values of the
threshold: @ =10 and ® =12. Table 2 presents the edge
cumulative spectra obtained by means of Monte Carlo
simulation of 5-10* edge permutations. For example,
the row for x=6 gives the probabilities 0.12924 and
0.20202 that the anchor for ®=10 and @ =12,
respectively, is on one of the first six positions in
random edge permutations.

Table 2: Edge Cumulative Spectrum

X F(x) F(x) X F(x) F(x)
Dd=10 | ®=12 DO=10 | ®=12

0 0 14 | .81732 | .93196
.00874 | .01144 | 15 | .88206 | .96366
.02532 | .0363 | 16 | .92814 | .98202
.05094 | .0759 | 17 | .96014 | .992
.0851 | .13134 | 18 | .9795 | .99692
12924 | 20202 | 19 | .9903 | .99916
18566 | 28702 | 20 | .99608 | .99968
25376 387 | 21| 9984 | .99998
33694 | 49746 | 22 | .99938 1
10 | 43354 | .61082 | 23 | .99976
11| .53428 | 7172 | 24 | .9999
12 | .63944 | .81052 | 25 1
13 735 .88198 | 26 1

O ([0 Q||| |W|N|—

U U U (U

With probability ~ 0.92 the anchor is greater than
5, for ® =10. So, with probability close to 0.92
network failure takes place after 5 edges have failed.
For ® =12, with probability close to 0.92 network
failure occurs after 4 edges have failed.

Table 3 presents network UP state probabilities for
various values of p. The calculations were performed
using formula (2).

Table 3: R(p)
p R(p) R(p)
O=10 | ©=12
0.1 0 0

0.2 |.000032 | .000002
0.3 |.001121 | .000159
04 .0129 .0034
0.5 .0725 .0286
0.6 2375 .1309
0.7 .5095 .3669
0.8 7819 .6826
0.85 .8809 .8206
0.9 .9485 9223
0.95 9872 9816
0.975 ] .9968 .9956

We see from the table that if, for example, we
want to guarantee that the network is UP with
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probability greater than 0.95, it is enough to demand
that edges be up with p>0.9, for ® =10.

4.2. Edge Reinforcement Problem

By reinforcing an edge we mean replacing it by a more
reliable one. This operation can be applied to a given
number k of edges. The problem is to achieve the
maximal network reliability by "the best possible"
choice of the candidates for this replacement. In the
case of equal edge probabilities we suggest the
following method (Gertsbakh and Shpungin 2009,
2011a).

1. Estimate the BIM-spectra for all edges.

2. Range the edges by their BIM's spectra.

3. Take the first k edges with the highest BIM
values and replace them by more reliable ones.

Note that this method is based on Theorem 3 from
the Section 2.

Let us consider the network from Figure 2 and let
® =10. Suppose that we can reinforce 3 edges. We
skip here the intermediate results of the calculations.
The final results are the following. The edges (1,3),
(1,8), and (10,11) must be reinforced (they are marked
bold in Figure 2). This conclusion may seem to be
intuitively obvious, but for larger and more complicated
networks similar conclusions are not so clear.

For illustration, the following Table 4 gives
estimated values Z(x;(a,b)) of BIM-spectrum for one of

the most important edges - (10,11), and a less
important edge (13,14), for even X values.

Table 4: The BIM's Spectra

X | Z(x;(10,11) | Z(x;(13,14))
2 .0037 0
4 .0207 .0034
6 .0524 .0157
8 .1008 .0474
10 .1700 .1106
12 .2592 .2056
14 3534 3183
16 4386 4217
18 5104 .5036
20 .5702 .5695
22 .6294 .6278
24 .6838 .6830
26 7423 7419
28 .8008 7997
30 .8568 .8564
32 9152 9140
34 9720 9708

We see that the values of BIM-spectrum for edge
(10,11) are consistently greater than those of edge
(13,14). Remind that this means that (10,11) is more
important than (13,14), no matter what the values of g
are.
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Remark. As it was noted, the BIM spectrum is a
topological invariant for most reliability criteria, but in
the case of flow networks the edge capacities may affect
the spectrum. Nevertheless also in this case the
topological features of the edge prevail on its capacity
value influence.

To illustrate the remark, let us take from the
network on Figure 2 two edges: (1,10) with capacity
¢(1,10)=8, and (10,11) with ¢(10,11)=5. In spite of the
difference in capacities, all values of BIM-spectrum of
edge (10,11) are consistently greater of those of edge
(1,10).

For the second example take three parallel edges
connecting nodes 8 and 9. We see from table 1 that

c((8,9),) > ¢((8,9),) > ¢((8,9)). Clearly that these

three edges have the same topological features, but here
the edge capacities affect the BIM-spectra, and we have

2(X,(8,9))) > 2(X,(8,9),) > 2(X,(8,9)3).
Note that introducing parallel edges is a way of
having edges with more than two states. For example,

two independent edges connecting nodes 4 and 13 may
be viewed as one edge with four possible capacities 0,

2, 5 and 7 with probabilities qz,q(l —-q), q(1—-q),and
(1- q)z, respectively.

5. POSSIBLE EXTENSIONS
To the best of our knowledge, there are no publications
devoted to using network D-spectra technique to the
study of network flow behavior in networks with
unreliable edges. The model considered in this paper
can be extended in several directions.

First, our method may be easily extended to the
case of unreliable nodes.

Second, we can introduce several flow sources
and several sinks.

Finally, introducing cost for edge reinforcement
(for the purpose of increasing their reliability and/or
flow capacity) will bring us to the search for the
"best" predisaster design, similar to the study made by
(Gertsbakh and Shpungin 2009, 2011b, Levitin,
Gertsbakh, and Shpungin 2010, Peeta, Salman, Gunnec,
and Kannan 2010).
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ABSTRACT

Nowadays, a chip multiprocessor following the x86-
architecture combines at least four dedicated cores. To
take benefit of this computing power, the application
has to use multiple threads. To provide the parallel
behavior for all processes and threads, the allocation has
to change frequently. Depending on the situation, this
allocation can differ and is worth to be analyzed.

The application runs a configurable amount of hard-
working threads. By interfering with the core-thread-
allocation several different scenarios have been tested.
By recording this thread-core-allocation and the
execution time, it is possible to compare the different
scenarios.

The paper shows that Microsoft Windows 7 handles the
thread-core-allocation in a lot of situations quite well.
But the exclusion of core zero provides a performance
increase. This is only useful if the number of threads is
lower than the number of available processor cores.
This situation also shows an additional interesting
incident. Windows tries to balance the load over all
processor cores very frequently.

1. INTRODUCTION

1.1. Operating System

The most actual devices use an abstraction layer
between hardware and applications. This layer is called
operating system (Tanenbaum, Moderne
Betriebssysteme, 2003). It provides a runtime
environment for the applications and handles the
hardware resources like the main processor and the
memory (Tanenbaum, Computerarchitektur, 2006). An
operating system runs many different applications at the
same time. This means that the operating system has to
share the processor time between the applications. To
provide a decent allocation the operating system has to
switch between running application in small time slices.
An application is a process. And a process can contain
one or more threads. Threads and processes are
basically in one of three different states. These three
states are “Running”, "Blocked” and “Ready”. When a
process or a thread gets created, it starts in the Ready
state. The scheduler selects one of all available Ready

Proceedings of the European Modeling and Simulation Symposium, 2012

states by using a special algorithm. When the thread
gets selected by the scheduler it gets switched into the
Running state. At this state the thread executes his code.
There are many situations, where the thread has to wait
for other resources. A resource can for example be a
File 10 or Events. The thread gets switched to the
Blocked state and has to wait until the resource is
available. When the resource gets available, the thread
gest switched to the Ready State. The scheduler can
select this thread and continue its execution. All threads
are scheduled by the operating systems scheduler.
Simple applications only run their single main thread.
This means if the program has to wait for a resource the
whole application has to block and wait for this. The
operating system runs the scheduler and switches to
another application. This happens if the application runs
only one thread like in Figure 1 at (a). This behavior can
slow down the application. To continue the execution of
the applications, the applications process has to contain
multiple threads. These threads can continue the
execution while another thread is blocking. This
multiple threads are shown in Figure 1 at (b).

But multiple threads have also another advantage. If the
machine has more the one processor core, the operating
system is able to schedule multiple threads of a process
to different cores. This can provide a performance
increase, by executing different code on different
processor cores at the same time. But this also means
that the application has to hold the data of the threads
consistent. In a multithreaded application many threads
work together to finish faster, but depending on the
application the threads are not allowed to modify the
same data as another thread. This can be avoided by
making the access exclusive for a single thread. This
can be achieved by different synchronization
mechanisms like critical sections, mutexes, semaphores,
events and similar techniques. This functionality is
provided by the operating systems API (application
programming interface). The difference between these
mechanisms is that some of them are working across the
borders of a process and others work only in a single
process. Depending on the operating systems, there are
huge performance differences.
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Figure 1: Threads and Process (Tanenbaum, Moderne
Betriebssysteme, 2003)

1.2. Multicore processors

Before the rise of the on chip multicore processors a
machine had to use multiple single core processors on a
single motherboard to gain real advantage of
multithreaded applications. These systems had to share
the data by using special bus. It was not possible to use
the on chip cache for data sharing.

Current multicore processors (David Harris, 2007)
combine multiple cores in one single chip. Figure 2
shows the architecture (David A. Patterson, 2007) of an
Intel Core i7 processor (Intel, 2011). The figure shows
that the processor combines four dedicated processor
cores on a single chip (Becchi, 2006) (Sondag, 2009).
The chip uses the shared L3 cache for data sharing
between the cores. The most actual multicore processors
are comparable, like the AMD Phenom (AMD, 2009)
and the Phenom Il (AMD, 2011). Only the Intel Core 2
Quad (Intel, 2011) uses a different design, because it
combines two dual core chips in one processor case. For
data exchange between the two dual cores the processor
has to use the main memory. Using the main memory
for data exchange on a Core 2 Quad processor causes
another performance loss, because the memory
controller of this processor was place on a second chip
on the Motherboard. This chip is called the
Northbridge. For data sharing the data has to be sent
form one core to the memory controller by using a bus
and the same way back. This is slower than using the
cache on actual quad core processors.

These multicore designs provide that the operating
system is now able to run applications in parallel. It is
also possible to share the data by using cache and the
main memory. This data exchange is very quick. But
the number of cores is not as high as the number of
runnable applications. To get an increase in
performance the application has to use multiple threads
(Akhter S., 2006). The operating system can assign
these threads to different processor cores and gain an
increase in performance. Multithreaded programming
does not gain performance automatically. This
technique has to be used intelligent. If one thread marks
the cached data of one core invalid by writing on them,
this thread has to load the data from the main memory.
This synchronization causes a decrease in performance.
Creating threads and switching the cores decreases the
performance. The threads should use the cores of a
multicore processor, but should also minimize the
needed overhead for synchronizations.
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Depending on how these threads and processes are
scheduled the performance can rise or fall. The
scheduling can be restricted by setting the thread
affinity. This is used to determine weak spots at
Windows 7.

Core 1 |Core 2|Core 3|Core 4

|
|
|
|
|
| o » RAM
|
|
|
|
|
|
|

Direct Media Interface

PCle Platform
Controller Hub

Figure 2: Intel Core i7 architecture

2. TEST

2.1. Main idea

The information that is used to find weak spots is the
runtime and the thread-to-core allocation applied over
the time. To get the information a test application is
needed. This application is able to produce a heavy
work load for every available processor core by using
multiple threads. This application has to collect the
thread core allocation and the runtime of each thread.
The threads execute simple integer operations. After
some operations the thread checks the allocation and
stores the information.

Figure 3 shows the testing application. It uses the Nokia
QT 4.7 Framework (Nokia, 2008-2011). On the top of
the application it is possible to define the number of
threads and the thread priority for the next test run.
After a run has finished the logged data can be exported
into a file in the well-known comma separated values
(csv) format.

It also supports a simple live view of the thread-to-core
allocation. But its accuracy is far away from the
standalone test with the csv export, because it only
samples the threads at a defined times slice. The sample
rate is in the range of milliseconds. This means if the
cores are faster switched, the live view will not show all
cores switches.
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Figure 3: Screenshot of the test application

2.2. Test algorithm

To produce heavy workload a filter kernel calculates
over a picture. The picture is represented by a simple
two dimensional array. The array gets divided into
stripes. Every thread has to calculate a single stripe of
the picture. Figure 4 is showing this procedure. The
integer calculation produces the work load. The size of
the image is adjustable. Because of that this is not fair
dividable, a small adjustment is made. Every thread has
to run a fixed number of steps and calculate the filter
kernel from the top left to the bottom right of their
image part. If the thread reaches the end it restarts from
the beginning until the number of calculate steps are
reached. This provides the same workload for every
thread.

To retrieve usable information at runtime it is needed to
collect the thread-to-core affinity and the time. Figure 5
shows how this is done. The number of threads and the
thread affinity is adjustable before the test run. To
retrieve the thread-to-core affinity every thread has to
retrieve the number of the core that is actually executing
code. This is done by calling the Win32 API function
GetCurrentProcessorNumber. This function returns the
number of the processor core, from which core the
function is called. Then the actual time is retrieved
(GetActualTime). Therefore the Query performance
counter of Windows is used (Microsoft, 2011). This
counter makes it possible to retrieve the system ticks.
These ticks can be converted into the time by using the
Query Performance Frequency factor. This factor
depends on the clock frequency of the processor. Before
starting the threads a base time is stored. This time is
the same for every thread. After retrieving the core
number and the time, the core number is compared with
the core number from the previous check
(CheckCoreChange). If the core number is different, the
core number and the time get stored. Then the
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calculation continues. This procedure starts from the
beginning until the needed number of calculation steps
is reached. At the end all the information of all threads
are collected and exported into the csv file. By using
this timestamps it is possible to calculate the number of
all core changes that happened while the thread was
running. It is also possible to calculate the average time
between the core changes.
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Figure 4: Picture of filterkernel
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Figure 5: Algorithm of data determination
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As a summary a thread retrieves the information this

way:

Calculate the filter kernel for its position

Retrieve the actual core number

Get the actual time

Compare the retrieved core number (step 2)

with the core number from the last check

(stored in step 5)

5. Store the core number if the core number has
changed

6. Continue with the calculation

PowbPE

" Core 3
Core 2
Core 1

Core 0
o

..... DWORD

Figure 6: Thread affinity mask

Figure 6 shows the thread affinity mask. It is a
DWORD which is 32 bit wide. This mask is used to set
the affinity for every worker thread. This is the first
thing that is done when the thread gets started.
Therefore this mask is passed to the WIN32 API
function SetThreadAffinityMask. As shown in the
picture, every bit represents a processor core. Bit zero is
for core zero and so on. If the bit for the core is true the
thread can run on the core. If the bit is false, the core is
denied. On a quad core processor only the lower four
bits are important. If the mask is not set, all cores are
allowed.

2.3. Test System
The main specification of the test system:

e Intel Core i7 860 quad core
o Turbo Boost Technology disabled
o Hyper threading disabled
Asus P7P55D Evo mainboard
12 GB DDR3 Ram
Windows 7 Professional 64 bit
Microsoft Visual Studio 2010
o C++
o 32 bit Compiler

Due to better comparison between the scenarios with
different number of threads the Intel Turbo Boost
Technology is disabled. Otherwise a single thread test
will run with higher clock rates than a test with four
threads due to dynamic frequency scaling. Hyper
threading is disabled, because it provides for every core
one additional core. But it is wanted to compere only
real quad core processors. So to disable this feature of
an Intel Core i7, this is the main difference between a
Core i7 and a Core i5 quad core processor, was the
better choice.
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2.4. Test cases

The test cases vary by the number of running threads
from one up to four threads. For every different thread
number the thread affinity is changed. The default
thread affinity is that the operating system can execute
every thread on every processor core. The second case
is that every thread can only be executed on one single
core. Thread zero can only run on core zero, thread one
can only run on core one and so on. This will avoid that
the operating system moves the threads from one core
to a different core. The third main case is that every
thread can be executed on every core, except core zero.
This should demonstrate that core zero is preferred by
the operating system. To start four threads in this
situation was skipped, because there are only three
runnable cores.

Furthermore there are some special cases tested. These
cases are that the application starts more threads than
the number of available processor cores, known as
oversubscription. Other special cases are that only one
or two threads are used. These threads are tested with
different thread affinity. This means the thread gets
bound to core zero or core three. This test should show
the interference with the preferred core of the operating
system.

3. RESULTS

Table 1 shows an example of the result of a single test
run. It represents the average core change time for one
to four threads, by using the systems default thread
affinity and the exclusion of core zero. The average core
change time describes the time between a thread gets
pushed from one core to a different core.

Table 1: Average core change time (time in ms)

Threads OS default Core zero
excluded
1 70.1 87.2
2 8.8 9.4
3 7.9 29.8
4 51.0 -

If the number of threads on a quad core processor is less
than four and higher than one, the average core change
time is below 10 ms. If the number of threads is one or
equal the number of cores the average core change time
is above 50 ms. This means the number of core switches
with two or three threads is about 5 times higher than
the number of core switches with one or four threads. If
core zero is excluded, the averages core change rate of
two threads is at least 3 times higher than the average
core change rate of one or three threads. This behavior
is shown in Figure 7. The upper screenshot of the
taskmanager shows two hard working threads, where
the threadaffinity is left at the default settings (all cores
are allowed). The load overall load stays at 50 percent,
but it is shared between all four available cores. To
produced this behaviour Windows 7 has to move the
threads from one core to an other core in small time
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slices as shown in Table 1 at two threads. When the two
threads are fixed to two cores, both cores are loaded by
100 percent and the other two cores are idle. This is
shown in Figure 7 at the bottom screenshot. This
scenario is comparable with a scenario where four hard
working threads are executed on a quad core processor,
because from the view of the process the number of
threads is the same as the number of available processor
cores.

CPU-Auslastung  Verlauf der CPU-Auslastung

CPU-Auslzstung

Figure 7: Comparison between default assignment and
fixed assignment to core zero and core one, two threads
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Figure 8: Core change comparison between 2 and 4
threads

Figure 8 shows a snapshot of the traced data. The time
slice with 10 seconds until 10.2 seconds was randomly
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chosen. The vertical axis stands for the core number
where the thread was assigned. The top diagram shows
the two thread situation. And the bottom diagram shows
the four thread situation. It is obvious that the two
threads get pushed from one core to another core much
more often, than four threads. This diagram confirms
the results from Table 1.

Table 2: Runtime in seconds

Threads (OX] Core zero | thread fixed
default | excluded to core
1 41.8 41.70 43.7
2 48.73 47.40 48.03
3 46.63 47.20 49.23
4 51.57 - 53.40

Table 2 shows the runtime in the different situations.
The time is the maximum runtime of all running
threads, this means this time describe the timespan
between the start of all threads and the stop of all
threads. The runtime of the threads don’t decrease by
the number of threads, because by increasing the
number of threads the workload gets increased by the
same factor as describe in 2.2. In every situation, except
one and two threads with core zero excluded, the default
affinity mask is the fastest.

The Table also shows that it is not possible to gain any
performance by binding every thread to a single core.
Nearly every situation provided a significantly decrease
in performance.

Table 3: special cases with two threads

assignment Runtime [s] | Difference [%]
default 48.73 0
fixed to core 48.03 -1.44
Oand 1
Core zero 47.40 -2.74
excluded
Core 2 and 3 47.33 -2.87
Fixed to core 46.80 -3.97
2and 3

Table 3 shows a special case. Therefore in every
situation only two threads are started. The thread
affinity mask is the only difference between the test
cases. The runtime is the time when both threads have
finished their work. At default the operating system is
allowed to use every processor core. This time is the
base for the difference compared to the other situations.
At fixed to core the thread zero was bound to core zero
and thread one was bound to core one. This
modification provides a slight increase in performance
by 1.44%. The exclusion of core zero is 2.74 percent
faster than the default setting. The last two situations
are, that only core two and core three are used. If the
operating system is only possible to choose between
core two and three the performance gain is about 2.87
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% compared to the default setting. If one thread gets
bound to core two and the other thread gets bound to
core three, the increase in performance is about 3.97
percent. It is obvious that Windows 7 prefers core zero
and that it is better to bind the threads to other cores if
the number of threads is smaller than the number of
available cores.

Table 4: Average and maximum runtime in seconds at
oversubscription and default thread affinity

Threads Average Maximum
runtime runtime
3 46.62 46.63
4 50.57 51.57
6 69 76.77
8 97 97.93

Table 4 shows the scenario of oversubscription. In
comparison to three and four threads the
oversubscription situations with six and eight threads
shows interesting results. The average runtime is the
average time of all threads that is needed to finish the
work, while the maximum runtime is the time that is
needed to finish all threads. If we take the average time
it is obvious that six and eight threads are slightly faster
than four threads, by including the factor that the work
increases by the same factor as the number of threads.
This looks like it would be really good to use
oversubscription, but depending on the application it is
important to take a look at the maximum runtime. When
using three, four or eight threads on a quad core
processor the difference between the average and the
maximum runtime is very low, but with six threads the
difference is much bigger. For this scenario the whole
work is done after the maximum runtime. With six
threads some threads would finish earlier than the
others.

4. CONCLUSION

Windows 7 handles most of the situations of standard
applications really well. But there are also special cases
where it is possible to increase the performance by
modifying the thread affinity to gain even more
performance. If the processor should run only one or
two threads on a quad core processor, it is possible to
increase the performance by excluding core zero. For
three or more threads no modification is needed.

If the number of threads is lower than the number of
available processor cores Windows 7 tries to balance
the work load over all processor cores. The balancing
operation causes heavy core switches and challenges the
cache coherence protocol of the CPU. In comparison to
the situation with four threads on a quad core, the core
change rate is about 5 to 10 times higher. It is possible
to decrease this rate by modifying the thread affinity.
Oversubscription is slightly faster than using the same
number of threads than available processor cores. But if
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the number of threads is no multiple of the number of
cores, the runtime between the threads differs very
much. Depending on the used scenario is recommended
to use a number of threads that is a multiple of the
number of cores.
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ABSTRACT

A deteriorating production system consisting of two
parallel machines with the production dependent failure
rates of the machine is investigated in this paper. The
machines produce one type of final products. The
demand rate for the final commodity is constant and
unmet demand is backlogged. The goal of the control
problem is to find the production rates of both machines
S0 as to minimize a long term average expected cost
which penalizes both the presence of waiting customers
and the inventory. In the proposed model, the production
rate of the first machine is higher than the production rate
of the second machine. The failure rate of the first
machine which is the main machine depends on its
production rate. The failure rate of the second machine is
constant. The proposed model is based on a Markov
decision process, and the stochastic dynamic
programming method is used to obtain the optimality
conditions. Control policy parameters are obtained by
combining analytical modelling, simulation experiments
and response surface methodology. Sensitivity analyses
of the optimal results with respect to the system
parameters are also examined to illustrate the importance
and effectiveness of the proposed methodology. The
usefulness of the proposed approach is outlined for more
complex situations where the system must deal with non-
exponential failure and multiple machines.

Keywords: production planning, stochastic dynamic
programming, numerical methods, simulation

1. INTRODUCTION

Due to the constant search for increased productivity, a
better service to clients, the number of scientific
publications in the field of failure prone manufacturing
systems has been steadily growing.

This paper investigates a stochastic deteriorating
production system consisting of two parallel machines
with the production rate-dependent failure rates of the
machine. The stochastic nature of the system is due to
machines that are subject to random breakdowns and
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repairs. The machines produce one part type; whenever a
breakdown occurs, a corrective maintenance is performed
to restore the machines to its operational mode. Our
objective is to find the production rates of the different
machines so as to minimize a long term average expected
cost including inventory and backlog costs. To solve the
optimization problem of this paper, we propose a
stochastic programming formulation of the problem and
derive the optimal production policies numerically.
Control policy parameters are obtained combining
analytical modelling, simulation experiments and
response surface methodology.

An overview of relevant literature reveals that
significant contributions have been proposed based on:
two parallel machines manufacturing systems (Sajadi et
al. 2011), one machine with the failure rate depends on
the production rate (Martinelli 2010) and a combination
of the control theory and the simulation-based
experimental design (Gharbi et al. 2011). This paper’s
main contribution lies in the study of a stochastic
manufacturing system consisting of two parallel
machines with the production dependent failure rates of
the main machine.

A common feature of this paper is that the policies
are of the hedging point type and depend on multiple
thresholds. The methodology presented in this paper can
be applied in the machining mechanical parts industry
where there are many different parallel machines. Some
of them are classical machines (constant failure rates) and
the others are degraded (if they work at faster rates, they
are more likely to fail).

2. STATEMENT OF THE PROBLEM

As illustrated in Figure 1, the manufacturing system
studied consists of two parallel machines producing one
part type denoted M; and M,. The machines are subject
to random breakdowns and repairs. The repair rate is
constant. The maximum production rates of machines are
known and the demand for finished products is
deterministic. The failure rate of M; which is the main
machine (machine whose production rate is the highest)
depends on its production rate. Then, when this machine
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works at a faster rate, it is more likely to fail. In contrast,
the failure rate of the second machine is constant. We
assumed that M, can’t meet the customer demand alone.
The stochastic nature of the system is related to
breakdowns and repairs of machines.

The state of the machines can be classified as:

e state 1 (mode 1): M, and M, are operational

e state 2: M, is operational and M, is under repair
e state 3: M, is under repair and M, is operational
e state 4 M, and M, are under repair.

We use &(t) to denote the state of the machines with
value inB={1,2,3,4}. The dynamic of the system is
described by a discrete element &(t)and a continuous

element x(t) . The discrete element represents the status

of the machines and the continuous one, the stock level.
It can be positive for an inventory or negative for a
backlog.

The discrete part of the system is a continuous time
Markov process, with a transition rate from state « to

state /4 denoted by qzﬂwitha, peB. For the
considered system, the corresponding 4x4 transition
matrix Q:[qgﬂ]is one of an ergodic process as

defined in Ross (2003).

We assume that the failure rate of the 1% machine
depends on its production rate and is defined by:
qi; If ul € (U ! ulmax]
G, if U e[0.U] (1)
with g, > Gy >0and 0<U <u,

Machige 1 uft) / N\ dn | Demad
) » ; v=b (Customers)

Machine 2 )
%)

Figure 1: System under study

The transition rates verify the following conditions:

do; 20 (o= p) 0
oy ==, 00 @3)
Pra

The transition probabilities are given by:
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* (\t+o if o2
P[é(t-két):ﬁlé(t):a]:{qaﬂ( )St+o(t) i B

1+q), () dt+o(dt) ifa=p
(4)
o(ot)

with lim———==0 forall «, € B.
ot

5t—0

Let u,(t) and u,(t)denote the production rates
of M, and M, respectively, in mode « and at time t.
The set of the feasible control policies A(a), including

U,(-) and u,(-) depends on the stochastic process & (t)
and is given by:
A(a) = {(ul ()' u2 ()) € ERZ’ O < ul (a’ ) < ulmax ‘} (5)

0<u,(a,-)<u

2max

where U, (-)and U, (-) are known as control variables, and

constitute the control policies of the problem under study.
The continuous part of the system dynamics is
described by the following differential equation:

ax(t)
dt

=u,(t)+u,(t)-d, x(0) =x (6)

Let 0 () be the cost rate defined as follows:
g(a, x,)=c'x" +¢c'x 7
The constants ¢* and ¢~ ($ per parts per unit of time)
are used to penalize inventory and backlog respectively,
X" =max (0, x),x =max(-x,0)

The problem here is to control the production rates

of the both machines. The performance criterion
considered is the expected discounted cost J(-) given by:

c _[:e”"g(a, X,-)dt
[(0)=x.£(0) =

where pis the discount rate. The value function of such

a problem is defined as follows:

Vi, x)= inf  J(a,xu,u,) VaeB )
(U, (), (-)eA(a)

In Appendix A, we present the optimality conditions
and the numerical methods used to solve them for the
value function v(-) given by equation (9). The
contribution of this research to the Hamilton-Jacobi-
Bellman (HJB) equations is that in the modes 1 and 2

where M is operational, we have four equations instead

of two equations in the case of a manufacturing system
without production rate dependent failure rate (see
equations A.3 and A.4). The next section provides a
numerical example to illustrate the structure of the
control policies.

J(a,xu,u,)=
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3. NUMERICAL RESULTS AND SENSITIVITY Where (7, 7r,and 7z;) are the limiting probability at the

ANALYSES . . .
operational modes of the machines. Note that the limiting

3.1. Numerical results probabilities of modes 1, 2, 3 and 4 (ie,

In this section, we present a numerical example for the 7T, 7T,, Tyand 7z, ), are computed as follows:
manufacturing system presented in Section 2. A four- 4
state Markov process with the modes in B = {1,2,3,4} 7-Q()=0 and Z”i =1 (12)

describes the system capacity. The instantaneous cost is
described by equation (7).

The considered computation domain D is given by: 4x4  generator matrix. Table 1 summarizes the
D:{x:—20£xs40} (10) parameters of the numerical example for which the

- feasibility conditions given by equation (11) are satisfied.
The condition to meet the customer demands, over
an infinite horizon and reach a steady state is given by:
7[1 : (ulmax + u2max) + 7[2 : ulmax + 72.3 ' u2max > d
U +u, )+7,-U+7,-u, >d
Table 1: Parameters of numerical example

where 7 = (7, z,, 7, 7,) and Q(:) is the corresponding

(11)

2max 2max

2 1 2 11

c c hl U | Yoo | Yo | d | o | d | 9 | 95 [ G5 | O | O | 2 | 9

1 2

1 100 | 05 | 070 | 12 | 065 | 05 | 05 1 1003|002|004| 01| 02]| 05|03

Figures 2 and 3 represent the production rates at The control policies obtained are the multi-hedging
mode 1 of machinesM_ and M, respectively. In these point policies. As shown within the numerical results and
_ ' ? in Figure 2 and 3, the optimal production rates can be
figures, we can see that the thresholds Z, and Z,are low expressed as follows:
because both machines are operational. The results of Upnge 1fX<2,=0.0
Figure 3 suggest that as the inventory level approaches a U  ifz <x<z =13.0
hedging point level, it may be beneficial to decrease the u,(x,1) = T =% ' (13)
production rate to gain in reliability. Figures 2 and 3 d ifx=z,
show that the production rates are set to zero for 0 ifx>z,

comfortable stock levels. Then, there is no need to

produce parts for comfortable stock levels. From the where z, and Zz, are the first and second optimal

results obtained, the computational domain of Figure 3 threshold values of M, respectively.
(M,) is divided into three regions as in Akella and
Kumar (1986) and references therein. However, the U, ifx<z,=15

computational domain of Figure 2 is divided into four _Jq iy = (14)
regions. This is the main contribution of this paper. The u,(x1)=1d, ifx=z
optimal production control policy consists of one of the 0 ifx>z,
following rules:

] . . where Z, is the optimal threshold value of M, .
1. Set the production rate of M, to its maximal value

Unlike in Figure 2 where the tendency was to use

when the current stock level is under the first less the maximal production rate of the first machine,
threshold value (z, = 0.0); Figure 4 shows that the first threshold (; —1.0) is
., =1L
2. Reduce the production rate of M, to its minimal higher than the case of Figure 2 because the machine
value when the current stock level approaches the works alone. However, the control policy is still a multi-
second threshold value (z, =13.0); hedging point po_llcy and is defined by:
) Uy 1TX<2,=1.0
3. Set the production rate of M to the demand rate .
_ U ifz,<x<z,=75 (15)
when the current stock level is equal to the second u,(x,2) = T
threshold value; 1 TX=1
4. Set the production rate of M to zero when the 0 ifx>z
current stock level is larger than the second threshold where z, and Z, are the first and second optimal

value. threshold values of M, respectively.
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Using the control policies given by equations (13),
(14) and (15), the company will be able to take into
account the availability of machines. Then, it can
minimize the total cost due to failure of machines,
allowing it to eventually maximize its total profit. The
next section analyses the sensitivity of the policies
obtained and several experimentations are conducted to
ensure that the structure of the obtained policy is
maintained and can be considered as a generalized policy
for the general problem under study.
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L e} — — — —t -~ — P~ — — - — — —
| | | | |
| | | | |
R ____1 e
| | | |
| | | |
| | | |
e e e I
K | ! | |
g | | | | |
o6 — — — — - ——d4————4+4———F——————— —
| | | | |
| | | | |
oAl - — — _ [ R T B O B
| | | | |
| | | | |
| | | | |
***** | e e A e E |
| | | | |
| | | | |
1 1 | | |
%0 10 o 10 20 0 w0
x

T T T T T
I I | | |
| | | | |
06 — — — — -4+ -k =-===I=-== =7
| | | | |
| | | | |
o5l — — — — I
| | 1 i |
| | | | |
| | | | |
o4l — — — — R e —,—,—,——
2 | | | | |
g | | | | |
g | | | | |
e T 1 O
| | | | |
| | | | |
o2l — — — — ey
| | | | |
| | | | |
| | | | |
o . [ B I e I B
| | | | |
| | | | |
| | L ! !
20 10 o 10 20 30 40
x

Figure 3: Production rate of M, at mode 1

3.2. Sensitivity analyses

A set of numerical examples are considered to measure
the sensitivity of the obtained control policies and to
illustrate the contribution of this paper. The sensitivity of
the control policies is analyzed according to the variation
of the backlog costs.

The results presented in Figures 5 and 6 show the
behavior of the production rates of machines according to
the variation of backlog costs. Based on these results, we
can see that the value of the backlog costs is not too

much impact the threshold z,. This is logical because at
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mode 1, when both machines are operational, it was less
use a first machine to its maximal production rate to take

into account its reliability. The thresholds z, and Z,
increase in order to avoid further backlog costs.
However, Z, is far less than Z, . Thus, it does not use the
second machine a lot when both machines are producing.
One prefers to use M, to its minimal production rate

because the failure rate depends on the rate of production
(for a low production rate, the probability to fail is low).

i i i i i
| | | | |
| | | | |
T T 7 -7 [
| I | | |
| | | | |
- - - - == == F---4----+-—--F----
| | | | |
| | | | |
,,,,, Ty
= | | | | |
g | | | | |
o6l — — — — [ e S A
| | | | I
| | | | |
| | | | |
***** [ e T [
| | | | |
| | | | |
o2 — — — — == == e it e
| | | | |
| | | | |
1 | | | |
%0 B o 10 20 0 o

16 T
I I I I I
| | | | Lomm=—"
pal - — — - Lo __L L ade==mTT
| [ | |
| =TT | | |
I he="_ L _ ___ L ____1____1____|
S | | | |
S | | | |
Y T A
/ I | | |
,’ | | | — 1
s ‘ ! ! |
bbb - - - - - - -~ ] mmm=—— [~ —
H | | I 22
E | | | 23
6 - — - Ll Tor————a____ ]
i T T T T
| | | | |
-t ___r____r____r____]
i T T T T
| | | | |
| | | ' |
! e e e
| | | | |
N I | | [ B—— |
o = T T T T - T T T T
1 1 1 1 |
o 50 100 150 200 250 300
Backlog cost:

Figure 5: Threshold value at mode 1 versus backlog costs

Figure 6 shows that the threshold values of M at

mode 2 increase as the backlog costs increase. We
therefore need a lot of parts in stock to avoid further
backlog costs.

Through the observations made from the sensitivity
analysis, it clearly appears that the results obtained make
sense and confirm and validate the proposed approach. It
shows the usefulness of the proposed model given that
the control policies move as predicted, from a practical
view point.
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4. PROPOSED SIMULATION BASED OPTIMAL
APPROACH

The results from traditional methods of planning in the
environment of manufacturing systems are not sufficient
to reach a comfortable level of desired performances. To
improve these methods, a combination of the control
theory and the simulation-based experimental design, as
in Gharbi et al. (2011), is used to obtain a near-optimal
control policy. This could allow the possibility of
developing more realistic cases. To quantity the policy,
which structure is given by analytical model, simulation
model are combined with experimental design and
response surface methodology to estimate the optimal
values of the policy’s parameters. In the case of non-
exponential failure distribution, the quantification
parameters are also possible with the help of the
simulation model, which can easily take into account the
nature of any probability distributions. The incurred cost
is then given by simulation model which affects the
response surface model.

The arrival demand block performs the arrival of the
demand for the production system at each 1/d unit
of time. Verification is then performed on the
inventory values. The inventory or the backlog level
is then updated.

Initialization
©) !

Arrival demand ° o o
Failure and repair M, M, Failure and repair

@ T T Control

Policy

A4 Y
State equation @ @
©)
Inventory update

Figure 6: Threshold value at mode 2 versus backlog costs

5. SIMULATION MODEL

A discrete event simulation model that described the
dynamics of the system is developed using Arena
software (Arena is a powerful modeling and simulation
software tool that allows the user to construct a
simulation model run experiments. It generates several
reports as a result of a simulation run). In order to obtain
the cost of the system for a given set of input factors, the
behavior of the system is simulated following the
diagram shown in Figure 7 with the following block
descriptions:

1. The initialization block sets the values of threshold

(z,,z,and z,), the demand rate (d), and the
machines ~ parameters  (U,u,__,u, ,d.,q.,q>,

q,, and qZ,), etc. The simulation time Tgp is also
assigned at this step.
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Figure 7: Diagram of simulation model

The M; and M, blocks represent the main machine
and the second machine respectively. The machines
are subject to random failures and repairs.

The control policy block is defined in Section 3
(Equations 13-15) for the system production rates.
The control policy is given by the output of the
inventory update block. This block permanently
sends signals to verify the variation in the stock level

x(t) .
The failure and repair blocks sample the times to
failure (MTBFland MTBF, of M, , and MTBF; of

M, ) and time to repair MTTR; ((q,,) ") and MTTR,

((az,) ™) of the first machine and the second machine

respectively.

The state equation is given by (5). It describes the
inventory and backlog variables using the production
rates set by the control policy and the variables from

the failures and repairs of machines M and M, .

The time advance block uses an algorithm provided
by simulation software. It is a combination of
discrete event scheduling (failures and repairs),
continuous variable threshold crossing events and
time step specifications.

The inventory update block updates inventories
when a unit is produced or when a unit of demand
for the final product occurs.
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9. The update occurred cost block calculates the
average total costs according to the levels of the

inventory and backlog variables (x" and x ), their
corresponding costs (¢" and ¢ ) and which machine
is producing (M, and/or M,).

The simulation runs until the current time T,o, reaches
the simulation horizon T, which is the time needed to
reach the steady state. We perform five replications of the
simulation model.

6. EXPERIMENTAL DESIGN AND RESPONSE

SURFACE METHODOLOGY
Given that an optimal solution of the stochastic control
problem described in Section 2 exists and given the
convexity property of the cost function, we define three
levels for each factor to obtain a convex estimated cost
function. For these raisons, a complete 3° experimental
design and a second-order response surface model were
proposed.

6.1. Numerical example
For the numerical example experiment in this section,
the following values are used:

d =1 units/UT, u =1.2 units/UT, U = 0.7 units/UT,

1max

u, =0.65 units/UT, (g)" =33 UT, (q”)" =50 UT,

2 max

(a;,)" =25UT, (q,,)" =10 UT,(g;,) " =5 UT,
¢’ =10 $/unit/UT, ¢ =100 $/unit/UT.

. . 7.
We also defined a new variable a=—--with
z

2
O<ac<lto ensure that the constraint 2z <z,is
respected. The minimum and maximum values of
z,andz, were first observed using simulation

experiments. The independent variable levels were then
chosen as presented in Table 2.

Table 2: Level of independent variables

Factors Low level High level
a 0 1
Z, 0 20
Z, 0 20

We selected a 3’response surface design since we
have three independent variables at three levels each.

This design leads to the completion of 81 (3’ x3)

experimental trials. To ensure that the steady state of the
cost was achieved, the simulation model was run during
25 000 months for each replication (the simulation was
run for 5 replications).
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6.2. Results analysis

The statistical analysis of the simulated data consists of
the multi-factor analysis of variance (ANOVA). This is
done using a statistical software application
(STATGRAPHICS) to provide the effects of the three

independent variables (z,z, andz,) on the dependent

variable (Total cost). The ANOVA table for this model is
summarized in Table 3. For each main effect, interaction
and quadratic effect, Table 3 includes the sum of squares,
the degree of freedom (df), the mean square, an F-ratio,
computed using the residual mean square, and the
significance level of the P-value. The factors, the
guadratics effects and the interactions were considered
significant at p-values less than 5% (p <0.05). The

R’ value of 0.9231 from the ANOVA table states that

adjusted

more than 92% of the total variability is explained by the
model (Montgomery 2005).

Table 3: ANOVA table

Sum of d.f Mean F-ratio | P-value
squares square
a | 111793 | 1 |1117.93 | 128 |0,2625
z, | 504600, | 1 | 504600, | 576,09 0,0000
z, | 170773 | 1 | 17077,3 | 19,50 |0,0000
aa | 558624 | 1 | 558624 | 6.38 |0.0139
az, | 184041 | 1 |184041| 2,10 |0,1517
az, | 435974 | 1 |43597,4 | 49,77 |0,0000
22, | 254185, | 1 | 254185, | 290,19 | 0,0000
2z, | 159201 | 1 | 159201 | 1,82 |0,1820
22, | 22071,0 | 1 | 220710 | 25,20 |0,0000
Total | 601379 | 69 | 875,912
error
Total 1 915105, | 80
(corr.)
R e = 92,32%
(z,=a*z,))

The residual analysis was used to verify the adequacy of
the model. A residual versus predicted value plot and
normal probability plot were wused to test the
homogeneity of the variances and the residual normality,
respectively. It can be concluded that the model is
satisfactory. Due to the convexity property of the value
function, the second-order response surface method was
selected. The third-order interactions and all other effects
were ignored. The estimated second-order model of the
total cost is given by:
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J =5373,144 - 145,567 -a - 33,4833-2, —11,5967 -z, +

70,4667 -a° +1,43-a-2,+6,96-a-z, +1,18833 -z, -
0,0665-z, -z, +0,350167 - .

(16)
The projection of the corresponding cost response

surfaces onto two-dimensional planes are presented in
Figures 8(a) and 8(b). The minimum of the cost function,

J"=45,03 is located at z, =11,31, 8" =0,477 (z, =5,39),

2. =10,31. These values define the best values to be
applied to the manufacturing system considered.
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Figure 9: Trend of threshold values and total cost versus backlog costs

6.3. Sensitivity analysis
Another set of experiments is considered to measure the
sensitivity of the obtained control policy with respect to

backlog costs (i.e. c¢). The following variations,
illustrated in Figure 9 ((a) and (b)) are explored and

compared to the basic case (¢~ =100).
The results show that when the backlog costs

decrease, the threshold levels of M_(z, and z,) decrease
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in order to avoid further inventory costs, z; increases.

Consequently, when both machines are operational, the
first machine has to work less to take into account its
reliability. The overall cost decrease. Increasing

c results in a tendency to increase the threshold
values z; and z, in order to avoid further backlog costs.

The total cost also increases and the threshold z,
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decreases. Thus, it does not use the second machine a lot
when both machines are producing.

It clearly appears that the results obtained and
discussed are coherent and confirm the numerical
observation in the sense that when a cost decreases (resp.
increases), the area where this costs is incurred increases
(resp. decreases). But, in the case of the second machine,

the chart of Z, gives the opposite results compared with

the  numerical method. The simulation-based
experimental design suggests using the main machine a
lot when the backlog costs increase in order to avoid
further backlog costs. We recall that the failure rates of
the main machine depend on its production rate. Then,
we have the possibility to act on its production rate.

7. CONCLUSION

Hedging point and multiple thresholds hedging point are
piecewise constant control policies that can be easily
implemented for planning of non-homogeneous Markov
failure/repair manufacturing systems. This paper has
shown that under such policies, the stock level of
manufacturing systems that produce a single part-type
can be obtained even when failure rates of the machine
depend on the production rate of parts. From the
numerical study it has been found that for two parallel
machines systems, when the failure rate of the main
machine depends on its production rate, the hedging
point policies are optimal among feedback policies and
the reliability of the machines is enhanced. This result
generalizes the results of Akella and Kumar (1986) which
are derived for a constant failure rate and the works of
Martinelli (2010) which is derived for a single machine
with production rate dependent failure rate. To optimise
the production policies, an experimental approach based
on design of experiments, simulation modelling and
response surface methodology has been used. The
usefulness of the proposed approach is outlined for more
complex situations in which analytical solutions are not
easy to obtain. In the future, we plan to extend the
proposed model to the reverse logistics (a hybrid
manufacturing and remanufacturing system) with
production rate dependent failure rates of the
remanufacturing machine.

APPENDIX A. OPTIMALITY CONDITIONS AND
NUMERICAL APPROACH

The properties of the value function and the manner in
which the Hamilton-Jacobi-Bellman (HJB) equations are
obtained can be found in Martinelli (2010). He describes
the optimal control policies (optimality conditions) for
one-machine manufacturing system with production rate
dependent failure rates. Regarding the optimality
principle, we can write the HIB equations as follows:
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where is the partial derivatives of the value
OX

function v(a, x)
The optimal control policies over A(«) of the right

hand side of equation (A.1) are (u;(-),u, (). When the

value function described by equation (9) is available,
optimal control policies can be obtained as in equation
(AD).

To solve the HIB equations, the numerical method
based on the Kushner (1992) approach as in Gharbi et al.
(2011) and references therein is used. By approximating

v(a, x) by a function V" (a, x) and the first-order partial
ov(a, X)

OX

derivative of the value function by:
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the HJB equation becomes:
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with g7, =->"q, , A"(a) is the numerical control grid
Pra

and Ind {®} :{

The system of equations (A.2) can be interpreted as
the infinite horizon dynamic programming equation of a
discrete-time, discrete-state decision process, as in
Boukas and Haurie (1990). In this paper, we use the
value iteration procedure to approximate the value
function given by equation (A.2). Charlot et al. (2007)
and references therein provide details on such methods.

The discrete dynamic programming equation (A.2)
gives the following six equations:

1if distrue

0 otherwise
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ABSTRACT

To adopt or not to adopt an innovation is a question that
is ultimately answered by individual (prospective)
customers. Their behavior is of practical relevance
because it drives the market success of new products or
services and it also constitutes an interesting area for
academic research. In the course of a research project at
the University of Vienna we have developed an agent-
based simulation to investigate this topic. During the
initial months, we reviewed numerous tools (i.e., frame-
works and modeling environments) for this purpose. In
this paper we share experiences we made in this respect
as well as later on when implementing the simulation
tool.

Keywords: agent-based modeling, innovation adoption
behavior, frameworks and modeling environments,
lessons learned

1. INTRODUCTION

The prosperity and long-term survival of many firms
hinge on their ability to systematically develop new
products and introduce them into market successfully.
Both challenges require considerable amounts of
resources, which is why practitioners have a strong
interest in the projection of an innovation’s potential
market diffusion. Agent-based simulation can capture
the complex diffusion process of an innovation on the
macro-level as a result of relatively simple micro-level
interactions between heterogeneous individuals (who,
for example, exchange information within their social
network through word-of-mouth); for a recent review of
agent-based diffusion models confer Kiesling et al.
(2012). This notion was the starting point for a research
project on quantitatively simulating and modeling the
diffusion of innovations (“QuaSiMoDI”). The endeavor
was financed by the Austrian Research Fund and ran
from 2008 to 2011.

The simulation model that resulted from the project
contributes to innovation diffusion research in that it
covers all phases of the purchasing process (ranging
from receiving initial information to post-purchase
product experiences), takes into account initial adoption
as well as repeat purchases, allows for several suppliers,
accounts for temporal as well as spatial aspects, and
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considers heterogeneous consumer preferences with
respect to multiple product attributes.

Furthermore, emphasis has been placed on illus-
trating the applicability of our work by referring to a
real product (i.e., a second generation biofuel that is
currently under development at the Vienna University
of Technology) for a particular market (i.e., Austria).
Results therefore may also be useful for practitioners
interested in this particular technology, because simu-
lation experiments for several scenarios (each with its
own strategy for price, communication, and roll-out)
were based on real data. Also policy-makers could
benefit from such simulations that enable them to assess
the impact of diverse (e.g., fiscal) measures to further
the diffusion of biofuels and contribute to environ-
mental objectives. For descriptions of previous versions
of the simulation confer Kiesling et al. (2009), Kiesling
et al. (2010), and Glnther et al. (2011).

In addition to researchers and practitioners, a third
group of stakeholders may benefit from experiences
gained in the QuaSiMoDI project, namely modelers and
programmers who are about to embark on a similar
project. It is particularly them this paper is targeted.

In the remainder we will therefore elaborate on
modeling and implementation issues. First, we provide
an overview of alternative frameworks that we con-
sidered as a basis for the implementation of our agent-
based simulation model (Section 2). Next, we describe
the platform and tools actually used (Section 3). Then,
we outline the architecture of our software implemen-
tation (Section 4). Finally, we mention some general
lessons learned from the research project that may be of
value for modelers and programmers starting a similar
endeavor (Section 5).

2. SURVEY OF AGENT-BASED SIMULATION
TOOLS
In recent years, the incursion of agent-based approaches
in many scientific disciplines has entailed the develop-
ment of increasingly sophisticated software-platforms
for agent-based modeling and simulation. Today, a
modeler selecting a platform for the implementation of
an agent-based model is therefore faced with an
abundant range of programming languages, libraries,
frameworks, and modeling environments to choose
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from. In the following, we outline the basic types of
available options.

2.1. Programming languages
A basic but viable approach is to implement agent-
based models with “plain” general purpose program-
ming languages rather than relying on specialized
software tools. Early agent-based models were typically
implemented independently following this approach
(Gilbert 2002). Today, programming the whole simu-
lation software “from scratch” still appears to be a
relatively common approach, even though it leads to
duplication of efforts and forces modelers working on
different models to repeatedly implement the same
basic functionality and algorithms. This process is
error-prone, may lead to code that is not easily acces-
sible, and impedes verification of the implementation.
Object-oriented languages such as Java or C++ are
typically used because core concepts like encapsulation,
inheritance, and abstraction fit the agent-based mod-
eling paradigm well. Types of agents are implemented
as classes; particular agents are instances (i.e., objects)
of these classes that have an internal state: agents’
interactions with one another and their environment are
implemented as methods of the agent classes.
Somewhat less common approaches build agent-
based simulations on top of computational mathematics
systems such as Mathematica (Wolfram Inc. 2012) or
Matlab (Math-Works 2012), procedural languages (e.g.,
StarLogo, cf. Resnick 1996), functional languages
(Legéndi et al. 2009), or spreadsheet software (Macal
and North 2007).

2.2. Libraries and toolkits

Specialized libraries and toolkits that provide dedicated
facilities for agent-based simulation offer modelers a
number of significant advantages over implementing a
model from scratch. First, they provide standard
mechanisms that are frequently required in agent-based
modeling, such as scheduling, event handling, random
number generation, network modeling, logging, visuali-
zation, and analysis. As a consequence, the resulting
code can be more compact, accessible and easier to
verify than custom implementations that involve large
amounts of “boilerplate” code. By providing ready-
made building blocks, standardized libraries can assist
modelers and ideally save them time, effort, and energy.

2.3. Modeling environments

While libraries may assist modelers with only limited
programming skills, they still require sufficient fluency
in the underlying programming language. Modeling
environments, by contrast, provide an entire graphical
model building interface and allow modelers to
assemble building blocks visually or with very limited
syntax. They may therefore alleviate this limitation or
require no programming at all. Such environments in-
clude, for example, Repast S (repast.sourceforge.net),
StarLogo (education.mit.edu/starlogo), Eclipse Agent
Modeling Framework (www.eclipse.org/amp), NetLogo
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(ccl.northwestern.edu/netlogo), and Anylogic (www.
xjtek.com/anylogic). The main disadvantage of all-
encompassing modeling environments is that they may
impose assumptions upon the model and limit the
modeler’s ability to control detailed aspects of the
simulation.

2.4. Prior Reviews

Several authors have reviewed available libraries and
environments for agent-based simulation in the past. In
an early survey, Gilbert (2002) provide a brief overview
of the toolkits available at that time and compare the
state of development of software tools for agent-based
simulation to the early stages of development of statis-
tical software. Tobias and Hofmann (2004) evaluate
free Java-libraries for social agent-based simulation,
comparing nineteen different characteristics across the
four platforms taken into account, and conclude that the
Repast environment (North, Collier, and Vos 2006) was
the most advanced of the libraries at the time of the
review. Railsback et al. (2006) review four main plat-
forms (NetLogo, Mason, Repast, Swarm) and compare
them by implementing a template “StupidModel” at
various levels of sophistication in each of them. In total,
they discuss sixteen intentionally simplified template
models, and provide full specifications for all of them.
Isaac (2011) refines these template models and provides
implementations in Python, which the authors deem
highly readable and more compact than implementa-
tions in other languages. Castle and Crooks (2006)
examine eight simulation platforms, focusing particu-
larly on evaluating geospatial capabilities. The most
extensive survey to date was conducted by Nikolai and
Madey (2009). The authors compare five characteristics
of 53 toolkits, viz. programming language, operating
system support, type of license, primary domain for
which the toolkit is intended, and types of support
available to the user.

We can conclude this section by asserting that
several powerful tools are available to the model builder
today. Table 1 summarizes the main contenders con-
sidered for the implementation of our innovation
diffusion model.

3. PLATFORM AND TOOLS IN QUASIMODI

Several criteria were considered in the selection of tools
for the implementation of QuaSiMoDI. First, because
the simulation was deployed on a high-performance
computing cluster, a platform-independent solution that
could be run on various operating systems (Windows,
Mac OS X, Linux) was required. Java-based frame-
works offer significant advantages in this respect,
because the resulting simulation program is portable
and can easily be deployed on any computing platform
without recompiling the code. Furthermore, the
simulation returns consistent results irrespective of the
underlying computing architecture, which is not guar-
anteed when natively compiled code is used. Moreover,
almost all available Java-based frameworks can be
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Table 1: Selected agent-based simulation frameworks

Framework Website Language(s) | License Reviewed in
AnyLogic (Garifullin, www.xjtek.com/ UML-RT, Proprietary | Castle and Crooks
Borshchev, and Popkov 2007) Java (2006); Nikolai and
Madey (2009)
Ascape (Parker, 2001; Inchiosa, | ascape.sourceforge.net Java BSD Gilbert (2002); Nikolai
2002) and Madey (2009)
MASON (Luke et al., 2004) www.cs.gmu.edu/~eclab/ | Java Academic | Castle and Crooks
projects/mason/ free, open | (2006); Railshack et al.
source (2006); Nikolai and
Madey (2009)
NetLogo (Tisue and Wilensky, | ccl.northwestern.edu/ NetLogo Freeware, | Castle and Crooks
2004) netlogo/ language not open (2006); Railsback et al.
source (2006); Nikolai and
Madey (2009)
RePast (v 1-3) (North, Collier, repast.sourceforge.net/ Java BSD Gilbert (2002); Tobias
and Vos, 2006) repast_3/index.html (RepastJ), and Hofmann (2004);
Python Castle and Crooks
(RepastPy), (2006); Railsback et al.
C++, .net (2006); Nikolai and
(Repast.net) Madey (2009)
Repast S (North et al., 2005) repast.sourceforge.net/ Java, BSD Nikolai and Madey
repast_simphony.html Groovy (2009)
StarLogo education.mit.edu/ StarLogo Freeware, | Gilbert (2002); Castle
starlogo language not open and Crooks (2006)
source
Swarm (Minar et al., 1996) WWW.swarm.org Objective C, | GPL Gilbert (2002); Tobias
Java and Hofmann (2004);
Castle and Crooks
(2006); Nikolai and
Madey (2009)

easily complemented with any of the wide array of
software libraries available for the Java programming
language. As Java is the main programming language
for many frameworks (e.g., 42% of the frameworks
reviewed by Nikolai and Madey 2009), the number of
available options fulfilling the first criterion is large.

Second, the continuous time approach we chose for
QuaSiMoDI requires appropriate discrete event mecha-
nisms, i.e., means for maintaining and processing a list
of scheduled events. (Note that in such an approach new
events can be scheduled for any future point on a
continuous timeline, which is why scheduling mech-
anisms for events within the same “time period” as in
discrete time approaches become dispensable.) Because
most frameworks are based on a discrete time approach
and unfold their full potential only in a discrete time
setting, the number of candidate platforms was signifi-
cantly reduced when this requirement was taken into
account.

From the remaining options, we finally chose
MASON (Luke et al. 2004), a fast discrete-event multi-
agent simulation core written in Java that also provides
a fast Mersenne Twister (Matsumoto and Nishimura
1998) implementation for pseudo-random number
generation. MASON is open source, lightweight, and
can be run without a graphical user interface or
visualization on a headless server. It also provides
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checkpointing capabilities and allows for simulation
runs to be dynamically migrated across platforms.

The simulation was implemented in Java SE6 using
several additional libraries and tools as summarized in
Table 2. The list includes a number of standard tools,
specialized Java libraries that provide functionality
required in the simulation, and common tools for
statistical analysis of results and automation of the
simulation process as outlined in the following sections.

3.1. Basic Java tools
The first group of tools used in the implementation
consists of Apache Maven, Apache Commons and
Apache Log4j, XStream and jUnit. We used Apache
Maven to manage builds and dependencies of the
various Java libraries.

Verification of micro-level mechanisms is crucial
in agent-based simulations, because implementation
errors cannot easily be detected and traced in the
simulation’s emergent macro-level output. We therefore
conducted extensive unit tests of all major model
components and mechanisms on the micro-level with
junit.

The recording of detailed information results in the
generation of a considerable amount of data. Therefore,
a flexible logging facility that provides mechanisms to
selectively activate or deactivate output at runtime and
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that is executed in a separate thread that is independent
of the main simulation program can provide significant
performance benefits (particularly on multi-core com-
puters). Apache Log4j fulfills these requirements and
was used to produce both comma separated output for
analysis and optional human readable textual log files.

Finally, we aimed for a highly generic and versatile
simulation that is fully configurable at runtime. To this
end, all model inputs as well as the configuration of
parameters can be performed through human-readable
XML files. XStream, a fast XML serializer and de-
serializer, was used to read these XML files and import
parameters into the simulation.

Table 2: Platform, libraries, and tools used

Component | Website Purpose
Java SE6 java.sun.com Implementation
of the simulation
MASON WWW.cs.gmu.edu/ Agent-based
~eclab/projects/ simulation core
mason
Apache maven.apache.org Build
Maven management
jUnit www.junit.org/ Unit and
integration
testing
CERN Colt | acs.Ibl.gov/software | Probability
library [colt distributions,
statistics
JUNG jung.sourceforge.net | social network
generation and
visualization
GeoTools | geotools.codehaus. | Geospatial
GIS toolkit | org model, shapefile
reading, distance
calculations
Apache www.apache.org Utility classes,
Commons, logging of output
Log4j and simulation
results
XStream xstream.codehaus. XML deseriali-
org zation for para-
meter and confi-
guration files
Perl www.perl.org Automation of
parameter
sweeps and
analysis process
GnuR www.r-project.org | Analysis of
results; graphs

3.2. Specialized libraries

A number of specialized libraries were required to
implement various aspects of the model. First, the
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model incorporates probability distributions in many
places. The CERN Colt library (more precisely, func-
tionality provided in the cern.jet package) was therefore
a valuable resource that allowed for a very generic
implementation without “hardcoding” any distributions
into the code. The resulting simulation tool allows
modelers to select from various types of distributions
for specific simulation scenarios at runtime through
configuration of XML parameter files.

Next, the Java Universal Network/Graph Frame-
work (JUNG) was used for visualizing, reading,
writing, and analyzing the social networks. This library
also provides implementations of some of the genera-
tive network algorithms.

Finally, we used GeoTools GIS toolkit to imple-
ment the geospatial model and read population density
data in ESRI shapefile format.

3.3. Tools for analysis and automation

Gnu R was used extensively to analyze and plot data.
Bash and Perl scripts came into play for automating the
simulation process, the discretization of data, and the
analysis as well as plotting of results.

4. IMPLEMENTATION

Major design objectives for the implementation of the
simulation included (i) reproducible results, (ii) pro-
vision of a flexible parameterization mechanism, (iii) no
“hardcoding” of parameter values in the program code,
and (iv) scalability and support for parallelization.

The first objective was achieved by initializing the
random number generators in the simulation with
random seeds from a configuration file. Integration tests
were performed regularly during the implementation
process to ensure that simulation runs with the same
parameter sets and seeds always yield identical results.

The second and third objectives were achieved by
means of a convenient parameterization mechanism
based on a number of separate XML files, each of
which configures particular aspects of the model. Major
advantages of this method are that the parameter files
are human-readable, can be easily edited, and that they
can be validated against XML Schemas (XSD). The
partitioning into separate files allows for their reuse in
multiple scenarios and avoids redundancy. In order to
simulate the diffusion of an innovation at varying price
levels, for example, the same set of parameter files can
be used for all price levels, with the sole exception of
the pricing policy file. A single line that points to the
pricing policy to use in the simulation has to be edited
in a configuration file that binds the parameter set
together (run.xml). The left-hand side of Figure 1
illustrates the configuration files and their relations.
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Figure 1: Architecture and simulation workflow

The fourth objective was achieved by dividing the
steps in the simulation process into distinct program
modules. Rather than optimizing for parallelization
within individual replications (i.e., use of multiple
processing cores to process events in a simulation run),
we designed the simulation tool in a way that a set of
runs with varying random seeds can be performed in
parallel on multiple cores or computing nodes and
results can then easily be collected, aggregated, and
analyzed in a separate step. In particular, the following
four distinct steps are performed for each simulation
scenario, as illustrated in Figure 1: (i) Modeling of the
scenario to simulate in a number of configuration files,
(ii) simulation of the scenario for the number of repli-
cations specified, (iii) discretization and aggregation of
results of individual simulation runs, and (iv) plotting
and analysis of results.

5. GENERAL LESSONS LEARNED

General lessons learned in the course of the QuaSiMoDI
project that go beyond the selection of suitable frame-
works and modeling environments can be roughly
divided in four groups. Firstly, there is a need for a
sound empirical foundation; “just” setting up an agent-
based model and to implement the corresponding
simulation tool is no longer sufficient in order to make
some valuable contribution to the field. Instead it is
essential (and strongly demanded by many reviewers) to
mirror micro-level factors and processes from real
markets. In the QuaSiMoDI application case we there-
fore organized a focus group for criteria identification,
performed a conjoint analysis for consumers’ preference
elicitation, and did additional empirical social research
with a standardized questionnaire in order to secure
additional information on the structure of the underlying
social network and the communication behavior of
(potential) customers. All in all, these activities have
cost several months of work (and also financial
resources for the market research institution that
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provided us access to their representative panel), but, in
retrospective, it was worth the effort.

Secondly, it turned out that both the structure of
the social (communication) network and corresponding
parameters (e.g., concerning communication frequency)
have considerable impact on simulation results. This
raises a number of promising topics for further research,
e.g., investigating stylized social network characteristics
that are prevalent in different types of (consumer)
markets. Unless sufficient evidence is available in
literature, we strongly recommend placing particular
emphasis on empirical data acquisition in this respect.

Validation of simulation results forms a third
challenge that has to be mastered. For QuaSiMoDI we
performed (i) a conceptual validation for which, as an
example, we grounded our innovation decision-process
on Roger’s (1962) well-established framework, (ii) an
internal validation with extensive unit and integration
testing, (iii) a micro-level external validation for cali-
bration (e.g., with a check for implausible values or
inconsistent preference values from the conjoint analy-
sis) as well as for verification (e.g., whether the micro-
level output concerning choice of gas station is
consistent with reported behavior or whether agents’
communication behavior reflects assumptions), (iv) a
macro-level external validation for which we performed
a face validation with experts and also compared simu-
lation results with data for market diffusion of premium
(fossil) fuels from Germany, and (v) a cross-model
validation for which we replicated stylized facts forma-
lized in the model by Bass (1969).

Finally, it was essential to gather a team of experts
with complementary competences. For the QuaSiMoDI
project they came from the fields of innovation manage-
ment, marketing, organization studies, sociology, opera-
tions research, and IT. On a personal note, working in
such an interdisciplinary team made “tons of fun” (as a
former colleague from the University of Texas would
have phrased it) and certainly has been among the most
appealing aspects in pursuing this endeavor.
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ABSTRACT

In this paper, the high speed train interior noise
reduction performance of the multi-channel ANC
system was evaluated. A 1x2x2 multi-channel ANC
algorithm was used for this purpose because high speed
train interior noise has various noise sources.
Experiments were carried out at two positions in floor,
using pure-tone noise, to find the optimal positions of
the control speakers and error microphones. At the
selected optimal position, an ANC system performance
evaluation experiment was carried out at variable
heights, using high speed train interior noise. As a
experiment result, the active noise control system
shown good performance in the near position and high
position from primary noise.

Keywords: Active noise control, multi-channel FXLMS,
Noise canceling

1. INTRODUCTION

In terms of speed and reliability, the high speed train
technology can reach the levels of the corresponding
technologies in advanced countries, but interior noise
reduction technological development is more needed.

In high speed train, passive interior-noise control
system was applied to meet the interior-noise legal
standards by structural design of the vehicle, but the
passenger’s demand for a pleasant environment has not
still satisfied.

In addition, the use of the passive noise control method
for interior-noise reduction increases the vehicle’s
weight and the fuel consumption. Therefore, active
noise control research is needed [1].

In this paper, the experiment of the ANC system
performance evaluate has been performed using pure-
tone noise and high speed train interior noise, according
to the positions and heights of the control speakers and
error microphones.

2. MULTI-CHANNEL ANC SYSTEM

2.1. The multi-channel FXLMS algorithm[2~4]
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Noise i;mary Noise Error
Source O Microphonde).
Reference Canceling
Microphone Loudspeaker
x(n) y(n) e(n)
> ANC |6 S(2)

Figure 1: ANC system in duct
In the active noise control system, as shown in Fig. 1,
noise signal x(n) dose not correspond to control signal
y(n) due to the additional path transfer function S(z)
existing between error signal e(n) and control signal
y(n). Thus, it will result in system instability. The FIR

filter can solve this problem by updating a weight
vector after the estimation of the secondary path to

S (z). This method is called the FXLMS ANC system.
Fig. 2 shows the structure of the FXLMS ANC system.

x(n) d(n) e(n)

3
> L >

A 4
=
S

h 4
=
=
h 4
w
=

LMS

N

Figure 2: Block diagram of the FXLMS algorithm

Because the high speed train has a variety noise sources,
the multi-channel ANC system should be applied to it
instead of the existing single-channel ANC system.

The multi-channel (1x2x2, one noise source speaker,
two control speakers, two error microphones) FXLMS
algorithm was used for the reduction of the interior
noise of a high-speed train. It has two primary transfer
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functions, four secondary path transfer functions, and
four estimated secondary path transfer functions.

[
Pi(z)
L{ z
A
—)| Su(z) Wi (z)
[
m——>| $12) LMs#1

5| A
S12(z) LMS#2
s A
S2(2) W2 (2)
1]

L
7 P2(2)
Figure 3: The Multi-channel FXLMS algorithm

Fig. 3 is block diagram of the multi-channel FXLMS.
Here, *(") is the input signal, Y1(":72(") are output

signals, 41(M-4>(") gre reference signals, € ("-€>(1)

F(2),5(2)

are error signals, are primary transfer

functions, Su(2)~8(2) gre secondary path transfer

functions, 511(2) ~522(2) are estimated secondary path

Wi (2).W,(2)

transfer functions, and are adaptive filters.

3. SIMULATION

In this paper, the simulation were performed for high
speed train interior noise reduction using open-space
noises and tunnel noises. The simulation were
performed in two positions. Two positions are shown in
Fig. 4. The control speakers were located at the center.
The distance between the control speakers and the error
microphones is 75cm, and the control speakers height is
50cm.

Figure 4: The ANC system position in the test-bed

The simulation were performed to compare the

performance of the ANC algorithm in positions @ and
@ using 2 noises(The open space — window, aisle; and

the tunnel — window, aisle; speed is 200~250km/h).
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3.1. The simulation of open-space noise

In the simulation, all the conditions are same, as follows.
The step size : 0.0005, filter order : 256.

[Pa]

Time[sec]

(a) The interior noise of high speed train in the
open-space section

Erwar Mic 1 [P3]

0 5
Timefsec] Timsjsac]

(b) The error mic 1 and 2 in position @

Error Mic 1 [Pa]

Error Mic 21Pa]

[ ) 5 0 5
Timefsec) Timefses)

(¢) The error mic 1 and 2 in position @

Figure 5: The simulation results of open-space window
noise

In the simulation results, position @ was reduced by

43.3dB on average, and position @ was reduced by
36.6dB on average.

3.2. The simulation of tunnel noise
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[Pa]

Time(sec]
(a) The interior noise of high speed train in the
tunnel section

Ermor Mic 2 [Pa)

10 H
Time[sec] Timelsec]

(b) The error mic 1 and 2 in position @

5 10 5 0 5 i 1
Timejsec| Timalsac]

(c) The error mic 1 and 2 in position @
Figure 6: The simulation results of tunnel window noise

In the simulation results, position @O was reduced by

38.3dB on average, and position @ was reduced by
32.1dB on average.

4. PERFORMANCE EVALUATION OF ANC
SYSTEM

To evaluate the performance of the ANC algorithm, the
following test bed experiment was performed. First, a
pure-tone experiment was performed to find the optimal
position of the control speakers and error microphones.
In the pure-tone experiment, a good reduction effect
position was selected, and the performance of the ANC
algorithm was evaluated using the high speed train
interior noise. The test bed’s size was downscaled
(length — 573cm, width - 290cm, height - 246¢cm) as
compared with the actual size (length - 1870cm, width -
290cm, height - 348 cm), but the other parameters were
similar.
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4.1. Pure-tone experiment
The pure-tone experiment was performed to compare

the performance of the ANC algorithm in positions @
and @ using 120, 280, and 360Hz pure-tones.

Figure 7: The ANC system p0s1t10n in the test-bed
for pure-tone

The control speakers were located at the center. The
distance between the control speakers and the error
microphones is 75cm, and the control speakers height is
50cm.

NV

(before ANC) (after ANC)
(a) The 120Hz pure tone experlment result in @

(before ANC) (after ANC)
e z pure-tone experiment result in
(b )The 280H i Itin ©

(before ANC)

(after ANC)

(¢) The 360Hz pure-tone experiment result in O
Figure 8: The experiment results using pure-tone noise

In the experiment results, position @D was reduced by

6.5dB on average, and position 2 was reduced by
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3.6dB on average. The reduction effect was more

effective at position @ near the noise source.

4.2. High speed train interior-noise experiment

The high speed train experiment was performed in
position @, which shown a good result in the previous
experiment. Each noise was divided as follows: open
space - window, aisle; and tunnel - window, aisle. Fig. 9
is ANC system in the test-bed.

Figure 9: The ANC system in the test-bed at the 50cm
height

(before ANC) (after ANC)

Figure 10: The open-space window noise experiment
result with 50cm

(before ANC)

(after ANC)

Figure 11: The tunnel window noise experiment result
with 50cm

In the experiment results at the 50cm height, the open-
space-window noise was reduced by 6dB on average,
and the open-space-aisle noise was reduced by 5.8dB on
average. On the other hand, the tunnel-window noise
was reduced by 4.7dB on average, and the tunnel-aisle
noise was reduced by 4.8dB on average.

In the graph, the first wave is the noise source signal,
the second is the waveform of error microphone 1, and
the third is the waveform of error microphone 2.

Fig. 12 shows that the speakers and microphones
heights were changed to 80cm. To evaluate the
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performance of the ANC algorithm depending on the
height change, the speakers and microphones were
placed at a height of 80cm. Like the previous
experiment, the high speed train experiment was
performed using open-space and tunnel noises.

\

v Al ]
Figure 12: The ANC system in the test-bed at the 80cm

height

(before ANC) (after ANC)
Figure 13: The open-space window noise experiment
result with 80cm

(before ANC)
Figure 14: The tunnel window noise experiment result
with 80cm

(after ANC)

In the experiment results at the 80cm height, the open-
space-window noise was reduced by 7.1dB on average,
and the open-space-aisle noise was reduced by 5.8dB on
average. On the other hand, the tunnel-window noise
was reduced by 8.3dB on average, and the tunnel-aisle
noise was reduced by 7.5dB on average.
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4 . 5 b L
Figure 15: The ANC system in the test-bed at the
110cm height

In the experiment results at the 110cm height, the open-
space-window noise was reduced by 10.6dB on average,
and the open-space-aisle noise was reduced by 10.1dB
on average. On the other hand, the tunnel-window noise
was reduced by 11.4dB on average, and the tunnel-aisle
noise was reduced by 10.8dB on average.

I, ey

(Before ANC) (After ANC)
Figure 16: Open-space window noise experiment result
with 110cm height

(Before ANC) (After ANC)
Figure 17: Tunnel window noise experiment result with
110cm height

5. CONCLUSION

In this study, simulations and ANC system performance
evaluation experiments were carried out at various
positions and heights, using pure-tone noise and high
speed train interior noise. The results were as follows:
First, the result of simulation using multi-channel
FXLMS algorithm show average reduction index by
39.9dB in the open-space section, and show average
reduction index by 35.2dB in the tunnel section.
Therefore, applying the active noise control in the
tunnel section was more effective than open-space
section.

Second, for the pure-tone noise experiment at various
positions, at a location near the noise source, the noise
was reduced by 6.5dB on average, and at a location far
from the noise source, the noise was reduced by 3.6dB
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on average. In this experiment, better results were
shown at the location near the noise source.

Third, the high speed train noise experiment was
performed at the position where the position was
selected in the previous experiment. The results of the
experiment at the 50cm height are as follows: the open-
space noise was reduced by 5.9dB on average, and the
tunnel noise was reduced by 4.8dB on average.

Fourth, the results of the high speed train noise
experiment at the 80cm height are as follows: the open-
space noise was reduced by 6.5dB on average, and the
tunnel noise was reduced by 7.9dB on average.

Fifth, the results of the high speed train noise
experiment at the 110cm height are as follows: the
open-space noise was reduced by 10.4dB on average,
and the tunnel noise was reduced by 11.1dB on average.
Finally, As simulations and experiment results, the
active noise control system shown good performance in
the near position and high position from primary noise.
In the future, more experiments are needed at various
locations to find the optimal positions of the control
speakers and error microphones. There is a plan to
expand the multi-channel system into a 2x2x2 or 2x2x4
system.

Table 1: The result of experiment(Error Mic 1)

The
. height | Before | After | Reduc
. Noise .
Section osition of ANC ANC tion
P ANC | [dB] | [dB] | [dB]
system
99.8~ 94.8~
S0em 103 | 972 | 97
. 99.5~ 93.7~
Window | 80cm 103.4 96.7 6.3
98.5~ 90.1~
Open- Ho0em | 1076 | 929 | O
space 95.6~ | 89.4~
S0em 1 gg7 | 935 | 7
. 92.8~ 89.7~
Aisle 80cm 993 932 4.6
95.9~ 86.9~
110cm 99 4 90 4 9.0
101.7~ | 96.8~
S0cm 1033 | 994 | 44
. 101.8~ | 94.2~
Window | 80cm 103.9 959 7.8
100.5~ | 89.5~
Tl 110cm 103.4 912 11.6
unne soem | 1020~ [ 984~
¢ 103.8 | 99.2 ’
. 102.1~ | 959~
Aisle 80cm 104.0 968 6.7
99.8~ 90.5~
110cm 104.2 93 4 10.1
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ABSTRACT

This paper presents a multi-actors distributed control
systems in an unknown environment. These actors are
reactive entities able to react to the stimuli coming from
the environment and to choose between several actions.
In order to improve their behaviour (i.e. in order to
choose the good action) in the course of time, the multi-
actors system must be able to use reinforcement
learning. This signal of reinforcement is, until now, a
signal whose values are previously defined. We propose
to raise this technique by using the Shannon’s entropy
to measure the coherence of the action choice using the
transformation of the reinforcement signal table. This
stage, of local training will allow the improvement of
the control of the global system and coordination
between the various actors. The results of the simulation
show that the actor can learn to control its trajectory
efficiently.

KeyWords: Reinforcement learning, distributed control,
Q-learning, multi-actors systems.

1. INTRODUCTION

The multi-actors systems in which actors must learn
together how to achieve a common task, this constitutes
a very active field of research (Claus 1998), (Littman
2001), (Hu 1998). A difficulty in such systems is of
knowing how to coordinate the actors effectively so that
they gain ones from the others without harming any of
them. The reactive actors considered in this article react
to receive stimuli of the environment.

These actors can be observed but, contrary to the
cognitive actors, they cannot communicate. As an
example of a distributed control system we consider a
robot model with several sensors (actors) moving in an
unknown environment. The planning of coordination
and communication between the actors is not effective.
It is then interesting to resort to training, such as the
reinforcement learning which is based on a process
test/error to acquire the desired behaviour. The object of
this work is to study and develop a method of learning
for multi-actors systems with the use of the theories of
data fusion (Shannon’s entropy) to measure the
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coherence of the choice of the action by the
transformation of the reinforcement signal table.

2. REINFORCEMENT LERANING

Reinforcement learning, is one of the most active
research areas in artificial intelligence, it is a
computational approach for learning whereby an agent
tries to maximize the total amount of reward it does

receive when interacting with a complex, and uncertain
environment.

In the standard reinforcement learning model an
agent interacts with its environment (Sutton 1998). This
interaction takes the form of the agent sensing the
environment based on this sensory input, this enable
choosing an action to perform in the environment. The
action changes the environment in some manner and
this change is communicated to the agent through a
scalar reinforcement signal.

There are three fundamental parts of a
reinforcement learning problem: the environment, the
reinforcement function, and the value function.

Reinforcement signal (1)

Actor

A A

Critic

action function

A A

Figure 1: The actor-environment interaction in
reinforcement learning.

Q-learning (Zennir 2004) is a recent form of
Reinforcement Learning algorithm that does not need a
model of its environment and can be used online.
Therefore, it is very suited for repeated games against
an unknown opponent. Q-learning algorithms works by
estimating the values of state-action pairs Q(s,a).



The value Q(s,a) is defined to be the expected
discounted sum of the future payoffs obtained by taking
action “a” from state “s” and following an optimal
policy thereafter. Once these values have been learned,
the optimal action from any state is the one with the
highest Q-value. Its simplest form, /-step Q-learning is

defined by
O(s,a) <« Q(s,a) + a.[r +y.max,, O(s',a")— Q(s,a)] (D

e o : learning rate, y: discount factor.

In this case, the learned action-value function, Q,
directly approximates Q¥*, the optimal action-value
function, is independent of the policy being followed.
This dramatically simplifies the analysis of the
algorithm and enabled early convergence proofs. The
policy still has an effect in that it determines which
state-action pairs are visited and updated. However, all
what is required to correct the convergence is that all
pairs continue to be updated.

As we have discussed before, this is a minimum
requirement in the sense that any guaranteed method
must fulfil this requirement to find optimal behaviour in
the general case. Under this assumption and based on
the usual stochastic approximation conditions on the
step-size sequence, Q has been shown to converge with
probability one to Q.

The Q-learning algorithm is shown in procedural
form in Figure 2.

/ Initialize Q(s,a) arbitrarily \
Repeat (for each episode):

Initialize s

Repeat (for each step of episode):

Choose “a” from “s” using policy derived from Q
(e.g., e-greedy)

Take action “a”, observe “r”, s’
O(s,a) < O(s,a) + afr +y.max,, O(s',a") - O(s,a)]

S—s’;

\ Until “s” is terminal /

Figure 2: Q-learning algorithm.

Shortly, we have:
e ¢ Probability to use a random action instead of
the optimal policy.

It was proven, for example in (Jaakkola 1994), that if
spaces of states and actions S and A are finished, if o is
such as:
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Sa =
t

and D a < )

This algorithm is for one actor, but where more
than one actor work in the same space we have other
algorithms adapted for this new context.

3. REINFORCEMENT LEARNING IN A
MULTI-ACTORS CONTEXT

Let us consider a system made up of N actors A; (i=1...

N) whose interaction with the environment is defined

by:

- A space actions oi={ajj... ,ajj... ,aini} for each actor A;

(i=1... N), with N;=card(a;);

- A space states S={si,... ,Si... ,Sm};

At the times "t", each actor carries out an action
which is clean on the basis of state preceding "s;" of the
environment. These joint actions (a;... aj... ,ay) (with
a;e0;) cause a transition towards the state "s’" (the
apostrophe meaning the moment "t+1"). According to
architecture used, one critic’s function allows to reward
the actors. Among architectures of training by
reinforcement the most used, we distinguish centralized,
distributed and multi-actors architecture.

With a centralized approach of the reinforcement
learning, state information are collected only in one
decision centres, which updates the utility values and
decides actions for each actor. By indicating |A| the
number of achievable actions by each actor (the number
is identical for all the actors without loss of
generalization), and |S| the number of states attainable
by the system, the table of Q(s, a) in memory is of size
ISI*|A™.

A same reinforcement signal is allotted to all the
actors whatever the contribution of each one of those to
the success or the failure of the common task. The
expected advantages of this centralized approach are:

e A global vision of the system, allowing
examining the all situations accessible by the
actions from the actors.

e The possible problems of coordination between
actors are solved on a single level of decision.

This approach presents the following inconvenient:

e The total system is sensitive to the failure of
the single decision centres.

e The number of pair state/action (s, a) grows
exponentially with the number of actors.

e Beneficial actions on the global system can be
penalizing for an actor, because it is not held
account of the local constraints.
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3.1. Distributed architecture

With a distributed architecture (Zennir 2003) the actors
do not receive necessarily the same information of state
or the same signal reinforcement, and perform their own
training. By supposing that N actors share the same
information of state, the number of Q(s, a) to update is
N*|S|*|A|. The expected advantages of this distributed
approach are:

e A greater flexibility (facilitated adaptation to
the unforeseen modifications of the
environment).

e A greater reliability (the individual error is
tolerated).

e A greater robustness (the capacity of resolution
results from the collective and not from an
individual).

e Fach actor can take into account local
constraints.

e The number of pair state/action (s, a) grows
proportionally with the number of actors.

In the distributed reinforcement learning approach,
the strategies which can follow the actors implied in the
same task can be individual or collective. According to
an individual strategy each actor carries out his learning
by ignoring the other actors. That amounts of learning
by applying the algorithms acts as if each actor were
alone.

The environment of the actor is then non stationary
bus during the learning, a "a" share carried out since the
same state "s" always does not lead to the same state "s"
because the state reached depends on the actions of the
other actors.

II AN
[ I‘N
1A ]
A Ll CF
<
_ «N»
- T ..
1 Critic
Function
Actions «in
(ala"'aair-'aaN) C.F
«1»
A

tate (s)

Figure 3: Distributed approach of reinforcement
learning: one reinforcement signal « r; » for each actor.

But this architecture presents the following
difficulties: Within the context of a collective task the
consequences of the action of an actor depend on the
actions of the other actors.
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e  When they are defined, the local goals pursued
by each actor must be compatible with the
global objective.

e Mechanisms of co-operation among which,
synchronization, collaboration, coordination
can be necessary.

3.2. Multi-Actors architecture

Learning behaviours in a multiagent environment is
crucial for developing and adapting multiactor systems.
Reinforcement learning techniques have addressed this
problem for a single actor acting in a stationary
environment, which is modelled as a Markov decision
process. But, multi-actors environments are inherently
non-stationary since the other actors are free to change
their behaviour as they also learn and adapt. Hu (Hu
1998), (Zennir 2004) extended the Q-multi-actor
algorithm to general-sum games.

The extension requires that each agent maintain
values for all the other actors. Also, the linear
programming solution used to find the equilibrium of
zero-sum games is replaced with the quadratic
programming solution for finding an equilibrium in
general-sum games.

The game must have a unique equilibrium, which is
not always true of general-sum stochastic games. This is
necessary since the algorithm strives for the opponent-
independence property of Q-multi-actors, which allows
the algorithm to converge almost regardless of the other
agent’s actions. With multiple equilibrium it is
important for all the actors to play the same equilibrium
in order to have its reinforcing properties. So, learning
independently is not possible. It is supposed that at the
time to act some actors do not know a priori the actions
which are selected by the other actors but within the
same given group, each one of them knows a posterior
executed action by the other members of the group.

Within the context of a collective vision, we
consider an algorithm in with which it is possible to the
actors of a group to hold account of the actions selected
by the other members. The principle is described in the
following example: considering three actors ‘i’, ‘j°, ‘k’
laying out each one of two possible actions noted 0 and
1. For each state s, the actors maintain four Q-value
tables corresponding to the four possibilities of action
of the two other actors (Figure 5).

Each actor chooses the action leading to a hope of
maximum gain i.e. that which, for a given state “s”
corresponds to the line comprising the largest value of
gains (gain 7 in Figure 5), even if the other actors
choose or not the actions corresponding to the column
comprising this value. However, at the reception of the
reinforcement signal, the actor updates the value also
corresponding to the choice of action of the other
actors.

>
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Thus in the example of Figure 3, if the actor ‘j’
executes action 0 and the actor ‘k’ action 1, it is the Q =
- 4 value intersection between the line a; = 1 and the
column a; = 0, ay = 1 which is modified.

a=0 a*=0 :_ =0 ‘=11 al=1 a*= d=1a"=
a =1 3 -4 2 7
a' =0 1 1 -5 -1
~— —
-

For each state « s »
Figure 4: Q-Value for actor ’i’ in state ‘s’, with 3 actors
‘1’,’5°, ‘’k’ and 2 actions.

The value of Q, which is updated at each iteration,
is that which corresponds to the actions really executed.
According to this approach, for each member ‘i’ of a
given group of K actors, the Q-learning algorithm
becomes:

For each i in a group
Initialise Qi(s, ay,..,a;., a;, aj+1, ... ax) to 01
For each episode
For any stage of the episode

For each actor i
Choose action “a;”” from “s” using policy Q;
(eg e-greedy) whatever the actions chosen by

other actors,

Observe s’, r, a, for all k !=i

Actualise Q;
Qi(s, ar,..,ai.1, Qj, 341, ... ag) < Qi(s, ay,..,3i.1, aj,
i1, ... Ag)
+ o [rityimax, Qi(s’,_, ai’, ) - Qi(s, ai,..,2i1, aj,
i1, ... Ag)]
s— ¢’

Figure 5: Q-multi-actors Algorithm’s.

4. REINFORCEMENT’S SIGNAL USED IN
LITERATURE

The signal of reinforcement is determined by the critical
function, based on rules. The choice of the rules of
delivery of this signal largely conditions the success of
the learning and the final behaviour of the actor (Touze
1993). To be convinced some, let us evoke some
examples:

e To make move a robot towards a goal, one can
at every moment give a reward which is
inversely proportional to his distance with the
goal or which is a function of the final result.

e To build an actor which the goal is to leave a
labyrinth, one can give a null reward most of
the time, and "+1" as soon as the actor reaches
the exit (Kaelbling 1996).

To prevent such an actor does not knock himself
against the walls; one can sanction it each time that it
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touches a wall by allotting to him a penalty (Buffet
2003). In general the choice of these rules is based on
the intuition. The signal of reinforcement is a discrete
signal, limited, composed of two or three values to the
maximum.

5. VALIDATION OF ACTOR CHOICES
Knowing the state "s" in which the environment is, the
actor must make a decision as for the action which it
must take. With an aim of identifying this action, and
especially of knowing if it is single or not, we can use
the resulting tools from the information’s theory. The
variable which one seeks to explain is thus the action
"a;", knowing the state "s". Thus, knowing that the
environment is in the state " s;", several cases of figures
can occur:

e The actor A; will be able to make a decision
have single if there is only one signal of
positive reinforcement for S=s;.

e In the contrary case, the signal of
reinforcement will not make it possible to the
actor to make a no ambiguous decision.

We can thus propose to use the reinforcement
transformation table in the following way

_ " .
Pin = w if Py>0 (3)
Z sign(r;) avecr, >0
j=1

pix=0 else

We can thus draw up the following table:

aj
S o] | an Q 0N}
51
52
Sk . Pj/k
Sm

Figure 6: Coherence table [PJ /K]
where : Pyx:={pjx; keK, jel},
K={1,2,...,m} ;
m=card S ;
J:{lazn"')Ni} N
N; = card aj
P;x can be seen as a measurement of choice

coherence’s of the action J knowing that the
environment is in the state s;.
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The coherence of the decision-makings of the actor
“a; is thus maximum if there is only one "1" per line of
the preceding table. In the opposite case, the data are
incoherent. We can quantify this inconsistency by used
concepts resulting from the information’s theory:
indeed, the intensity of connection between two

variables “S” and “a;“ can be moderate by means of the
conditional entropy (Pomorski 1991):

H(a;/S)=H(S,a;)-H(S)
=3 p,logpy, V™ P —gpj/k (4)
K

Based on H(Y/X) and H(Y/S), two indices of
"modelisability" are used:

H(a,/S)
H(a;)
Moderate of a; par S. It is a measure of the
inconsistency of the action’s sensors A;.

. m(a,/S)=1- )

H(Y) - H(Y/S)

SAYIS) = B THY /X

(6)

Moderate the quality of the model, more easy Y= f (S)
compared to the quality of the Y=f(X) model.

6. SIMULATION

We considered two actors removing themes selves in an
unknown environment and obstacles are placed in
different positions. The objective of each actor is to find
as quickly as possible the goal supposed to be in a fixed
position. The research of the goal is based on a
reinforcement learning process of the Q-learning type.
In this application, we study the application of the two
approach of reinforcement learning (distributed and
multi-actors architecture) with the use of the Shannon’s
entropy for measurement of reinforcement signal and to
study the choice of the actions and coordination
between the actors.

Simulation with distributed architecture, each actor
has a process of training based on Q-learning.

Each actor has a function Q-value (s, a) represented
by a table of dimension 400 lines (a number of the
states) and 4 columns (a number of possible actions for
each actor).

We applied e-greedy strategy for the exploration of
the actions. Figure 7 represents the training of the actor
"i" with a distributed architecture.
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Figure 7: Trajectory of the actor « i ». Certitude « i »=
0.1094, y=0.9, a=0.1, &=0..1.

In figure.6, we noticed that more than 1000
iterations, the actor "i" arrives to find the goal more
than 960 times in the phase of training and 1000 times
in the test. We noticed that the time of training (the
iteration count to find the goal) is smaller when “g* is
closer to 1.

For the simulation with multi-actors architecture,
each actor has a process of training based on Q-
learning. The choice of the action for an actor
independent of the action is chosen by the other actor,
but the update function Q(s, a;) of an actor to take into
accounts the action chosen by the other actor.

Each actor (i and j) has a critical function. We
applied e-greedy strategy for the exploration of the
actions. We have test with two actors. The following
figures show the results obtained.

20 T T T
. p L +
18 4
* * * * * #
16+ 4 * uf
14 J [ 4 &
12 — Lt I -
o
10 * =
sl
* * *
6 * * e
4} * |
% ik * % % *
2F e ¢ * -
0 i i i i i I i
0 2 4 6 8 10 12 14 16 18 20

Figure 8: Trajectory of the actor « j ». Certitude « j »=
0.2004, y=0.5, a=0.1, &=0.5.
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Figure 9: Trajectory of the actor « i ». Certitude =
0.1565, y=0.9, a=0.1, =0.5.
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Figure 10: Trajectory of the actor « j ». Certitude « j »=
0.1402, y=0.9, a=0.1, &=0.1.

We have noticed that with the Q-multi-actors
approach, the number of times that the actors "i" and "j"
have to find the goal is larger than in the distributed
architecture. We also noticed that the certainty for the
actor "I" or "J" are larger compared to the two
preceding architecture. The multi-actors approach with
a strategy of communities gives the best results.

7. CONCLUSION

We have presented in this paper some problems of
distributed control system in a multi-actors system.
Then we gave a short definition of the reinforcement
learning with its principle and various architectures for
the improvement of actors’ behaviours. In the third part
we have been dealing with Shannon’s entropy which we
have used to treat the coordination and the training of
the actors and the measurement of the coherence
choices of the action for the transformation of the
reinforcement signal table.

The results show that the main advantage of
distributed is the reduction in communication costs. The
Q-learning distributed and Q-multi-actors algorithms
which we have presented in this paper with Shannon’s
entropy technique for reinforcement signal calculated
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show that with a given actor, the training is faster and
that the Shannon’s entropy shows well that the actor did
not manage to learn and to coordinate with the other
actors and it shows that there is coherence in the choice
of the actions.

Finally, generally the number of equation to solve
simultaneously increases very quickly with the number
of actors. Our future work is as follows:

We study the application of these learning’s
architecture on a great number of actors to treat the
complexity of coordination and to deal with the
problems of training time. We will study too with multi-
actors architecture the problems of interaction,
communication and the co-operation between the
various actors.

REFERENCES

Claus C., and Boutillier C., 1998. The Dynamics of
Reinforcement Learning in Cooperative Multiagent
Systems. AAAL pp.746-752.

Littman M. L, 2001. Value-function reinforceument learning
in Markov games. Journal of cognitive Systems
Research 2, Elsevier, pp. 55-66.

HuJ, Wellman M.P.,1998. Multiagent Reinforcement
Learning: Theoretical Framework and an Algorithm.
15th International Conference on Machine Learning, in
Madison, Wisconsin, USA, pp. 242-250.

Sutton R.S., and Barto A.G., 1998. Reinforcement Learning,
Mit press, Cambridge, Bradford book, 322p., ISBN 0-
262-19398-1.

Jaakkola J., Jordan M.I., and Singh S.P., 1994. Renforcement
learning algorithm for partially observable markov
decision problems", In G.Tesauro, Eds, advances in
neural information processing systems, vol. 7, pp.345-
352.

Touzet C., 19993. Apprentissage par renforcement neuronal
d’'un comportement d’obstacles pour le mini-robot
Khepera. Second European congress on systems
sciences, Prague, pp.5-8.

Buffet O., Dutech A., and Charpillet F., 2003. Apprentissage
par renforcement pour la conception de systéemes multi-
Agents réactifs". In Journées Francophones sur les
Systémes Multi-Agents, Hammamet, Tunis, pp.219-231.

Pomorski D., Staroswiecki M., Barboucha M, 1990.
Modelling complex systems via the analysis of
qualitative data. MIM-s2, Bruxelles, p6.

Zennir Y., and Couturier P., 2004. Control of the trajectory of
a hexapod robot based on distributed Q-learning. IEEE
International Symposium on Industrial Electronics,
Ajaccio, France, pp.277-282.

Zennir Y., Couturier P., and Bétemps M., 2003. Distributed
reinforcement learning of a six-legged robot to walk.
IEEE 4th International conference on control and
automation, Control chapter, Singapore, Montreal
section, Montréal, Canada, pp.896-900.

978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 108



SIMULATION OF GRASS PHENOPHASES IN INNER MONGOLIA, CHINA

Yurong Wei 1®®, Xuebiao Pan 2©, Yanfang Cao3 ‘¥, He Zhou4®"

@ Institute of Grassland Science China Agriculture University, Beijing 100094, China
® The Ecological and Agricultural Meteorological Centre, Meteorological Bureau of Inner Mongolia, Huhhot , Inner
Mongolia 010051, China
© Institute of Resources and Environment, China Agriculture University, Beijing 100094, China
@ The Meteorological Information Centre of Inner Mongolia, Meteorological Bureau of Inner Mongolia, Huhhot 010051,

@ zhouhe@cau.edu.cn, ® yuerong w@126.com, ©© panxb@cau.edu.cnl , ‘Y nmcaoyanfang@2126.com

ABSTRACT

Improved understanding of grass developmental
responses to environmental conditions can lead to more
reliable predictions of herbage production, and may
help in the design of plants that are better matched to
their environment. There are modules in most crop
growth models to simulate plant phenological
development but not to model grass development on
natural grassland. An algorithm to quantify the
relationship between phenology and environmental
factors including temperature, photoperiod and soil
moisture was proposed in this paper. A dataset of
phenological observation for four natural perennial
grass species: Allium anisopodium, Stipa baicalensis,
Cleistogenes squarrosa and Artemisia frigida from
1995 to 2007 was used to validate the model. The
results showed that the model could simulate phenology
of the species with acceptable accuracy.

Keywords: simulation, grassland, grass development,
phenology

1. INTRODUCTION

The observation of the timing of plant emergence and
flowering is a long-standing feature of human societies
because plant phenology is a comprehensive reflection
of climatological and ecological systems and the
indicators of climate change (Leith, 1974; Fang and Yu,
2002; Fitter and Fitter, 2002; Dose and Menzel, 2004).
Recently there has been a resurgence of interest in plant
phenology because of climate change. Global climate
change has increased the length of the growing season
in temperate regions by as much as 12-18 d over the
last two decades of last century (Zhou et al., 2001). This
includes an earlier onset of the growing season (Menzel
et al., 2006), as well as an extension of the growing
season in the autumn.

Developmental processes are recognised either via
changes in the number (not the size) of plant organs, or
via the time taken for particular morphological events
such as flowering. Thus, plant development may be
measured via the number of leaves formed and, as
leaves die, plant senescence and the onset of dormancy.
Important stages can also be defined that enable
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estimates of the speed of plant development to be made
(Porter et al., 1987). Plant development is heavily
dependent on both high and low temperatures for the
control of the rate of development and the switch from
the vegetative to the reproductive state. The rate of
development is affected by temperature in the ways: (1)
a period of low temperature early in development
hastens progress towards flowering in many temperate
plant species and cultivars - this is low-temperature
vernalisation; (2) besides vernalisation, progress
towards flowering is normally hastened by a
temperature increase between a base value and an
optimum. Responses across this suboptimal range of
temperatures can be modified by photoperiod or
vernalisation; and (3) above the optimum temperature
further warming causes the developmental rate to
decelerate. Although temperature is major dominant
element on controlling plant development, there are
other environmental factors playing a role in it, e.g.
photoperiod and the status of soil moisture in the root
zone.

Figure 1: Location of Xilingol Steppe in Inner
Mongolia, China

There are modules in most crop growth models to
simulate plant phenological development but not to
model grass development on natural grassland. The
objective of the paper is to describe the algorithm to
quantify the relationship between grass phenological
development and environmental factors including
temperature, photoperiod and soil moisture. A dataset of
phenological observation for four natural perennial
grass species in Xilingol steppe of Inner Mongolia,
China was used to validate the model. The Xilingol
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steppe located at the latitude of 43°57°N, the longitude
of 116°04’E and the altitude of 989.5m above the sea
level(Figure 1).

2. MATERIALS AND METHODS

2.1. Climate Change Background

Xilingol steppe not only provides a natural biological
defence for northern china, but also is the most
important animal husbandry productive place. Xilingol
grassland was degenerate since 1980. The serious
problem was that the degenerate speed is not being
slowly, but accelerated. Some researcher reported that it
was caused by over graze in grassland (Qing-feng,L et
al, 2002), but others reported that it was caused by
climate change (Yang, H et al, 2009).

Dominated by a continental climate, Xilingol grassland
has a windy spring and winter, with frequent droughts
in spring and summer, sometimes even a long drought
period lasting from spring until autumn. The
consequence of this is that the ecosystems in the region
are fragile and sensitive to a changing climate. As
global temperature changes, annual mean temperature
in Xilingol also has the tendency to rise (Table 1 and
Figure 1). The annual precipitation has the tendency to
decrease (Figure 2), and the sunshine hours has also
decrease (Figure 3).

Table 1: Annual Climate Change Tendency in Xilingol
Grassland
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Figure 3: Annual Precipitation Tendency in Xilingol
Grassland
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Figure 4: Annual Sunshine Hours Tendency in Xilingol
Grassland

Table 2: Climate Change Tendency from Different
Season in Xilingol Grassland

season Years Temp | Tmax | Tmin Prec Sunl
‘C/10a |'C/10a |'C/10a |mm/10a |hr/10a

Temp | Tmax | Tmin Prec Suns

Years 10 10a | 'C/10a |°C/10a |mm/10a | hr/10a
1961-1990| .24 .03 .54 -.13 5.22
1971-2000| .54 42 .68 7.52 -5.22
1981-2010| .66 .68 .60 -14.13 -6.89

Temp: annual mean temperature

Tmax: annual mean maximum temperature
Tmin: annual mean minimum temperature
Prec: annual precipitation

Suns: annual sunshine hour

—=— Temp —&— Tmax —m— Tmin
13 -
y = 0.0335x + 8.7348
<3 R? =0.2974
=
=
g 3
“é-’_ y = 0.0437x + 1.5045
= R? = 0.5034
y = 0.0564x - 5.1148
2
-7 . . . . . . —R_F0.6537 |
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Year

Figure 2: Annual Mean Temperature Tendency in Xilingol
Grassland
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1961-1990 [ 0.2 | -0.1 | 0.5 -1.3 4.4
Spring [1971-2000 [ 0.6 | 0.5 | 0.7 3.2 -2.9
1981-2010 [ 0.5 | 0.4 | 0.5 6.7 -18.6

1961-2010 04 ] 02 | 0.6 2.4 -6.9

1961-1990 [ 0.0 | -0.1 | 0.3 -2.2 4.3
Summer |1971-2000 [ 0.4 | 0.3 | 0.6 7.5 -5.6
1981-2010 [ 0.8 | 0.8 [ 0.6 -19.4 | 10.3

1961-2010 04 | 03 ] 0.5 -6.4 3.5

1961-1990 [ 0.3 | 0.0 | 0.7 1.7 -2.1
Autumn |1971-2000 [ 0.5 | 0.4 | 0.6 -4.3 2.4
1981-2010 [ 0.8 | 0.8 | 0.6 -0.6 2.8

1961-2010 05 1] 04 ] 0.6 -0.4 -1.1

1961-1990 | 0.1 0.0 | 03 1.1 7.4
Winter [1971-2000 [ 0.9 | 0.8 1.1 0.7 0.5
1981-2010 | 0.8 | 0.9 [ 0.8 -1.0 1.2

1961-2010 0.5 ] 04 ] 0.6 0.5 3.1

1961-1990 | 0.0 | -0.3 [ 0.4 -2.7 9.5

Gsré):;/g:lg 19712000 | 05 | 03 | 06 | 73 | -7.0
19812010 | 0.7 | 06 | 0.6 | -141 | 25
1961-2010 04 | 02 | 05 | 48 | 05
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Figure 5: The Seasonal Temperature Change Tendency in
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The climate change is different in each season. In the
periods of temperature increase, whether it were annual,
winter or spring temperatures, mean minimum
temperatures increased more than mean temperatures,
with the exception of summer and autumn for the later
observational period. The spring and winter
temperatures (minimum as well average) of 1971 - 2000
increased much faster than those during the baseline
period of 1961 to 1990. From the 1981-2010, the
summer and autumn temperature increased much faster
than those period 1961 to 1990 and 1971 to 2000 (Table
2). Season climate change tendency can be see in figure
4 and figure 5.
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Figure 6: The Seasonal Precipitation Change Tendency in
Xilingol Grassland

The spring precipitation tendency is increase and the
summer precipitation tendency is decrease. Autumn and
winter has no more change.

2.2. Phenological Observation
Phenology of plants is a comprehensive reflection of
seasonal climatological and cyclic ecological conditions
and may be used as an indicator of climate change
(Lieth, 1984; Fang & Yu, 2002; Dose and Menzel, 2004;
Li, et al., 2005). The phenological studies based on the
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European Monitoring Network showed that phenology
in spring advanced significantly and events in autumn
were extended. The International Phenological Garden
(IPG) data gathered from 1959-1993 in European
countries revealed that the growing season has extended
by 10.8 days since the 1960s while the beginning of
spring phenology advanced by 6 days (Roetzer et al.,
2000; Estrella and Sparks, 2007).

Similar results were observed from the China
Phenology Observing Network. It showed that spring
phenology advanced and autumn phenology was
delayed in North and Northeast China (Fang and Yu,
2002; Zheng, Ge and Zhao, 2003; Tao, Masyuki,
Yokozawa and Xu, 2006; Yurong, W, et al, 2010).

But for natural perennial grass species the result is
different from woody and herb plants. All four grass
species spring phenology was delayed. Three of four
grass species flowering phenology was advanced, and
half grass species withered phenology was advanced.
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Figure 7: Four Grass Species Regrowth Phenology in Xilingol
Grassland (a. Allium anisopodium b. Cleistogenes squarrosa
c. Stipa baicalensis d. Artemisia frigida)

a )
.

220 { - . 240 4 " . .. .
= +%e . . = * . *
S Py Y . g . e .
= 120 . A & 200

¥ = -0.6080x + 15875 ¥ = -0.7805x + 1T7HT
FE =0233 R =0.1641
140 160 T . . .
1985 1991 1997 2003 2009 1983 1929 1995 2001 2007
Fear
[ d
250 -

240  * . . o e

= * N = LI

. 2| e
L R ore s SO B A
y=-06346x + 14748~ * ¥ =0.2353x - 237.82
_ - R =0.088

160 R -008%2 200 S

1983 1989 1995 2001 2007 1983 1989 1995 2001 2007
ear

Figure 8: Four Grass Species Flowering Phenology in Xilingol
Grassland (a. Allium anisopodium b. Cleistogenes squarrosa
c. Stipa baicalensis d. Artemisia frigida)

978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 111



a I}
320 300
i N U T e . ot
5‘240_ R R
¥= -0;5_45)(0;111400.5 v = -0.0867% + 435.45
200 — T T 720 _ R'=000s2
1935 1991 1997 3003 2009 1983 1989 1995 2001 2007
year year
[ d
. e 300 -
20 [T a e Cw . R
(:.;‘ ] " L] L ; . -
o v - - Basq o2 .-
¥=00545x + 167.23 ¥=0.0271x + 224.56
R'= 00013 R’ = 00005
220 ——— 250 ——
1982 1988 1994 2000 2006 1983 1989 1995 2001 2007
year year

Figure 9: Four Grass Species Withered Phenology in
Xilingol Grassland (a. Allium anisopodium b.
Cleistogenes squarrosa c. Stipa baicalensis d. Artemisia
frigida)

2.3. Model development
Plant development is estimated based on its requirement
for heat, expressed in degree.days, and threshold
temperatures during different stages. It is divided into
three periods for perennial grasses: regrowth - flowering,
flowering — withered and withered — regrowth
(dormancy). The development index is expressed as:

Developmert index = ,Ia[;dD (1)

where ADD is an required accumulated degree-days for
a given period and Tadd is accumulated temperature
from the beginning of a given period to the current time
of simulation when it is still within the period.

T % l_ekpx(DayIi—photop) ) 2-I-
x| | mizm)

Tadd,i = 0

where T,; is air temperature on the i day, Dayl; is day
length (hr) on the i day, T, is threshold temperature for a
given development stage below which there is no
temperature accumulated. kp is a photo-period response
control parameter, and photop is critical photo-period
during vegetative stage (hr). For long-day plants, it is
zero when day-length on the day is shorter than ppc.

The sigmoid function described by Streck et al. (2003)
was chosen to be implemented in order to avoid
introducing more parameters into the model:

f(VD) = vD®

—— 3
22.5° +VD® )

where VD is cumulated vernalisation days since
emergence of an over-winter plant. Because of the
nature of the sigmoid curve, the function approaches to
its maximum value only as VD approaches . It would
be possible for plant to have an indefinite period for the
process. For simplification, it is assumed the
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vernalisation process finishes when the function is
greater than 0.95.

One VD is attained when the plant is exposed to the
optimum temperature for a period of one day. As
temperature departs from the optimum, only a fraction
of one VD is accumulated by the plant at a given
calendar day:

VD =) fip; @)
i=0
and
00 (ri STvmin or Ti ZTvmatx
T -T .
f i = : — (Tvmin <Ti STvo ) (5)
e Tvopt _Tvmin i
T = T,
. I (Tvopt < Ti < Tvmax)
Tvmax _Tvopt

where T; is daily average temperature at the given day i,
and Tymin, Tvopt and Tymax are minimum, optimum and
maximum temperatures that control the response
function to air temperature, respectively.

In order to consider the effect of soil water on plant
development, a reduction on daily accumulated
temperature was made during vegetative and
reproductive stages. When the ratio of actual
evapotranspiration rate to potential evapotranspiration
rate is less than a usr-defined critical ratio value, 30%
and 40% of accumulated temperature on that day was
reduced during the period of regrowth — flowering and
that of flowering — defoliation, respectively.

2.4. Observational data

Phenological data came from the Livestock
Meteorological Experimental Station of Xilingol
League, Inner Mongolia, located at the latitude of
43°57°N, the longitude of 116°04’E and the altitude of
989.5m above the sea level(Fig.1).

There are two native level livestock meteorological
experimental stations in China. Xilingol station is one
of them. Except routine weather observation items, the
station have other four kind of observation work. One is
natural phenology work, which include woody, herb
plant and migratory bird phenology. Second is grass
growth and developmental, include phenology and
biomass. The third is soil moisture. And the last one is
livestock gain weight.

Woody plants:Populus tomentosa, Salix babylonica L. and
Ulmus pumila L. Herb plants:Taraxacum mongolicum,
Plantago asiatica and Iris ensata. Migratory birds:Anser
fabalis serrirostris and Hirundo rustica gutturalis Scopoli.
More than seven grass species are observed phenology
and height(Table 1).
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Table 1: Observation Grass Species in Xilingol

Chinese name Latin Name Data Vahdgte
length Species

Xiyecong Allium tenuissimum 1986-2010

Chaoyinzicao | Cleistogenes 1984-2010 *

squarrosa

Mudifu Kochia prostrata 2002-2010

Aicong Allium anisopodium 1986-2010

Keshizhenmao | Stipa krylovii 1983-2010

Lenghao Artemisia frigida 1986-2007

Yangcao Leymus chinensis 1983-2010

The plot is fixed. Effect on climate change or weather
conditions some grass species can not be observed in
some years. For example, Due to succession drought
Leymus chinensis can not be monitor in some years.
Sometime it can be monitor the regrowth, but can not be
see the flowering. Although it is key constructive
species in Xilingol steppe. Therefore, the follow four
grass species are choose to validate model. There are
Allium anisopodium, Stipa baicalensis, Cleistogenes
squarrosa and Artemisia frigida

The most three important phenophases of regrowth,
flowering and withering of dominated recorded was
used from 1995 to 2007.

Weather data are required to simulate phenological
development of the species. As the temporal iteration
step is daily-time-step-based, daily maximum and
minimum air temperatures, wind speed and
precipitation (for water cycle) are essential in the
weather dataset. Both daily solar radiation above the
canopy and net radiation are estimated from other
relevant weather elements.

3. RESULTS AND DISCUSSION

Table 1: Comparison Between Simulated (Sim.) and
Observed (Obs.) Flowering Dates of Six Perennial
Grass Species (The Numbers Within the Table are Days
Since the Beginning of a Year. ‘-° Indicates no Data
Available)

observed dates (Table 1 and 2), which showed that the
model could simulate the occurrence of phenophases
with acceptable accuracy. Apparently there are
discrepancies between simulated and observed dates.
There may be several reasons contributed to the
discrepancies. Firstly the model is a simplified
assumption to mimic the dynamics of phenology on
which many physiological and chemical processes
control. It is necessary to improve the functionality of
the model, especially the effect of soil water on them.
And secondly actual phenophase could last several days
even longer which inevitably causes the errors of
observation. Among the species, the estimation for
Artemisia frigida has the largest discrepancy compared
with observed dates in individual years, which it is
worth investigating it further.

Table 2: Comparison between simulated (sim.) and
observed (obs.) withering dates of six perennial grass
species (the numbers within the table are days since the
beginning of a year. ‘- indicates no data available)

Allium Cleistogenes Stipa Artemisia

Year Anisopodium Squarrosa Baicalensis  Frigida
Sim. Obs. Sim. Obs. Sim. Obs. Sim. Obs.

1995 246 248 252 250 262 255 283 289
1996 244 252 247 244 250 250 256 295

1997 238 - 252 - 272 - 301 278
1998 238 234 238 244 237 239 244 271
1999 240 237 251 - 255 257 259 276
2000 222 - 253 252 258 - 272 290
2001 233 241 254 - 245 - 269 -

2002 250 - 259 228 271 - 259 288

2003 255 240 267 220 250 243 272 283
2004 238 243 255 252 259 260 270 271

Allium Cleistogenes Stipa Artemisia
Year Anisopodium  Squarrosa  Baicalensis  Frigida

Sim. Obs. Sim. Obs. Sim. Obs. Sim. Obs.

1995 197 - 223 228 229 234 232 236
1996 193 - 219 225 218 235 218 233
1997 194 - 224 - 233 - 237 241
1998 187 187 211 218 207 218 207 232
1999 197 203 224 - 228 235 226 238
2000 188 - 225 240 227 - 231 260
2001 190 207 228 - 222 - 239 -

2002 203 233 203 243 230 232

2003 202 197 232 193 220 196 228 235
2004 189 186 222 223 227 230 224 246
2005 196 193 228 - 234 - 251 245
2006 197 187 224 230 232 230 262 236
2007 194 193 224 238 230 251 236 236

Simulation results for the dates of flowering and
defoliation for those species were compared with
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2005 234 246 253 - 256 - 294 268
2006 241 243 250 253 261 261 314 280
2007 239 - 250 - 254 270 268 273
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ABSTRACT

Software programs are an essential part of our
everyday’s life. Starting with large software programs
on the PC, via complex control systems for the
industrial area, to safety-critical software solutions for
the automotive and aerospace industry; software is
almost everywhere. Especially nowadays a high degree
of reliability and security is essential. But due to the
constantly growing size and complexity of such
software programs the verification effort is increasing
too. For this reasons, beneath dynamic testing and
manual reviews, automatic verification methods became
more and more popular. This paper deals with the
expected benefits and the effectiveness of static code
analysis and especially shows the limitations of this
technique. Empirical tests have been developed and
various code analysis tools employed. The paper
discusses the obtained results. It becomes apparent that
current code analysis tools can already find a variety of
potential errors and weaknesses while critical cases are
still undetected.

Keywords: static code analysis, software, testing,
verification, Goanna Studio, PC-lint, Yasca, C++

1. INTRODUCTION

Current software programs become more complex from
year to year. The test and verification effort for these
software programs is constantly increasing and it
becomes increasingly intricate to maintain these
systems properly. Therefore, automatic static code
verification became more and more popular in the last
few years. Beneath dynamic testing methods and
manual code reviews, static code analysis is another
instrument to ensure the safety and reliability of future
software programs. Even before the actual execution of
the software program, the program code is checked
against weaknesses and errors by a strict set of rules.

Therefore static code analysis can already be used
in early stages of development to detect critical errors in
software programs and eliminate them. This paper
provides a brief introduction to the topic of static code
analysis and shows the current state of the art
respectively the power of technology in this area.

Static code analysis is a method for quality
assurance of software programs. The underlying
program code is statically checked for weaknesses and
errors. At automatic static code analysis the analysis of
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the program code is performed using special software
programs. To analyze the program code as effective as
possible, these code analysis tools use a large number of
different kinds of analysis methods and software
metrics. The respective program code must neither be
complete nor executable (Hoffmann 2008, Liggesmeyer
2009).

Static code analysis can be used everywhere where
software is developed. Especially for large software
projects or for safety critical applications the use of
static code analysis is recommended. Some
programming conventions, like MISRA-C++ (MISRA
2008) or the UK Defence Standard 00-55 (German
2003), explicit stipulate the use of static code analysis
for safety-critical software. At the same time static code
analysis cannot replace ordinary, dynamic testing
methods.

The aim of this study was to determine the
practical benefits of static code analysis and the current
state of the art in this area. Therefore it was attempted to
use real life examples and analysis tools which are
preferably different.

2. RELATED WORK

Static code analysis has become increasingly important
in the last years. For this reason there are many works
which deal with the investigation of static code analysis
(Muchnick 1981, Hoffmann 2008, Liggesmeyer 2009)
and other with the evaluation and comparison of static
analysis tools (Emanuelsson 2008, Hofer 2010,
Almossawi 2006). Many works in this field are more
specialized in the theoretical operating principles
(Fehnker 2007, Miller 2007) or concentrate on a very
specific area of computer programming (Cong 2009,
Cooper 2002).

3. VERIFICATION METHODOLOGIES
In the context of software development, verification
means to ensure that a given program code or algorithm
meets its formal specification. In the case of static code
analysis, the instruction set and the syntax of the
programming language form the formal specification.
Static code analysis tools use a variety of different
methods to verify the correctness of the respective
program code. For example dataflow- and controlflow-
analyses are used. Some tools, like Goanna Studio
transform the respective program code into a finite state
machine and use model checking techniques for the
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evaluation. Beneath these hard criteria the tools often
use software metrics to determine the quality of the
respective program code. Therefore the program code
will be converted into different quantifiable values.
Among the most popular metrics are Halstead-,
McCabe-, component- and structural  metrics
(Hoffmann 2008, Liggesmeyer 2009, Fehnker 2006,
Fehnker 2007).

Static code analysis can not give any information
about the functional correctness of a program code.
Even if static code analysis couldn't find any errors or
flaws in the program, there is no guarantee that the
examined program delivers the correct result.

4. USED SOFTWARE SOLUTIONS
To determine the current state of the art of static code
analysis, three different code analysis tools have been
evaluated. To get a broad overview of the subject it was
attempted to choose software solutions that are as
different as possible.

The choice fell on the following software solutions:
Goanna Studio, PC-lint and Yasca.

4.1. Goanna Studio
Goanna Studio is a C++ code analysis tool by the
company Red Lizard Software. It follows the approach
to use model checking for searching the program code
quickly and effectively. Model checking is an
automated process to analyze transition systems.
Therefore, the C++ code needs to be converted into a
context-free grammar. After that it will be analyzed
through the model checker. Especially in large projects
this can lead to performance advantages. Another
advantage of this method is the simple and fast
expandability of the analyzing-rules (Huuk et al. 2008,
Fehnker et al. 2007, Red Lizard Software 2012)

Goanna Studio was used in the version 2.4.1 (trial
version).

4.2. PC-lint

PC-lint is a C / C++ code analysis tool by the company
Gimpel Software. It is one of the well-established code
analysis tools on the market. It is a pure console
application. This has affects on the clarity and usability
of the tool. However there are some plug-ins available
which can add GUI elements to PC-lint. This is
advisable especially for large projects. One of the
biggest advantages of PC-lint is that it supports a
variety of different Compilers and programming
conventions (Gimpel Software 2012).

PC-lint was used in the version 9.00.

4.3. Yasca

In addition to these two commercial solutions the open
source solution Yasca was added to the evaluation. It is
under the GNU General Public License and may
therefore be used free of charge. Yasca is a simple code
analysis tool which offers far away as much setting
opportunities as the other two solutions. Thereby it
combines several different code analysis tools like
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CppCheck, RATS, etc. in it. These analysis tools can be
added to Yasca via plug-ins. It is also possible to add
your own rules (Scovetta 2012, Cppcheck 2011, Fortify
Software 2012).

Yasca was used in the version 2.21.

5. THE TEST CODE

The selected software solutions were evaluated using an
extensive test code. This test code covers the major
areas of the programming language and includes a
broad range of errors typically found in industrial
applications. By combining on the one hand, frequently
occurring errors with on the other hand more complex
errors, the suitability for daily use of static code analysis
should be covered and the limits of the current
technology demonstrated.

5.1. The programming language

C++ was selected as programming language for the test
code. C++ is a very well known and widely used
programming language. Beneath C and Assembler, C++
plays more and more a role in safety-critical areas, such
as Embedded Systems. Especially in these areas a high
degree of safety and reliability is essential. Through the
use of so-called programming conventions, such as
MISRA-C++, the programming language can gain
additional security. However the programming language
is therefore somewhat limited in their functionality. PC-
Lint is the only one of the three software solution that
supports the programming convention MISRA-C++.

5.2. Structure of the test code
The test code was structured in several projects. Each of
them concentrates on a specific area of the
programming language. To analyze the performance of
the different code analysis tools, it was attempted to
build as much errors as possible into the individual
projects. A large part of these errors are typical errors
from the daily practice. To verify the limitations of
static code analysis these errors were supplemented by
some more specific and complicated errors.
Additionally in some cases deliberately messy code was
used, to simulate real conditions and make it more
difficult for the evaluated analysis tools.

The following sections of the programming
language are covered by the test code:

*  Bounds Checking

* Division by Zero

*  Memory Leaks

e Over-/ Underflows

*  Out-of-Scope Errors

e Problems with Classes

e Problems with Threads: Deadlock

e Problems with Threads: Race Condition

5.3. Examples

Below are a few examples of errors which are included
in the test code. The errors in the test code are on the
one hand self-designed. On the other hand a large
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number of errors came out of typical industrial
situations or were inspired by relevant literature.
Therefore, one should refer to the following titles:
(Breymann 2005, Dewhurst 2002, Hoffmann 2008,
Intel 2010, Klein 2003, Wolf 2009).

5.3.1. Example 1

Listing 1: Program code of Example 1.

1 struct  Cont{

2 char name[3];

3 int  number;

4}

5

6 int  main(){

7 Cont *c = new Cont;

8

9 strcpy(c->name, "Max" );

10 c->number = 1234567;

11

12 cout<< "name:" << c->name <<
endl;

13 cout << "number: " << c->number <<
endl;

14

15 strcat(c->name, "y

16 cout<< "name:" << c->name <<
endl;

17 cout << "number: " << c->number <<
endl;

18 delete c; c=0;

19 return 0;

20 }

Listing 1 shows a classical case of an out-of-bounds
error. The code includes a struct Cont which contains a
character array name and an integer value number. The
character array name is limited to three digits.

Within the main statement the word “Max” will be
copied into the character array name. Therefore the
function strepy is used. This function doesn’t compare
if the length of the committed string matches with the
length of the target string. So in this case “Max” is a
string. Therefore it ends with a terminating null (\0) and
has consequently 4 digits. As a result, a text with 4
digits will be copied in a character array that can hold
only 3 digits.

This error may remain undetected because of the
memory alignment of the compiler. The memory is
usually 4-byte aligned, which is the case on systems
using natural alignment. Therefore between the
character array name and the integer value number is a
so-called padding byte. So instead of overwriting the
integer value number, the padding byte will be
overwritten. This critical side effect gets even worse if
later on the alignment changes and so the number value
gets suddenly modified.

For a better explanation of the problem screenshots
from the Memory Window of Visual Studio have been
added. Figure 1 shows the allocation of the string
“Max”. In Figure 2 the number 1234567 was added to
the memory. Figure 3 shows the attachment of the
exclamation mark behind the string “Max”. The
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Memory Window shows that through this attachment
the value of the integer variable number was changed
too. Figure 4 shows a screenshot of the output of the
program.

This function can be compiled and executed in
Visual Studio 2008 without any errors. The analysis
tools PC-lint and Yasca could find this error.

Memory 1 :;|
Address; 000396445 - {7 é
0x00326448 4d 61 78 00 cd cd ed od Max. IT11 P
Ox00Z36A50 f£d fd fd fd ab ab ab ab  §yvy«sas :
Ox00226452  ab ab ab ab ee fe es fo wxswxibip
Ox00Z338860 00 00 00 Q0 00 a0 a0 Qg _....... a

Figure 1: Screenshot of the Memory Window after the
allocation of the string “Max”.

Memory 1 S
fddress: 0x00396445 - {2 @
0x00396245 44 61 78 00 87 46 12 00 Max..d.. P

Ox00326a50  fd fd f£fd fd ab ab ab ab  JyyFeess
O0x00226858 ab ab ab ab ee fe ee fe asuwxibib
Ox00Z9c260 00 00 00 0O OO OO OO0 oo .. ._.... bl

Figure 2: Screenshot of the Memory Window after the
allocation of the number 1234567.

Memory 1 Ll
fddress: 0x00396445 - {2 @
0x003962458 44 61 78 21 00 46 12 00 Max!.0.. P

Ox00326a50  fd fd £fd fd ab ab ab ab  JyyFeess
O0x00226858 ab ab ab ab ee fe ee fe asuwxibib
Ox00Z9c260 00 00 00 0O OO OO OO0 oo .. ._.... bl

Figure 3: Screenshot of the Memory Window after
adding an exclamation mark behind the string “Max”.

[=]E -

B C:\Windows\system32\cmd.exe

unber: 1234432
[Press any key to continue . . .

Figure 4: Screenshot of the output after the execution of
the program.

5.3.2. Example 2

Listing 2: Program code of Example 2.

1int  main(){

2 int  const n=10;

3 int *pa= newint (n);
4

5 for (int i=0; i<n; i++){

6 pali] = i;

7

8 delete [] pa; pa=0;

9 return  0O;

10 }
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In Listing 2 the programmer intended to create an
integer array pa with the size of n (10). However a
small error crept in. Instead of square brackets the
programmer used round brackets. Therefore, instead of
creating an array with the size of 10, an integer value
with the initial value of 10 will be created. As a
consequence, each access, except of the first one, results
in a violation of the memory area representing a serious
error. Furthermore the allocated memory for the integer
value pa will be freed with the keyword delete []
instead of delete, which normally will not lead to any
serious problems. Anyhow there is no guarantee that it
would cause unwanted side effects on some systems.

5.3.3. Example 3

Listing 3: Program code of Example 3.

1 class  Number{

2 public

3 Number( int val = 0):Num(val){}
4 ~Number(){}

5

6 int  getNum(){

7 return  Num;

8 }

9 private

10 int  Num;

1 };

12

13 int  main(){

14 Number *nl= new Number(5);
15 Number *n2 = new Number();
16 /...

17 n2 =ni;

18 /...

19 delete  nl; n1=0;

20 /...

21 delete n2; n2=0;

22 return  0O;

23 }

Listing 3 shows a good example how the default Copy
Constructor respectively Assignment Operator can lead
to problems. The class Number has a member variable
Num. In the main statement two instances of the class
Number were dynamically created, n/ and n2. The
programmer wants to assign the value of n/ to n2 and
uses the Assignment Operator. However, instead of
copying the value of nl to n2, the memory address will
be copied. Therefore after this assignment both pointer
point to the same memory address. In most of the cases
this is not intended and can lead to unwanted behaviour.
In this case the memory would be freed twice, which
can lead to security flaws and crashes.

5.4. Test Criteria

For reasons of clarity and comprehensibility only faults
with a security level of error or warning were
considered in the evaluation. The code analysis tool
Yasca finds on its own admission only errors which
would not be found by a conventional compiler. The
code analysis tool Goanna Studio is integrated in the
IDE of the MS Visual Studio and shares therefore the
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same error-window with the compiler. For this reason,
errors which were already found by the compiler are not
included in the evaluation of Yasca and Goanna Studio.
To have a comparable basis, MS Visual Studio 2008
(SP1) was used as compiler for all test cases. All test
cases could be compiled without any errors.

6. RESULTS OF THE EVALUATION

This Chapter provides a compact overview of the
various kinds of errors found by the individual code
analysis tools. Therefore all found errors of a section are
compared with the expected errors for the same section.
In some cases additional errors were found by the
analysing tools. This additional errors were also added
to the evaluation and it was determined whether these
errors refer to real problems (true positive) or not (false
positive). No code analysis tool can find all faults
without generating some false positives. An analysis
tool can only be called “safe” if it really displays all
found errors and warnings. Although this increases the
number of false positives, but therefore the number of
false negatives is as low as possible (Emanuelsson
2008).

6.1. Overview Goanna Studio

Table 1 shows an overview of the errors found by the
code analysis tool Goanna Studio. Goanna Studio found
42 of 84 errors expected and therefore achieved a
success rate of 50%. Furthermore it found six additional
errors. These errors are indicators for unnecessary
functions or assignments. Five of these additional errors
are real errors (true positives) and one is a false report
(false positive). This results in one false positive of 48
errors found (ca. 2%).

Table 1: Overview of errors found by Goanna Studio.

Results Goanna Studio
Section Expected | Errors | Additional | Errors
errors found errors not
found found
Bounds
Checking 15 7 0 8
Division by 4 4 1 0
Zero
Memory
Leaks 16 7 1 9
Over-/
Underflows 6 3 0 3
Out-of- 6 5 1 1
Scope
Classes 29 14 0 15
Deadlock 6 2 3 4
Race
Condition 2 0 0 2
Summary 84 42 6 42

6.2. Overview PC-lint

Table 2 shows an overview of the errors found by the
code analysis tool PC-lint. PC-lint found 54 of 85 errors
expected and therefore achieved a success rate of
63,6%. Furthermore it found 42 additional errors. These
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are, however, 30 times the warning 586. This warning
refers to an unauthorized function of the MISRA
programming convention. This is mainly to functions
which are used for dynamic memory management, as
new, delete, etc. Admittedly these functions are in
violation of the MISRA guidelines, but cause no direct
errors. For this reason, these errors not considered for
the calculation of the false positives. Therefore there are
six correct errors (true positives) of a total of twelve
additional errors found. This results in six false
positives of 96 errors found (ca. 6,25%).

Table 2: Overview of errors found by PC-lint.

Results PC-lint
Section Expected | Errors | Additional | Errors
errors found errors not
found found
Bounds
Checking 15 10 7 5
Division by 4 2 0 2
Zero
Memory
Leaks 16 13 15 3
Over-/
Underflows 6 4 0 2
Out-of- 6 6 0 0
Scope
Classes 30 14 16 16
Deadlock 6 3 1 3
Race
Condition 2 2 3 0
Summary 85 54 42 31

6.3. Overview Yasca

Table 3 shows an overview of the errors found by the
code analysis tool Yasca. Yasca found 18 of 78 errors
expected and therefore achieved a success rate of
23,1%. Furthermore it found seven additional errors.
These are, however, rather indications than real error
messages. Therefore a further classification in false
respectively true positives is unnecessary.

Table 3: Overview of errors found by Yasca.

Results PC-lint
Section Expected | Errors | Additional | Errors
errors found errors not
found found
Bounds
Checking 13 > ! 8
Division by 3 0 0 3
Zero
Memory
Leaks 16 9 0 7
Over-/
Underflows > ! ! 4
Out-of- 4 2 1 ’
Scope
Classes 29 1 0 28
Deadlock 6 0 4 6
Race
Condition 2 0 0 2
Summary 78 18 7 60
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6.4. Summary

On average, the three evaluated code analysis tools
found approximately 46% of all in the test code
contained errors. It is striking that there are sometimes
significant differences between the various code
analysis tools. For example, the open source tool Yasca
finds with about 23% by far the fewest errors. The two
commercial software solutions find however at least
50% of all included errors. The evaluated code analysis
tools differ not only in the number of detected errors,
but also by the errors found themselves. Each of the
evaluated code analysis tools found at least one error,
which none of the other two solutions could find.
Therefore it can be found about 75% of all in the test
code included errors by sequential execution of all three
analysis tools (Figure 5). In consequence it is advisable
to use several different analysis tools for the analysis of
safety-critical systems.

Summary of all 3 solutions

25%

m errors found M errors not found

Figure 5: Summary of all 3solutions.

Furthermore, the evaluation has shown that for
small projects, the false positive rate is already well
below 10%. However for large projects this value can
be in some cases significantly higher. This is largely
because of the increased complexity and the resulting
dependencies in large projects. For this reason the
subsequent evaluation of large projects can be
extremely time-consuming. In such projects it is
therefore advisable to use static code analysis already at
the beginning of the project.

7. CONCLUSION

The evaluation of the three software solutions has
shown that static code analysis is already capable to
find a variety of potential errors and weaknesses within
software programs. It is noticed here that certain error
classes can be found very well, while others can barely
be detected or can’t be detected at all. For example
memory leaks and out-of-bounds errors can be
recognized very reliable, while errors relating to threads
remain in general unrecognized. Also the context in
which an error occurs plays an important role, whether
this error can be found by static code analysis or not.
The program code that needs to be analyzed doesn’t
have to be completed; neither does it to be executable.
For this reason static code analysis can be used in
software projects very early. Consequently, potential
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errors and weaknesses can be identified and corrected as
soon as possible. This can save time and money. At the
same time the number of new errors can be reduced to a
minimum and therefore the analysis can be kept
manageable. This approach is advisable, especially for
large projects.

Furthermore, it is advisable to invest enough time
for the configuration of the code analysis tools and for
the selection of the right programming conventions in
such projects. The selection of the highest security level
is in many software projects unnecessary and only leads
to increased effort. The same applies to programming
conventions such as MISRA-C++. In safety-critical
software such conventions are essential, but in normal
projects a subset of these rules is often more than
sufficient.

Static code analysis can not replace dynamic
testing. While dynamic testing methods are especially
checking the correct function of the program code,
static code analysis mainly ensures the correct and safe
use of the respective programming language.

All in all, static code analysis is a simple and fast
way to improve the quality of software programs
without stealing too much of the developers time. Static
code analysis can not replace traditional testing
methods, but it provides a solid addition to these, which
can already be used in very early stages of a software
project. In addition static code analysis can find kinds of
errors, which can’t be found by other testing methods,
like e.g. dead code.

Static code analysis offers a cheap and easy
method to increase the security and reliability of
software programs and should therefore be used in
software development as common as conventional
testing methods like dynamic testing or code reviews.
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ABSTRACT

The phenomenon of uneven distribution of manufacturing
resource and capacity is more serious in mould industry,
but the approach of existing manufacturing models is
difficult to strike a balance in terms of stability, quality
and credit of services. On the basis of the analysis of the
problems of mould industry, this paper proposes the
mould  cloud-manufacturing  platform  supporting
industrial clusters cooperation; then analyzes the content
of the platform in which the service of platform focused
on the full life cycle platform of the product and the
upstream and downstream of industrial chain. The system
structure of the platform and key technologies are studied.
This research will play an exemplary role for application
of cloud manufacturing in other industries.

Keywords: industrial clusters, mould, cloud-
manufacturing platform, system structure

1. INTRODUCTION

Mold is the basic process and equipment of the modern
manufacturing industry. About 60 to 80 percent of parts
that are employed in automobiles, home appliances,
electronics, communication, instruments and aerospace
mainly depend on the mold to manufacturing. At present,
mould industry characteristics in China mainly present as
follows:

1. Most mold enterprises are small or medium. The
fund which enterprise offered is on a smaller
scale, and the industry owns high concentration
accompanied with regional characteristics.

2. The apparent demands of product individuality
lead enterprise production management to be
very complex. What’s more, product design
ability and relevant performance have important
significance to the enterprise development.

3. Manufacturing equipment resources, mainly in
the numerical control equipment, are not balance.
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4. The driving type production comes true
through small batch production facing to
resources; business process is complicated;
the collaboration of resources is also strong.

5. The requirement of intermediate and high-
end production is strong, but in short supply.

In China, the above shortages always lead the
mold industry to the following main problems: most
enterprises owing low proportion of technical
personnel, absenting of independent research and
development capacity, lacking of sophisticated testing
equipment, lowing level of enterprise management,
and being short of modern methods and means in
product development, and so forth .

Facing the mold production shortages and
existing problems, mould industry urgently need to
use the advanced manufacturing model and related
technologies, to integrate all available resources, so as
to realize the mold production flexibly and agilely
through effective manufacturing resources sharing and
cooperative management, in response to the changes
in demand of the customer and the market.

China's manufacturing industry informatization
has done a lot of exploration and practice in
manufacturing mode, such as the network
manufacturing '), the Application Service Provider
(ASP) ™ and manufacturing grid ), and it has
promoted the development of small and medium-sized
enterprises. However, it is difficult to establish the
public platform for industrial cluster cooperation to
offer an agile, high quality, low price and integrated
service, for the problem of the service and operation
mode, the personalized service support, operation
mechanism and so on.

Reference the thought of cloud computing "on-
demand service", the cloud manufacturing is a new
manufacturing mode combined with all kinds of
advanced technologies. Academician Bohu Li ™,
professor Haicheng Yang "and professor Xinjian Gu
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8 etc have made full discussion on the concept of the

cloud manufacturing, and point out that the cloud
manufacturing is a new mode and new technology
owning characteristics, such as facing to service, high
efficiency, low energy consumption, and agile
manufacturing. Cloud manufacturing emphasizes the use
of information technology to integrate all kinds of
manufacturing resources, and through virtualization
technology to provide users with standardization service.
Users can acquire all kinds of services through the cloud-
manufacturing platform. At the same time, these services
have a quantity of features, such as real-time utilization,
paying according to the demand, safety, reliability, high
quality and low-cost. In conclusion, cloud manufacturing
process to the concept of manufacturing as service which
is different from the traditional WEB mode (software as a
service).

On the basis of the characteristics of mold industry,
we build the mould cloud-manufacturing platform which
can support the collaboration of industry clusters. We
firstly put forward the construction content of the
platform; then study the system structure of the platform;
lastly discuss the key technology in the platform
construction and operation process. The platform will
contribute to promoting the sharing level of ability and
region internal manufacturing resources, improving the
overall industry utilization rate of resources and capacity,
and promoting mold industrial upgrading.

2. THEPLATFORM CONTENT RESEARCH
The cloud-manufacturing platform is a trading
platform between manufacturing resources and
manufacturing ability, and mould enterprises can trade
equipment, technology, human resources and
management on the platform, so the service content of
the platform is mould product life cycle, service
object is mold industry chain upstream and
downstream. At the same time, the relationship
between the platform and the enterprise is loose
coupling, therefore the service provided through the
platform need to be integrated and to achieve more
grain size and multi-scale control. In the product life
cycle service, the platform can provide six big tool set,
namely product design, performance analysis, process
simulation, precision processing, quality inspection,
and production management. Therefore, the six tool
set basically covers the whole process of mould
manufacturing. In the aspect of upstream and
downstream industry chain, the platform provides
support for coordination and cooperation among
mould equipment manufacturing, mould, home
appliances, automobile, electronics, hardware, and
other enterprises. The whole platform is divided into
three levels, including cloud platform, cloud services
and cloud application. Moreover, its specific content
is as shown in figure 1.

Equipment would Home appliance,
manufacturing automotive, electronics -
The cloud The industry chain of
application manufacture
The knowledge
The L
The norms of | The request - polymerization and
p Knowledge | collaborative Lol
knowledge issue of - classification
- together | evaluation of -
description | knowledge engine
knowledge
The cloud
service — =
Product | |Performance | | The process | | Precision Product || Production
design analysis simulation | | processing testing || management
viI:Eal desc:?etion reTEzst asse-rsr;ent Trading Trading Credit
access of stand pd £li N £ lof busines |intelligent | evalua-
standard of | issue of jof resource | logic | matching tion
resources resource |resource| capacity
The product lifecycle ‘
The software and
The cloud hardware architecture The cloud The library of
platform supporting the cloud technology industry knowledge
H manufacturing

Fig 1: The Content of Mould Cloud-manufacturing platform
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Cloud platform is the infrastructure of the whole
platform, builds the structure system of the software and
hardware to support the cloud manufacturing, researches
various technologies of clouds by soft and hard resources,
and arranges related knowledge base about the mould
industry. Cloud services is the middleware layer of whole
platform, and it will make service resources virtual,
integrate various service tools, and offer multi-granularity
and multi-scale service interface for the upper. The cloud
application is the presentation layer of the whole platform,
calls all kinds of the tools set according to the demands of
users, directly provides service for the upstream and the
downstream mold firms.

3. THE RESEARCH OF PLATFORM SYSTEM
ARCHITECTURE

Professor Chao Yin expounded a general cloud
manufacturing service platform in literature ' orienting to
small and medium-sized enterprises, which includes
fundamental support layer, integrated operation
environment, platform tools layer, the manufacturing
resource layer, platform service building layer, service
component layer, business model layer, trading layer and
user layer. In this paper, we build the cloud-
manufacturing platform used in the mould industry which
can stand by the industry clusters writing according to the
characteristics of mould industry and the feasibility of the
technology, just as shown in fig2.

Application layer( Portals. third-party application. long
distance client)

Applicative interface layer(Applicative interface layer. front desk
show. demand background. supply background . operation
background )

{}

Service drive layer( Search engine. credit evaluation
engine. polymerized classification engine of knowledge.

trading collaborative engine. safe authentication)

Resource
service layer

Platform
resSources
layer ( hardware

|\ Resource access

Tesources. ==
software 1% layer

resources. Resource
business i‘> virtualization

resources) layer

Fig 2: The Cloud Manufacturing Platform System
Architecture

On basis of the source, platform services resources
can be classified to the operator’ s own resources and
private resources which can be moved to cloud-
manufacturing platform through the lease. From the
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nature, platform services resources also can be divided
into hardware resources, software resources and industry
knowledge base. Therefore, it is possible to solve
heterogeneous structure of resource description by
building platform resources and resource access layer to
standardize the source and classify of the resources.

The resource platform needs to realize functions,
mainly including multiple conditions retrieval, trading,
monitoring and evaluation, etc. Thus, constructing
virtual layer abstracts physical resources, features
descriptors can be built to match with all kinds of
resources, and resource virtualization layer also needs to
construct related grain size parameters to provide
interfaces for controlling after instantiation of resources.

The platform is wide range of resources, which are
different among different resources. Constructing
resources services layer can classify and integrate virtual
resources, and provide unified descriptors of service
interface to outside in order to afford integrated service
conveniently. Resource service layer establishes relevant
scale parameters supplying interface for scale control of
the service.

The platform service drive layer that includes search
engine, credit evaluation engine, polymerized
classification engine of knowledge, trading collaborative
engine, safe authentication with trading caused and so on
is the control layer of the whole platform. And it
formulates the basic operation rules of the working
platform, monitors all information imported to the
platform, analyzes semantics intelligently, submits to the
relevant engine, and exports result to the specific page.

The applicative interface layer of the platform
utilizes the function provided by the service drive layer to
create the basic function and service module. The object
of service includes four major categories (platform
operators, platform providers, operator resources platform
demanders, professional software and hardware resources
development team). The four levels of service
respectively are the front desk show, the demand
background, the supply and demand background and
operation background. In a word, the applicative interface
layer constructs the application of the whole cloud
manufacturing services system.

The application layer provides support for trading
and using of the whole cloud-manufacturing. Web portal
offers the foundation of the multilateral trade, remote
client to control the cloud manufacturing resources
(mainly for the soft resources, including local application,
online application, cloud computing platform application
and SAAS application) and third party applications to
afford expansion ability of the cloud-manufacturing
platform, such as the third party pay and CA certificate,
etc.

4. THE KEY TECHNOLOGY RESEARCH OF
THE PLATFORM

Professor Lin Zhang "% discusses the key technology

research of generally manufacturing service platform. In

addition, this paper will continue to research the key
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technology of this cloud-manufacturing platform in the
process of creating and running combined with the
characteristics of the mold industry. The key technology
mainly consists of the platform service model, resources
ability access, resources intelligent search, credit
evaluation, service life cycle management.

4.1. Theresearch of platform service pattern

To ensure the normal operation of the platform , the
platform will use the cloud service mode of the four
winds cooperation which includes service platform
operators, the manufacturing capacity providers, the
demand side of manufacturing services and developers of
service tools, and its can make full use of the
professionally technical resources, the market demand of
resources and software development resources, its as
shown in figure 3 .

4.2.  Theplatform resour ces access research

The cloud manufacturing services platform provides
services including hard resources (processing, testing,
designing equipment instrument), industry resources
(designing model, analyzing data, etc) and software
resources (designing, analyzing software and all kinds of
application management system).Therefore, in platform

resources and access of services, we first need to analyze
the characteristics of the resources and services, extract
the characteristic parameters of each type resources, and
establish appropriate and convenient assessment, so as to
the access and application of resources and services. The
access process is as shown in figure 4.

Manufacturing ‘ Service platform operators ‘

capacity providers

Demand side
manufacturin
services

of
g

Quality inspection services

! . resources
Manufacturing management services

resources

Tools of

quality
inspection

Tools of product
design, performance
analysis, process
simulation, precision
processing and
production
management

Developers of
service tools

The software
development
resources

Fig 3: Platform Service Mode

Instantiation
of resources
template

Search of
Resources
parameters
access
template
v
Building base Building
of technology » resources
parameters template
A

Building base
of grain—size
parameters

Building base
of evaluation

The type of
esources abilit

parameters

y y
. . . . Locatin
Uploading industry Monitoring &
software
knowledge base hardware resources
resources

Description about

A

keywords of
resources ability

Fig 4: The Platform Resources Access

4.3. Theintelligent search research of platform

I esour ces

It is necessary to establish engine system in the light of
mould manufacturing resources and standard search of
manufacturing ability. And then, this engine system can
be used to search related products, services and industry
knowledge. Combining mould manufacturing products
with service classification standards, the engine system

realizes precise search of knowledge, the manufacturing
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resources and the ability of manufacturing. Platform will
establish the standardization of the industry, the unified
technology parameters database, establishing a uniform
product manufacturing base, the service base, the
enterprise library, can realize the configuration of the
parameters template, realize manufacturing
capability/service ability trading standardization. On this
basis, the platform makes business cooperation between
the demand side and service provider true. Platform
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resources construction of intelligent search engine is as
shown in figure 5.
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4.4. Thecredit evaluation research of the platform

Because the cloud-manufacturing platform owns itself
characteristics, such as trading platform remote, virtual,
information asymmetry and silver goods delivery lag, it is
destined to be the business model accompanied with the
high efficiency and high risk. As a result, the control
risking is the foundation of successful operation. Platform
will build validation, evaluation, evaluation, classification,
audit, supervision mechanism on the business. Operators
of the cloud-manufacturing platform, as an third
independent and authority institutions in credit evaluation,
the authentication and management, establish seamless
linking relationships with internal credit management
institution or related departments. The trust of system,
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Fig 5: The Model of Intelligent Search of Platform Resources

enterprise relationship and mutual combination are
considered as a core engine for them to realize trade of
the cloud manufacturing. The platform can monitor the
whole tracking management of the cloud platform and the
credit of related enterprises. Namely, the cloud services
will offer the services of monitoring, evaluation and after-
sales service system. In addition, the management agency
that has no relationship with the related enterprises
described on above carries out this two-interconnected
mechanism of the credit management, so as to establish
support system of network services for all the service
objects. The credit evaluation system of  platform is as
shown in figure 6.
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Fig 6: The Credit Evaluation System of Platform
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45. Theresearch of life cycle management about
the platform service

To improve the service level of the platform, and promote

enterprise adhesion of the platform, the service afforded

View the service

R
provider’ s home pa§ Sure service

by the platform is the life cycle of manufacture with the
universal technology of human computer interaction, and
the life cycle of manufacture is shown in figure 7 below.
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Fig 7: The Life Cycle Management of the Manufacture Service

5. THELAST WORD

Some cities of China, such as Beijing, Jiangsu, Zhejiang
and Guangdong provinces, have already set up a batch of
special industrial cluster towns, and been existed a kind
internal relationship of competition and development, but
existing manufacturing mode is hard to develop
information service platform for industrial clusters of
collaboration. In this paper, according to the
characteristics of the mould manufacturing industry, the
cloud-manufacturing platform in the mould industry is
put forward to support industrial cluster cooperation, and
we analyze content needed to build and research the
system structure and key technologies of the platform.
The establishment of platform will contribute to
integrating regional internal resources and ability,
improving the competition ability of the industry, and
promoting the development of the manufacturing industry
to a higher level. However, it is for a long time to create
relate database used to been search.
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ABSTRACT

Solar simulators are widely adopted devices to
artificially reproduce the emission spectrum of the Sun.
Their use, in lab tests and analyses, allows to study the
effect of solar radiation on both materials and
components. This paper focuses on the effective design
of the ellipsoidal reflector for concentrating solar
simulators. A Monte Carlo ray-tracing approach is
proposed to study the reflector geometric configuration
maximizing the target incident radiation and optimizing
the radiative incident flux distribution. Developed ray-
tracing model includes the main physical and optic
phenomena affecting light rays from the source to the
target area, e.g. absorption, deviation, reflection,
distortion, etc. Proposed model is integrated to a Monte
Carlo simulation to properly design the ellipsoidal
mirror reflector of a small scale solar simulator based
on an OSRAM XBO® 3000W/HTC OFR Xenon short
arc lamp as light emitting source. Several scenarios are
tested and the main obtained evidences are summarized.

Keywords: solar simulator, ray-tracing, Monte Carlo
simulation, reflector surface design

1. INTRODUCTION

Solar simulators provide a luminous flux approximating
natural sunlight spectrum. Their basic structure includes
a metal support frame, a light source, e.g. high flux arc
lamp with power supplier and igniter, and a reflective
surface to properly orient the emitted rays lighting the
target area. The reflector shape allows the system to
generate a concentrated or non-concentrated light beam
through an ellipsoidal or parabolic reflector. Figure 1
shows an example of concentrating solar simulator
structure, highlighting the main functional modules.

The relevance of such systems, in lab tests and
analyses, is frequently discussed by the recent literature
presenting several applications for a wide set of
research fields. Petrash et al. (2007) both review the
topic and describe a 11,000 suns high-flux solar
simulator. Dominguez et al. (2008), Dominguez et al.
(2009), Pravettoni et. al. (2010), Rehn and Hartwig
(2010), Hussain et al. (2011) and Meng et al. (2011a)
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Figure 1: Single Lamp Solar Simﬁlator, Main
Functional Modules

present different studies about the design and
development of high flux solar simulators applied to
both concentrating and non-concentrating photovoltaic
systems. Amoh (2004) and Meng et al. (2011b) describe
the design of solar simulators to test multi-junction
solar cells for terrestrial and space applications. Kreuger
et al. (2011) develop a 45 kW solar simulator for high-
temperature  solar thermal and thermo-chemical
researches, while Codd et al. (2010) present a low cost
high flux simulator to study the optical melting and
light absorption behavior of molten salts. All these
contributions focus on the relevance of the proper
design of the system to achieve high performances in
both flux intensity and uniformity on the target area.
Mirror reflective surface represents a crucial component
to gain these purposes. An accurate shape design and
simulation of the physical and optic properties is
essential to the simulator construction (Johnston 1995).
Ray-tracing algorithms combined to Monte Carlo
analyses are recognized as effective approaches to test
the performances of different configurations of the
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reflective surface (Petrash et al. 2007, Chen et al. 2010,
Ota and Nishioka 2010, Cooper and Steifeld 2011).

This paper presents an effective Monte Carlo ray-
tracing approach to properly design the ellipsoidal
reflector of concentrating solar simulators. Developed
approach is applied to study the optimal shape of the
ellipsoidal reflector for a small scale solar simulator
based on a OSRAM XBO® 3000W/HTC OFR Xenon
short arc lamp (http://www.osram.com). A description
of the implemented approach is provided giving full
details about the steps of the ray-tracing algorithm
together with the simulated scenarios. Finally, the main
obtained evidences are discussed.

The reminder of this paper is organized as
follows: Section 2 describes the steps of the
implemented ray-tracing model, Section 3 presents the
Monte Carlo analysis to design the ellipsoidal reflector
of solar simulators and introduces the developed case
study. In Section 4, the case study results are discussed
while Section 5 concludes this paper with suggestions
for further research.

2. REFLECTOR OPTICAL DESIGN THROUGH

RAY-TRACING APPROACH
In geometrical optics, the foci of an ellipsoid of
revolution are conjugate points (Petrash et al. 2007). If
no distortion effects occur, each ray emitted by a
punctiform source located in one of the foci passes
through the other after a single specular reflection
(Figure 2).

According to this principle, concentrating solar
simulators are designed. The light source, reproducing
Sun emission spectrum, and the target area, e.g. the
studied material or component, are located at the foci of
an ellipsoidal mirror reflective surface.

Figure 2: Geometrical Optic of Ellipsoid of Revolution

Considering experimental contexts, the following
main conditions and phenomena contribute to reduce
the global system radiation transfer efficiency,
expressed as the ratio between the light flux that reaches
the target and the global emitted flux.

o Finite area of the emitting light source.

e  Absorption phenomena due to the presence of
light source quartz bulb, source electrodes and
reflective surface.
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e Deviation and distortion phenomena due to the
specular dispersion errors of the reflective
surface.

e Losses due to rays falling out of the reflector
shape.

These conditions affect all the operative contexts
and can not be neglected in the solar simulator design.
Their impact in reducing the system performances is
strongly correlated to the features of the emitting
source, the target shape and, particularly, to the reflector
shape and characteristics.

Proposed ray-tracing approach analytically studies
the ray trajectories, predicting the global transfer
performances, given a configuration of the source,
reflector and target surface. Figure 3 summarizes the
step sequence of the proposed approach highlighting the
stages where losses in transfer efficiency occur.

According to the major literature (Petrash et al.
2007, Dominguez et al. 2008, Kreuger et al. 2011) the
light source is assumed to emit isotropic radiation
uniformly from its surface. Consequently, the emission
point, Py, is randomly located on the whole source
surface. Incident ray direction, v, is defined following
Lambert’s cosine law distribution, as expressed in Eq.
(1) (Steinfeld 1991)

vxn=cos(sinWU)=vV1-U (1)

where n is the normal direction to the emitting
surface, in Py, and U a random number drawn from a
[0,1] uniform distribution. Proper quartz bulb and
electrodes absorption phenomena are considered by
introducing two coefficients, i.e. bulb and electrodes
absorption coefficients, that reduce the emitted radiation
and decrease the system transfer efficiency, i.e. losses at
the light source stage.

For each emitted ray, the point of intersection with
the ellipsoidal surface, Py, is computed. If P; falls out of
the surface shape or in the hole necessary to install the
light source, the ray is lost and the process finishes.
Otherwise, two possibilities occur. Generally, the mirror
reflects the ray but, in few cases, an absorption
phenomenon occurs and the ray is not reflected at all. In
this circumstance, modeled considering a proper
absorption coefficient, the process ends, i.c. losses at the
reflector stage.

Considering the reflected rays, their direction, r,
needs to be estimated. Distortion effects, caused by the
specular dispersion errors of the reflective surface,
affect r vector. As widely discussed by Cooper and
Steinfled (2011), geometric surface errors modify the
normal vector, K, to the ellipsoid surface. The authors
identify two angular components of the dispersion error,
i.e. the azimuthal angular component, 8,,., and the
circumferential component, ¢,,,. By applying the, so
called, Rayleigh method they outline proper expressions
to estimate these angular errors.
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Selection of the incident ray emission point Py

v

Prediction of the incident ray direction v

according to Lambert’s cosine law distribution
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Losses at the light source stage
- quartz bulb absorptivity
- electrode absorptivity and ray deviation

Calculation of the point of intersection between v

and the ellipsoidal reflector, P,

Definition of the reflected ray direction r, - ray falls in the hole for light source installation

Losses at the reflector stage
- surface absorptivity
- ray out of reflector shape, no intersection

including reflector distortion effects

v

Calculation of the point of intersection between r

and the target, P, {

Losses at the target stage
- ray out of target shape, no intersection

Transfer efficiency and
flux distribution analysis

Figure 3: Steps and Losses of the Proposed Ray-Tracing Approach

Ocrr = \/E *Oerr "V —InU @
" )

where 0, is the standard deviation of the
dispersion azimuthal angular error distribution,
including all distortion effects, and U a random number
drawn from a [0,1] uniform distribution.

As a consequence, to estimate the direction of k, in
the point of intersection Py, the theoretic normal vector
k’ needs to be twofold rotated with rotation angles
equal to 6., and, then, .. O, rotation is around a
vector orthogonal to the plane where the major ellipse
lies while the second rotation is around k’.

The normal direction to the reflective surface, in P,
allows to calculate the reflected ray direction, r,
according to Eq. (4) (Steinfeld 1991).

r=v—2-(kxv)xk @)

The intersection between r and the plane where the
target lies allows to calculate the coordinates of the
common point P,. If P, is inside the target area the ray
correctly hits the target, otherwise the ray is lost and the
transfer efficiency decreases, i.e. losses at the target
stage. This study does not consider multiple reflection
phenomena.

Finally, the distance and mutual position between
P, and the ellipsoid focus point allows to study the
radiative incident flux distribution on the target area.

3. MONTE CARLO SIMULATION

Several geometric and optic parameters affect the global
transfer efficiency of solar simulator systems. A list of
them, classified according to the physical component
they belong to, is provided in follows.
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Parameters of the light source (generally an high flux
arc lamp):
e Shape and dimensions.
o Emission light spectrum.
e Emission surface shape and dimensions, e.g.
sphere, cylinder, etc.
e Emission direction distribution.
e Absorption coefficients of quartz bulb and
electrodes (if present).
o Interference angle of electrodes (if present).

Parameters of the ellipsoidal reflector:

o Reflector shape, identified by the two ellipsoid
semi-axes or by the major semi-axis and the
truncation diameter.

e Reflector length, i.e. the distance between the
vertex, on the major axis, and the longitudinal
truncation section.

e Absorption coefficient.

e Standard deviation of the dispersion azimuthal
angular error distribution, previously called

UETT‘

Parameters of the target surface:
o Shape, e.g. circular, squared, rectangular.
e Dimensions.
o Relative position toward the ellipsoid.

For a given a set of such parameters, the geometric
and optical features of the solar simulator are univocally
identified and the ray-tracing approach, described in
previous Section 2, can be applied, cyclically, to study
the system performances, simulating a large number of
emitted light rays. Furthermore, varying one or several
of these parameters, through a what-if analysis, the best
configuration of the whole system can be pointed out.
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The authors developed a customized MatLab®
interface to speed the simulation process, calculate and
represent the system transmission performances.

3.1. Case study. Design of a small scale solar
simulator

The following case study provides an empirical

application of the described ray-tracing approach and

Monte Carlo design simulation strategy.

A small scale solar simulator is investigated. The
overall structure of the plant is represented in previous
Figure 1 and the main functional modules are shortly
introduced in Section 1. In this context, the effective
design of the ellipsoidal reflector is analyzed. Both the
emitting source and target area features are assumed
constant, while several configurations of the reflector
shape, corresponding to different sets of parameters, are
tested and performances compared.

The considered emitting source is an OSRAM
XBO® 3000W/HTC OFR Xenon short arc lamp
(http://www.osram.com) with a luminous flux of
130000 Iumen and an average luminance of 85000
cd/cm®. Other relevant data about the shape of the
considered high flux lamp are summarized in Table 1
and shown in Figure 4.

Table 1: Key Features of the Emitting Source Shape.
Refer to Figure 4 for Notations

Light Source Parameters
Lamp length (overall) 1; 398mm
Lamp length 1, 350mm
Lamp cathode length a 165mm
Electrode gap (cold) €0 6mm
Bulb diameter d 60mm
Electrode interference % 30°
angles 3, 20°
"
12

Gl

@% N —
N N T

o

Figure 4: High Flux Emitting Source, Structure and
Notations

The target surface is squared, side length of 50
mm, and it lies on a plane located on one of the two foci
of the ellipsoidal reflector, orthogonal to the ellipsoid
major axis.

Considering the ellipsoidal mirror reflector, the
next Table 2 and related Figure 5 summarize all the
tested scenarios, providing the adopted ranges of
variation and the considered incremental steps for the
four following parameters defining the reflector shape
and optic features:

¢ FEllipsoid major semi-axis length, A
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o Ellipsoid truncation section diameter, TD

e Standard deviation of the dispersion azimuthal
angular error distribution, g,

e Reflector length, i.e. the distance between the
vertex, on the major axis, and the longitudinal
truncation section, L

Table 2: Tested Configurations for the Ellipsoidal
Reflector. Refer to Figure 5 for Notations
Reflector Parameters [mm]

Min Max Step
A 200 1000 100
TD 100 2A 50
Oerr 0.005 0.01 0.005
L | A-Ja2-TD?/4 | A 50

Figure 5: Ellipsoidal Reflector, Shape and Notations

The minor semi-axis of the ellipsoid, called B in
Figure 5, can be analytically calculated as

ATD

B= 2\/L(2A-L) (5)

and it is not a free parameter to define the ellipsoid
shape.

Furthermore, a constant mirror absorption
coefficient of 4% is considered in the analysis.

3840 scenarios appear and need to be simulated,
i.e. what-if analysis. For each scenario, N = 5x10’
emitted rays are traced and results collected.

4. CASE STUDY RESULTS AND DISCUSSION
The following data are collected in all tested scenarios.
e N,, number of rays absorbed by the light
source (quartz bulb and electrodes).
e Ny, number of rays lost due to the presence of
the hole used to install the light source.
e N, number of rays falling out of the reflector
shape.
e Ng, number of rays absorbed by the mirror
reflector.
e N, number of reflected rays hitting the target.
e N,, number of reflected rays that do not hit the
target.
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These data allow to measure the role played by the
ellipsoidal reflector shape on the global optic
performances.

Furthermore, the following key indices are
calculated to highlight the impact of the reflector
features on the solar simulator transfer efficiency.

e Losses due to the reflector shape, i.e. ellipsoid

shape, hole and truncation diameters.

_ Ny+Np,

1= s (6)

N—-Ngy

e Losses due to the optic and distortion effects
caused by the reflector surface errors.

Nr+Ng

S v y— (7
e  Global reflector transfer efficiency.
Nt
n=01-8) (1-&) =3 ®)

e Statistical distribution of the reflected rays on
the target surface, i.e. the mean distance M),
and standard deviation o, of the point of
intersection between the rays and the target, P,,
and the ellipsoid focus point.

Table 3 shows an example of the obtained results
presenting the twenty best and worst scenarios. In
addition to previous notations, € indicates the ellipsoidal
reflector eccentricity, defined as

g =./1—B2/A? ©)

and included in the [0,1] range.

Figure 6 shows a radiative flux map for the best
scenario. The squared dashed line identifies the target
area whereas all dots inside the square are the rays that

Target width [rnm)
] = o

o
&
T

Target length [rmm)]

Figure 6: Radiative Flux Map for the Best Scenario.
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correctly hit the target, while the other dots are the rays
causing the losses at the target stage (see Figure 3).

Values of the global transfer efficiency vary from
92.407% of the best scenario to 1.072% of the worst
case. Consequently, a first relevant outcome of the
analysis is the heavily influence, for solar simulator
performances, of the reflector design. Considering the
best scenarios of Table 3, the & and &, loss indices
have values lower than 9% while the large amount of
the rays are concentrated close to the target, i.c. mean
distance between rays and the ellipsoid focus point, M,
close to 10 mm and standard deviation, gp, included
between [5,13] mm. On the contrary, the main cause for
the performance decrease are the losses due to the
reflector shape. With reference to the worst scenarios of
Table 3, high values of &;, greater than 93%, are always
experienced while &, does not present a regular trend.
The main reason for these losses is the critic length of
the reflector, i.e. the parameter L. All worst scenarios
have very small values for this parameter, e.g. 50 or 100
mm, so that a great number of the emitted rays are lost
because they do not hit the mirror reflector. The very
high value of the number of rays falling out of the
reflector shape, N, included between the 80% and
86%, clearly highlights the main cause for the global
transfer efficiency decrease.

The standard deviation of the dispersion azimuthal
angular error distribution, previously identified as g,
represents another relevant parameter affecting the
global performances of the system. As expected, low
values of a,,, correspond to high global transfer
efficiency values. However, to reduce the standard
deviation error an increase of the reflector production
costs is necessary because of the major accuracy
required during reflector manufacturing and mirror
surface treatments. The graph in Figure 7 correlates the
reflector length to the global transfer efficiency for the
two simulated values of g, i.e. 0.005 mm and 0.01
mm. The obtained values are listed in Table 4.
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Figure 7: Correlation between the Reflector Length and
Global Transfer Efficiency for the Two Values of 6 ,,...

Results, for the tested two values of the standard
deviation of the dispersion azimuthal angular error
distribution, present similarities in the waveforms. Low
values of the reflector length are associated to very poor
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Table 3: What-if Analysis Results. Twenty Best and Worst Scenarios.

Rank | A4 ™D | Ogy | L | B & Ny % Ny % N; % Ny % Nr % N, % é] éz n Mp Op
1| 600 | 650 | 0.005 | 600|325 0.841 | 65506 | 13.10% | 5585 | 1.12% | 6771 | 1.35% | 16942 |3.39% | 401501 | 80.30% | 3695 |0.74% | 2.844% | 4.889% | 92.407% | 8.284 | 6.387
2 | 700 | 700 | 0.005 | 700 | 350 | 0.866 | 65865 | 13.17% | 6287 | 1.26% | 719 | 0.14% | 16935 | 3.39% | 399723 | 79.94% | 10471 | 2.09% | 1.614% | 6.416% |92.073% | 9.867 | 7.265
3 [ 700 | 750 | 0.005 | 700 | 375 | 0.844 | 65477 | 13.10% | 2107 | 042% | 5849 | 1.17% | 17211 | 3.44% | 399732 | 79.95% | 9624 | 1.92% | 1.831% | 6.291% | 91.993% | 9.622 | 7.147
4 | 600 | 600 | 0.005 | 600|300 | 0.866 | 65943 | 13.19% | 13355 | 2.67% | 702 | 0.14% | 16782 | 3.36% | 399052 | 79.81% | 4166 | 0.83% | 3.239% | 4.988% | 91.935% | 8.521 | 6.205
5 | 600 | 700 | 0.005 | 600|350 | 0.812 | 65936 | 13.19% | 1491 | 0.30% | 13675 | 2.74% | 16838 | 3.37% | 398989 | 79.80% | 3071 |0.61% | 3.494% | 4.753% |91.919% | 8.077 | 7.453
6 | 500 | 550 | 0.005 | 500|275 0.835 | 65626 | 13.13% | 12034 | 2.41% | 7907 | 1.58% | 16699 |3.34% | 396935 | 79.39% | 799 |0.16% | 4.591% | 4.222% |91.381% | 6.918 | 5.108
7 | 500 | 600 | 0.005 | 500|300 |0.800 | 65623 | 13.12% | 4064 | 0.81% | 16235 | 3.25% | 16688 | 3.34% | 396752 | 79.35% | 638 |0.13% | 4.673% | 4.184% |91.338% | 6.705 | 5281
8 | 700 | 800 | 0.005 | 700 | 400 | 0.821 | 65424 | 13.08% | 499 | 0.10% | 11629 | 2.33% | 17004 | 3.40% | 396659 | 79.33% | 8785 | 1.76% | 2.791% | 6.105% |91.275% | 9.462 | 7.226
9 | 600 | 650 | 0.005 | 550|326 |0.839 | 65174 | 13.03% | 5308 | 1.06% | 13451 | 2.69% | 16698 | 3.34% | 395752 | 79.15% | 3617 |0.72% | 4314% | 4.883% |91.014% | 8.298 | 6.631
10 | 700 | 700 | 0.005 | 650|351 | 0.865 | 65824 | 13.16% | 6088 | 1.22% | 5619 | 1.12% | 16789 | 3.36% | 395000 | 79.00% | 10680 | 2.14% | 2.696% | 6.502% | 90.977% | 9.868 | 7.868
11 | 700 | 750 | 0.005 | 650|376 | 0.844 | 65819 | 13.16% | 1925 | 0.39% | 11180 | 2.24% | 16775 | 3.36% | 394742 | 78.95% | 9559 | 1.91% | 3.018% | 6.254% | 90.916% | 9.661 | 12.983
12 | 600 | 600 | 0.005 | 550301 0.865] 65393 |13.08% | 13003 | 2.60% | 6290 | 1.26% | 16493 |3.30% | 394753 | 78.95% | 4068 | 0.81% | 4.439% | 4.951% | 90.830% | 8.508 | 6.197
13 | 800 | 800 | 0.005 | 800|400 0.866 | 65306 | 13.06% | 2336 | 0.47% | 744 | 0.15% | 17232 3.45% | 394171 | 78.83% | 20211 | 4.04% | 0.709% | 8.675% | 90.678% | 11.228 | 8.321
14 | 600 | 750 | 0.005 [ 600|375 0.781 | 65675 | 13.14% | 286 | 0.06% | 21051 | 4.21% | 16654 | 3.33% | 393652 | 78.73% | 2682 | 0.54% | 4.913% | 4.682% | 90.635% | 7.923 | 10.472
15 | 800 | 850 | 0.005 | 800|425 0.847 | 65715 | 13.14% | 659 | 0.13% | 5146 | 1.03% | 17002 | 3.40% | 392510 | 78.50% | 18968 | 3.79% | 1.337% | 8.395% | 90.381% | 11.004 | 8.655
16 | 600 | 700 | 0.005 | 550 (351 | 0.811 | 65720 | 13.14% | 1407 | 0.28% | 21106 | 4.22% | 16375 | 3.28% | 392244 | 78.45% | 3148 | 0.63% | 5.184% | 4.741% | 90.321% | 8.074 | 6.300
17 | 700 | 850 | 0.005 | 700|425 | 0.795 | 65720 | 13.14% | 211 | 0.04% | 17598 | 3.52% | 16642 |3.33% | 392119 | 78.42% | 7710 | 1.54% | 4.101% | 5.847% | 90.292% | 9.232 | 10.141
18 | 700 | 650 | 0.005 | 650|326 | 0.885 | 65836 | 13.17% | 13360 | 2.67% | 584 | 0.12% | 16704 | 3.34% | 391884 | 78.38% | 11632 | 2.33% | 3.212% | 6.743% | 90.262% | 10.109 | 7.391
19 | 700 | 650 | 0.005 | 700|325 0.886 | 65749 | 13.15% | 13333 | 2.67% | 512 | 0.10% | 16895 | 3.38% | 391933 | 78.39% | 11578 | 2.32% | 3.188% | 6.773% | 90.255% | 10.112 | 7.375
20 | 500 | 500 | 0.005 | 500|250 | 0.866 | 65597 | 13.12% | 24369 | 4.87% | 722 | 0.14% | 16449 | 3.29% | 391887 | 78.38% | 976 |0.20% | 5.776% | 4.257% |90.213% | 7.188 | 6.463
3821 | 600 | 450 | 0.005 | 50 |563 | 0.346 | 65447 [ 13.09% | 35 | 0.01% |409130 | 81.83% | 1016 |0.20% | 24347 | 4.87% | 25 [0.01% | 94.158% | 4.100% | 5.603% | 53.826 | 4427
3822 | 600 | 450 | 0.01 | 50 |563|0.346 | 65927 | 13.19% | 23 | 0.00% | 408554 | 81.71% | 1053 |0.21% | 22152 | 4.43% | 2291 |0.46% | 94.126% | 13.116% | 5.103% | 128.611 | 23924
3823 [ 1000 | 850 | 0.005 | 100 [ 975 | 0.222 | 65157 [ 13.03% | 11 | 0.00% | 411962 | 82.39% | 897 |0.18% | 21344 | 427% | 629 |0.13% | 94.741% | 6.672% | 4.908% | 92.488 | 5811
3824 | 800 | 500 | 0.005 | 50 | 718 | 0.440 | 65429 | 13.09% | 22 | 0.00% | 412160 | 82.43% | 911 |0.18% | 21118 | 422% | 360 |0.07% | 94.848% | 5.677% | 4.860% | 43.496 | 2531
3825 | 900 | 800 | 0.01 [100 |873|0.243 | 65717 [ 13.14% | 11 | 0.00% | 406282 | 81.26% | 1085 |0.22% | 20798 | 4.16% | 6107 | 1.22% | 93.555% | 25.695% | 4.789% | 383.653 | 150438
3826 | 1000 | 1050 | 0.01 | 150 [997 | 0.082 | 66030 | 13.21% | 8 | 0.00% | 406182 | 81.24% | 1177 |0.24% | 20351 | 4.07% | 6252 | 1.25% | 93.599% | 26.742% | 4.689% | 199.142 | 7646
3827 | 900 | 500 | 0.01 | 50 [7610.535 | 65500 | 13.10% | 23 | 0.00% | 407282 | 81.46% | 1145 |0.23% | 17951 | 3.59% | 8099 | 1.62% | 93.741% | 33.992% | 4.131% | 58.225 | 2676
3828 [ 1000 | 500 | 0.01 | 50 [801[0.599 | 65804 | 13.16% | 12 | 0.00% | 403926 | 80.79% | 1218 |0.24% | 17887 | 3.58% | 11153 |2.23% | 93.031% | 40.885% | 4.120% | 28.040 | 65
3829 | 800 | 500 | 0.01 | 50 |718|0.440 | 65880 | 13.18% | 27 | 0.01% | 411665 |82.33% | 937 |0.19% | 16543 | 3.31% | 4948 |0.99% | 94.834% | 26.240% | 3.811% | 75.963 | 5461
3830 | 1000 | 550 | 0.005 | 50 |881|0.474 | 66168 | 13.23% | 12 | 0.00% | 415741 |83.15% | 730 |0.15% | 16257 | 3.25% | 1092 |0.22% | 95.833% | 10.078% | 3.747% | 53.311 | 5468
3831 [ 1000 | 850 | 0.01 [100[975|0.222 | 65330 | 13.07% | 12 |0.002% | 412098 | 82.42% | 871 |0.17% | 15910 | 3.18% | 5779 | 1.16% | 94.810% | 29.477% | 3.660% | 256.684 | 37704
3832 | 700 | 500 | 0.005 | 50 | 674 | 0.272 | 65630 | 13.13% | 19 [ 0.004% | 419413 | 83.88% | 589 |[0.12% | 14309 | 2.86% | 40 |0.01% | 96.561% | 4.211% | 3.294% | 71.500 | 12637
3833 | 900 | 550 | 0.005 | 50 [837|0.368 | 65986 | 13.20% | 18 |0.004% | 420144 | 84.03% | 543 |0.11% | 12947 | 2.59% | 362 |0.07% | 96.808% | 6.533% | 2.983% | 55.009 | 2629
3834 | 700 | 500 | 0.01 | 50 [674|0.272 | 65828 [13.17% | 14 |0.003% | 418994 | 83.80% | 585 |0.12% | 12729 | 2.55% | 1850 |0.37% | 96.507% | 16.058% | 2.932% | 100.957 | 3266
3835 [ 1000 | 550 | 0.01 | 50 |881|0.474 | 65808 | 13.16% | 16 |0.003% | 416421 | 83.28% | 687 |0.14% | 11242 | 2.25% | 5826 | 1.17% | 95.911% | 36.683% | 2.589% | 91.629 | 6668
3836 | 900 | 550 | 0.01 | 50 [837] 0368 | 65775 | 13.16% | 16 |0.003% | 420351 | 84.07% | 558 [0.11% | 9775 | 1.96% | 3525 | 0.71% | 96.809% | 29.463% | 2.251% | 135.650 | 13985
3837 [ 1000 | 600 | 0.005 | 50 [ 9610277 | 65848 | 13.17% | 8 [0.002% | 427627 | 85.53% | 269 [0.05% | 6052 | 1.21% | 196 |0.04% | 98.499% | 7.135% | 1.394% | 101.737 | 18564
3838 | 800 | 550 | 0.005 | 50 [ 790 | 0.156 | 65524 | 13.10% | 11 [0.002% | 428332 | 85.67% | 236 [0.05% | 5867 | 1.17% | 30 |[0.01% | 98.588% | 4.337% | 1.350% | 87.917 | 8513
3839 | 800 | 550 | 0.01 | 50 [ 790 0.156 | 65207 [ 13.04% | 7 |0.001% | 428814 | 85.76% | 251 [0.05% | 4882 | 0.98% | 839 |0.17% | 98.626% | 18.252% | 1.123% | 195.014 | 16000
Procesdigrgs of §he Fusopedn dpdelingpandygintudasion Sysxmsitus 20421 11 | 0.002% | 427651 | 85.53% | 296 | 0.06% | 4658 | 0.93% | 1798 | 0.36% | 98.446% | 31.013% | 1.072% | 226.342 | 40309
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Table 4: Dependence of § from L and @,

L n (%]
[mm] |5, =0.005mm | o, =0.0lmm Gap

50 21.468% 17.227% 4.241%
100 35.103% 28.149% 6.954%
150 44.465% 35.948% 8.517%
200 50.718% 40.766% 9.952%
250 55.610% 44.188% 11.423%
300 60.049% 47.626% 12.423%
350 61.918% 48.110% 13.808%
400 65.090% 50.614% 14.476%
450 66.357% 50.201% 16.156%
500 68.722% 51.918% 16.804%
550 69.477% 51.042% 18.435%
600 71.596% 52.595% 19.002%
650 71.427% 50.988% 20.440%
700 72.510% 51.780% 20.730%
750 72.834% 50.592% 22.241%
800 73.403% 50.979% 22.425%
850 72.976% 49.454% 23.521%
900 73.467% 49.773% 23.694%
950 72.867% 48.299% 24.569%
1000 72.506% 48.039% 24.466%

performances, i.e. 7 < 30%. Optimal conditions are,
respectively, for reflector length of 800 mm and
Oerr = 0.005 mm and of 600 mm for o,,,. = 0.01 mm.
A significant performance increase occurs for values of
L included in [50,450] mm range, while for higher
values of the reflector length, i.e. L > 500 mm, the
global transfer efficiency presents comparable values.

Finally, considering the gap between the
performances in the trends identified by the two values
of 0., an increase, from 4.241% to 24.466%, occurs.
High values of o,,, have a crucial impact on the global
transfer efficiency in presence of high values of L. Long
reflectors force the emitted rays to cover long
trajectories from the source to the mirror and, then,
from the mirror to the target. An error, caused by
anomalies in the mirror surface, generates an angular
deviation of the ray path. This deviation is amplified by
the distance between the mirror and the target.
Consequently, if L increases the standard deviation of
the dispersion azimuthal angular error distribution must
have low values not to significantly reduce the values of
7.

Another relevant parameter for the effective mirror
reflector design is the ellipsoid eccentricity, €, defined
in previous Eq. (9) and included in the [0,1] range. It
identifies the mutual position of the vertices and the
foci. If € is equal to O the ellipsoid is a sphere, i.c.
A = B, values of € between 0 and 1 are for eccentric
geometries where B < A. If €¢=1 the ellipsoid
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degenerates into a plane and the foci lay upon the
vertices on the major axis.

Developed what-if analysis highlights a range of
optimal values for the ellipsoid eccentricity, to
maximize the global transfer efficiency, included
between 0.75 and 0.9, as represented in Figure 8§,
correlating the ellipsoidal mirror eccentricity to the
values of 7. Each dot represents one of the 3840
simulated scenario.
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Figure 8: Correlation between the Ellipsoid Eccentricity
and Global Transfer Efficiency.

This outcome may be in contrast to the major
literature (Steinfeld and Fletcher (1988), Steinfeld
(1991)) suggesting low values of € to maximize the
reflector global transfer efficiency. On the contrary, in
the proposed analysis values of eccentricity close to
zero generate the worst performances. A reasonable
explanation for this evidence lies in the adopted
reflector modeling approach. Literature ray-tracing
models and related results approximate the reflector
with an ellipsoid of revolution neglecting both the
truncation section, i.e. the parameter previously called
TD, and the hole necessary to install the light source.
The proposed ray-tracing approach includes these two
elements in the analytical model to provide a realistic
and accurate description of the physical system.

The presence of these elements significantly
modifies the geometric and optic features of the solar
simulator introducing the so-called losses at the
reflector stage (see Figure 3) that significantly
contribute to the global transfer efficiency decrease,
especially for the scenarios where L and & assume low
values (see Table 3). In fact, if € is low the foci are
located far from the vertices on the ellipsoid major axis
and close to the geometrical center, i.e. the point of
intersection of the two axes. In this circumstance, the
light source, located on one ellipsoid focus point, juts
out from the reflector profile so that a large number of
the emitted rays do not hit the reflector surface. The
lower the reflector length, the higher these losses occur.

On the contrary, in eccentric reflectors the light
source is close to the ellipsoid major axis vertex and a
lower number of rays are lost. However, very high
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values of €, i.e. € > 0.9, cause an increase of the losses
at the reflector stage and a decrease of 7. This is due to
the presence of the hole for the light source installation.
A focus point located close to the reflector vertex, i.e.
eccentric reflector, increases the value of Ny, i.e. the
number of rays lost due to the presence of the hole used
to install the light source, so that, also in this case, the
global transfer efficiency decreases. As introduced,
optimal values for the reflector eccentricity are in the
[0.75,0.9] range.

5. CONCLUSIONS AND FURTHER RESEARCH
This paper presents a Monte Carlo ray-tracing approach
facing the effective design of solar simulators.
Developed model reproduces the trajectories of light
rays considering the main physical and optic
phenomena that occur from the source to the target area.
Ellipsoidal geometries are focused. In particular, the
solar simulator reflector is a truncated ellipsoid of
revolution with the light source located on one focus
and the target area on the other. Proposed ray-tracing
approach includes the main losses at the source,
reflector and target stages and affecting the global
system transfer efficiency.

The ray-tracing approach is integrated to a Monte
Carlo what-if analysis to simulate the performances of
several reflector geometries. A case study, based on an
OSRAM XBO® 3000W/HTC OFR Xenon short arc
lamp, is described simulating 3840 scenarios and
varying four major parameters, i.e. the ellipsoid major
axis, the truncation diameter, the reflector length and
the standard deviation of the azimuthal angular error
distribution affecting the quality and reflectivity of the
mirror surface. For each scenario, data about losses and
the number of rays on target are collected and
summarized in the three key indices proposed in Eq. (6)
to (9) together with a statistic analysis of the
distribution of rays on target.

The main outcomes highlight the relevance of the
proper design of the reflector shape to obtain high
values of the global transfer efficiency. The gap
between the best and worst scenarios is higher than
90%. Furthermore, correlations between the four
considered parameters is highlighted. As example, high
values of the reflector length, in presence of high values
of the standard deviation of the azimuthal angular error
distribution, amplify the global transfer efficiency
decrease, while, low values of the ellipsoid eccentricity,
relating the major axis length to the truncation diameter,
cause an increase of the lost rays.

The obtained parameters, for the best of the
simulated scenarios, are of 600 mm for both the
ellipsoid major semi-axis and reflector length, 325 mm
for minor semi-axis and o, equals to 0.005 mm. For
this scenario, the global transfer efficiency is 92.407%
while the distribution of rays on the target area has a
mean distance from the focus point of 8.284 mm and a
standard error of 6.387 mm.

Further research mainly deals with a validation of
the case study results through the development of the
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solar simulator and a trial campaign. To this purpose,
the authors already purchased the ellipsoidal reflector
and they are now developing the overall structure of the
solar simulator to collect experimental data to be
compared to the Monte Carlo simulation evidences.
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ABSTRACT

Because of the increase of the number of world-
wide manufacturers especially those have their factories
in Asia and major markets in Europe and the US, the
lead time of transportation in manufacturers’ supply
chain is increasing. However, for shippers, status
information of their container cargos and container
ships are limited. It prevents the shippers from
optimizing their logistics operation. Accordingly, the
authors have developed a global logistics simulation of
containers based on multi-agent method. The developed
visualization system enables international
manufacturers to support logistics management and
comprehend container transportation. The simulation
result shows that the proposed system can reduce
shippers’ logistics cost by 17%.

Keywords: logistics simulation, visualization, supply
chain, multi-agent simulation, container flow

1. INTRODUCTION

Since 1990, many of Japanese world-wide
manufacturers have been developing their production
sites in Asia. Therefore, the importance of supply chain
management, which can administrate =~ whole
procurement process of product from factories to
consumers, has also been increasing because lead time
between factories and consumers in distant major
markets has been increasing. Hence, the use of
information management system, such as Enterprise
Resource Planning system, is expanding.

However, since the development of factories in
Asia attributes to long lead time between production
and consumption places, demand fluctuation in distant
market causes opportunity losses and dead stocks. This
problem is caused by unshared information among
many agents of global supply chain although they
already implemented information technology in their
other part of supply chain. Particularly, ocean shipment
makes it difficult for manufacturers to catch
instantaneous information of product because they
receive information indirectly from shipping line and
third party logistics companies, whereas ocean shipment
lacks punctuality more than other transportation due to
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the delay by marine condition and offshore queue. This
fact made manufacturers outsource transportation to
third party logistics. As a result, information of time
loss and time fluctuation is less transparent, which is
unacceptable to factories and vendors.

To deal with this problem, radio-frequency
identification device (RFID) has been introduced in
order to capture real time information of cargo and
incorporate them in production and transportation plan.
In fact, there are movements for visualization of cargo
in many parts of the world. In Japan, Ministry of
Economy, Trade and Industry conducted an experiment
of visualizing the transportation between Japan and the
Netherlands. However, it has not achieved real-time
visualization of cargo information. Therefore, it is
necessary to develop a visualization system which
enables the shippers to share cargo information with
logistics companies, support their decision making of
logistics  simultaneously and to evaluate the
effectiveness of the system.

Existing researches for these problems include
Supply Chain Management (SCM). Since Oliver and
Webber (1982) discussed SCM in 1982, many
researchers have studied production and distribution for
SCM, such as bullwhip effect and optimum inventory
policy (Lee et al. 1997). As a recent study, Venu Nagali
(2008) indicated that quantification of demand and price
risk enabled Hewlett-Packard to reduce 300 million
dollars manufacturing cost by proposing three different
scenarios of risk and contracting suppliers with the
proposition. Although transportation lead time is
assumed to be fixed in these researches, Chandra
Charu(2008) indicated that optimum stock volume and
procurement volume depend on lead time. Thus, we
should consider variable lead time in order to
implement optimum supply chain.

On the other hand, some researchers had succeeded
in the reduction of transportation cost by optimizing
route and fleet of shippers’ firm. As an example of the
study of transportation network, Sato and Miyata (2006),
Sato et al. (2007) and Kimura et al. (2008) modeled
dynamic simulation of transportation and selection of
lowest total cost route. However, these studies focused
on only transportation of whole logistics.
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Although there are researches of applying RFID,
most of them are focused on only direct effect, such as
reduction of labor cost, labor hours, and mistakes by
labor(Wang and Lin 2007, Chow and Choy 2007).
There are not so many researches which showed effect
of RFID on whole logistics. A particular example which
is focused on the effect of RFID on whole logistics is by
Bill C. Hardgrave(2008) It reduced the risk of stock
shortage by implementing RFID in Wal-mart as an
experiment. Also, Young (2009) demonstrated that
introducing RFID make it possible for manufacturers,
distribution centers and retailers to reduce average
stocks when they can share visible information of
inventory. However, those researches didn’t include
visibility of cargo during transportation.

As it can be seen in the above researches,
approaches to manufacturing and retailing, and to
transporting are separated and they didn’t implement
dynamic system which supports both shippers and
shipping firms by integrating information. Thus, it is
necessary to develop a system which integrates
information of both shipper and shipping firms and
visualizes them dynamically for global manufacturers.

In this paper, we will accomplish modeling of
global production, transportation and consumption, and
visualizing comprehensive container flow which can
support management of logistics using actual operation
data of a company. In the system, we consider the stock
in transportation as well as the stock at the manufacturer
and retailer because most of the lead time involved in
logistics is marine transportation. The supposed users of
the system are shipping firms and shippers.

In this study, we use actual data of a Japanese
international electric manufacturer. The company has
several product models, which are manufactured in
three Asian areas, and shipped to vendors in North
America, Europe, Japan, and other Asian countries.

In order to accomplish the above objective, we will
construct a multi-agent and time-discrete simulation
modeling manufacturing, transportation, and vendors
described in the 2™ chapter, implement visualization of
shipper’s dynamic logistics, the results of which are
given in the 3" chapter, and evaluate validness of the
simulation in the 4™ chapter.

2. MODELLING OF SIMULATION

2.1. Overview of Simulation

Since there are many agents in global transportations,
we model each agent in the simulation. We also
implement time scale in the simulation in order to
model the dynamic and complex activities in container
flow as in Figure 1. By utilizing the simulation of
container transportation network by Takizawa (2010),
we implement the multi-agent and time-discrete
simulation which models international logistics.

We divided the simulation into 4 subsystems;
Database, Operation, Management, and Viewer.
Database subsystem holds the whole static and dynamic
data of the system. Operation subsystem consists of
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players of global logistics, such as ports, vendors, and
container ships and they have their own elements and
functions. Management subsystem makes decision, such
as demand forecasting and transportation schedule
planning. Viewer subsystem is independent from other
parts and it visualizes whole flow of container and
analyzes the time variation of stock. In this system, the
simulator notifies each subsystem of updating their
status each time step. After updating all subsystems,
Simulator increments time step. With synchronizing all
subsystems, Simulator repeats this loop until the end of
simulation.
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Figure 1: Schematic Diagram of Simulation

2.2. Database subsystem

Database integrates and controls all information of
production, transportation, and sales. One type of data is
static data which is necessary to build up elements of
Operation. The other type of data is dynamic data which
writes and reads all agents in simulation. Our simulation
saves latest information in Database, updates
predictions of logistics and inventory and then supports
management of logistics.

Static data includes data of area, factory, vendor,
port, container ship, road transportation and demand.
Dynamic data includes estimated container route
schedule, actual container route schedule, sales
forecasting and actual sales.

2.3. Operation subsystem

Operation models company’s logistics in the real world.
However, it is necessary to discrete each composing
elements and model them in order to simulate non-
linear event, like logistics. Elements of logistics are
cargo, container, container ship, road transportation,
factory, vendor, and port, and the simulator includes
them. We will construct the simulator by Java, one of
the object-oriented languages, and define the above
model of elements as Class, which packages both
attributes and operations.

Cargo class models a group of products in the real
world, thus, it has only attributes, no operations.
Attributes are composed of a name of products, density,
and the number of products.
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Container class is a unit of cargo when cargo can
be transported on network, and has only attributes.
Attributes are composed of a container ID, product list,
maximum volume, current volume, estimated container
route schedule, and actual container route schedule.

Containership class models a link whose concept is
travelling around nodes in transportation network with
discrete schedule. The attributes are composed of a
name of a container ship, schedule list including time
and place of both departure and arrival, and velocity.
Operations are composed of updating schedule and
updating global position.

Road class is a concept of a link which connects
two nodes and provides continuous transportation. The
difference of road transportation and container ship is
whether their schedule is discrete or successive and the
schedule is independent or not from clients. Attributes
are composed of velocity, positions of origin and
destination, and a container list. Operations are
composed of updating the global position. In this
simulation, we assume road transportation as trucks.

Factory class is a node which manufacture product
based on plan. Attributes are composed of the global
position and manufacturing plan. Operations are
composed of producing, packaging product into
containers, and loading containers on a link.

Vendor class is a node which sells products and
consumes them in later based on daily demand.
Attributes are composed of the global position and a
demand list. Operations are composed of consuming
products and loading containers on a link.

Port class is a node which is on the way of
transportation and also handles containers. Attributes
are composed of the global position and hold a
container list. Operations are composed of loading and
unloading container.

In order to initialize Operation subsystem,
Management subsystem creates every element when the
simulation starts. After simulation started, each element
acts independently and represents complex container
flow for the following.

1. Each factory produces a product in each time
step and packages it into a container.

2. Road transportation delivers the container to a
port.

3. The port loads the container on a container
ship when it stopped the port.

4. After the container ship reached the destination
port, the destination port unloads the container
and delivers it to the vendor, the destination,
by road transportation.

5. Upon arriving at the vendor, the container is
unpacked and consumed on the time of
demand. Products will disappear from the
simulation when they are consumed.

2.4. Management subsystem
Management subsystem models a scheme that shippers
make a decision of future logistics based on the past
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records and simultaneously order plans to Operation
subsystem. Thus, it has 4 functions; prediction of
demand, planning of transportation, planning of
production, and ordering plans.

In this study, we assume that the prediction of
demand is accurate. When we have to consider the
limited accuracy of prediction in the future study, we
will apply non-linear sales forecasting which predicts
future demands based on the past records in the
simulation as indicated by Tanaka (2010).

Planning of transportation has three steps. Firstly,
we detect practical transportation in order to limit the
number of searching results of schedule. Since
calculating every available schedule consumes much
time and thus is unrealistic, we exclude the schedule
which transit via hub ports. Secondly, we creates
possible schedule by selecting several transportations
between origin and destination, then calculate lead time
and fee of transportation. Thirdly, we examine each
schedule by the sum of fee and multiplication of lead
time and time value. The optimum schedule is defined
as minimum sum of the above.

In this study, planning of production is assumed to
be deadline list of daily production which is calculated
by planning of transportation and based on delivery
date.

Ordering plans is a function which submits all the
results of the decisions by Management subsystem to
Operations subsystem.

3. VISUALAIZATION OF INTERNATIONAL
CONTAINER FLOW

3.1. Visualization for supporting global
manufacturing companies
Visualization which enables us to comprehend whole
stock in a supply chain instantaneously can assess
accurate stock and accomplish avoiding dead stocks and
opportunity loss, and securing the most effective
transportation route.
In this system, we implemented the following
visualization methods developed by Nomura (2008) and
Chou (2008).

3.1.1. Time series analysis

Figure 2 is an example of time series analysis of stock,
arrival and sales of a certain product at a certain vendor.
The upper graph is the time history of stocks in the
inventory, and the lower graph is that of accumulated
stocks. The red vertical line indicates current time and
the right part of the line indicates the predicted future
behavior. It is possible because we can visualize the
future state by sharing information of containers in
transportation and of prediction at the vendor. In
addition, the accumulated curve enables us to assess the
characteristic of a demand trend for each product model
easily after the sales started. This information is useful
for sales forecasting. As a result, this analysis may help
us to avoid ordering ineffectual production plan because
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managers of manufacturers are able to see future stock
and characteristics of selling.

3.1.2. Shipping lead time analysis

Figure 3 is an example which visualized stock in
transportation with the same route. Colors show the
time of places where containers have stayed, such as
factory, port, and ocean. The horizontal line is ordered
by the manufacturing time of each container. This
analysis may help planning of production and
transportation by assessing the dead stock based on
manufacturing time and assessing characteristic of lead
time each year.

3.1.3. Tracing analysis

Figure 4 shows an example of tracing analysis of a
product for a vendor in order to assess stock in
transportation based on their time of manufacturing.
Each graph shows the progress of stock of the place, in
order of process of logistics. Each layer is colorized by
the week when they were produced. Therefore, when
we find overstocking, it is easy to detect when the
excessive group was produced and which part of
logistics caused the problems. In general, the fast
decrease of the thickness in a layer indicates fast
turnover rate of the product. On the contrary, if a certain
layer keeps its thickness longer time, we can easily
assess whether the problem came from transportation,
like emergent air transport, or came from the wrong
production plan in the factory.

3.2. Visualization of container flow on globe
In the previous section, we visualized progress of stock
at each place from upper stream to lower stream of the
supply chain. In this section, we will visualize both a
position and volume of cargo in transportation.

Figure 5 is an example of visualizing all of 1049
container ships, and volume of products in logistics on a
plain map. This allows assessing the whole container
ship and products on the earth instantaneously.

However, visualization on a plain map is not
always informative for global manufacturers and marine
transporters because long distance ocean routes are
distorted and containers and ships look congested on the
plain map. To solve this problem, we visualized on the
globe as in Figure 6. The state of the simulation is
displayed on Google Earth simultancously. On the
globe, ship routes are displayed correctly and more
information are intuitively comprehensible. In fact, both
of Figure 5 and Figure 6 are animation and displayed
simultaneously during simulation.

Unfortunately we cannot demonstrate yet, we can
propose several solutions which is beneficial both for
manufacturers and shipping firms. For instance,
implementing several global manufacturers makes it
possible for both manufacturers and shipping firms to

optimize fleet schedule based on future gross
transportation. If one manufacturer has enough
containers to charter container ships, marine
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transporters can optimize lead time and the number of
ships based on the trend of products and time-value.
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4. EVALUTATION OF SIMULATION

4.1. Premises of evaluation

To verify the system, we evaluate our simulation by
examining the Japanese electric company’s actual
logistics data. In the actual data, they have lots of dead
stocks and inappropriate transportation schedule.

According to our assumptions for this evaluation,
our simulation implemented prediction of demand in
Management subsystem. Moreover, one effect of
visualization, transparency of information by sharing
logistics data with factories, transporters, and vendors,
is quantitatively assessable. However the other effect of
visualization, optical comprehension, is qualitative.
Thus, we evaluate the former effect of visualization,
sharing information and optimizing network.

Shipper’s loss of each product is defined as sum of
transportation fee C and multiplication of lead time 7;
and time value V. Therefore, shipper’s loss of actual
data L, is defined as equation 1, and shipper’s loss of
simulation Ly, is defined as equation 2. In this case, the
interval of simulation ¢ end is 2 years and C is either
ocean tariff or air tariff. In actual data, the number of
production and sales is different because demand
prediction is not accurate and there are many dead
stocks. On the other hand, the number of production and
sales is same in simulation because we assumed
demand prediction is accurate. Therefore, we must
adjust the difference of number in order to major the
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effect of planning transportation by visualization. V is
decreasing 0.37[USD/Day], according to Sato (2006).
The areas of vendors we have examined are Asia,
Europe, and North America.
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4.2. Result of evaluation

The result based on equation 1 and 2 is shown in Figure
7. While Asian sales areas has improved only by 8%,
North American sales area has improved by 16%, and
European sales area has improved by 20%. Converting
to the amount of money, reduction of shipper’s loss in
Asian area was 2.7 million USD, reduction of shipper’s
loss in North America was 22 million USD, and
reduction of shipper’s loss in Europe was 14.5 million
USD. The reason why European logistics improved
most is that they have longest distance between
factories in Asia and vendors in Europe. Thus, the
optimization of transportation was effective in long
distance logistics because high air tariff was replaced
with cheap ocean tariff and ocean lead time become
shorter. In total, shipper’s loss was decreased by 16%
and 39.3 million USD.

Summing up, we demonstrated the validity of the
visualization of simulation by reducing shipper’s loss,
which is achieved by optimized transportation planning
through transparent information between factories,
transportations, and vendors.
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5. CONCLUSION

We developed and visualized the system which models
global logistics and supports management for
manufacturers. Evaluation of simulation by actual data
leads us to conclude that visualization of logistics
makes it possible to reduce manufacturers’ loss.
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ABSTRACT

In E-commerce environments software agents are used
in automated negotiations. When agents communicate
they do not necessarily use the same vocabulary or
ontology. However, if they want to interact sucdethg

they must find correspondences between the terets us
in their ontologies. This paper proposes to enhance
agent-based electronic markets with a set of ogyelo
services to facilitate communication between agents
However, humans tend to be reluctant to acceptr'sthe
conceptualizations/ontologies. For that they must b
convinced that a good deal can be achieved. In this
context, the application and exploitation of trust
relationships captured by social networks can tdsul

the establishment of more accurate trust relatipgsh
between businesses and customers, as well as the
improvement of the negotiation efficiency.

Keywords: agent based simulation, electronic matket
ontology mapping negotiation, social network anialys

1. INTRODUCTION

In an efficient agent-mediated electronic markdigre

all the partners, both sending and receiving messag
have to lead to acceptable and meaningful agreement
it is necessary to have common standards, like an
interaction protocol to achieve deals, a language f
describing the messages’ content and ontologies for
describing the domain’s knowledge (Hepp, 2008)
(Fensel, et al., 2001) (Obrst, et al., 2003).

The need for these standards emerges due to the
nature of the goods/services traded in business
transactions. The goods/services are describedighro
multiple attributes (e.g. price, features and dypli
which imply that negotiation processes and final
agreements between sellers and buyers must be
enhanced with the capability to both understand the
terms and conditions of the transaction (e.g. valzal
semantics, currencies to denote different prices,
different units to represent measures or mutual
dependencies of products).

In order to provide an answer for this need we
developed the AEMOS system - Agent-Based
Electronic Market with Ontology-Service System, a
multi-agent market simulator with ontology services
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The AEMOS system is an innovative project
(PTDC/EIA-EIA/104752/2008) supported by the
Portuguese Agency for Scientific Research (FCT).

The system proposes an ontology-based
information integration approach, exploiting the
ontology mapping paradigm, by aligning consumer
needs and the market capacities, in a semi-automati
mode, improved by the application and exploitatadn
the trust relationships captured by the social nets:

In this paper we give a brief introduction to the
AEMOS system model (Section 2) detailing the
Ontology Services component (Section 3). We then
present the social network component (Section 4)
illustrating how agents exploit social network
information in combination with the meta informatio
captured during the agent's business interactions.

2. AEMOS SYSTEM

AEMOS includes a complex simulation infrastructure;
able to cope with the diverse time scales of the
supported negotiation mechanisms and with several
players competing and cooperating with each otimer.
each situation, agents dynamically adapt theitesgias,
according to the present context and using the
dynamically updated detained knowledge (Viamonte, e
al., 2006).

AEMOS is flexible; the user completely defines
the model he or she wants to simulate, including th
number of agents, each agent’s type, ontologies and
strategies. This infrastructure is detailed in (W@mte,
etal., 2011).

2.1. Multi-Agent Model

The model includes several types of agents dividad

two main groups namely, external agents and interna
agents. The external agents are agents whose behavi
is intended to be simulated and studied. The magiag

of external agents are: Buyers (B) who are agents
representing consumers; and Sellers (S) who anetgge
representing suppliers.

The internal agents are the ones who support the
communication and negotiation between external
agents. The main internal agents are: the Market
Facilitator (MF) that is responsible for the infation
integration process in the message exchange between
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external agents. It is an intermediate agent dutiey
negotiation process that ensures, or tries to enthat
both parties are able to understand each other; the
Ontology Mapping Intermediary (OM-i) that is
responsible for the ontology mappings' management
and for the ontology's instances translation praces
This agent is able to propose ontology mappingstand
translate ontology's instances when requested;tlzad
Social Network Intermediary (SN-i) that is the agen
responsible for the discovery of agents’ trust (or
proximity) relations captured through social netkor
analysis techniques applied on the market inforomati
This agent is able to support the OM-i agents air th
tasks and to advise external agents about proposed
ontology mappings or negotiating partners.

In other to participate in the market, an external
agent must register first, indicating the ontolsgié
uses and, optionally, its personal data and prefee

2.2.The Negotiation Model

The negotiation protocol used in AEMOS is bilateral
contracting where B agents are looking for S agtras
can provide them with the desired products at tist b
conditions.

Negotiation starts when a B agent sends a request
for proposal (RFP). In response, a S agent analyses
own capabilities, current availability, and past
experiences and formulates a proposal (PP). On the
basis of the bilateral agreements made among market
players and lessons learned from previous bid reund
both agents revise their strategies for the next
negotiation round and update their individual
knowledge module.

The negotiation protocol has three main actors: B
agents, S agents and MF agent. Both agents, B and S
may seek advice with a SN-i agent in order to decid
about the acceptance/formulation of a proposal.

When a deal is closed, the B agent is expected to
perform the payment, and the S agent the delivery,
according to the CBB model (Runyon & Stewart,
1987). Then, when the transaction is completedh bot
agents are invited to evaluate the whole process (i
rate the negotiation partner and, if it's the calse,used
ontology mappings).

If some agent frequently fails to close a deal or
perform the payment or delivery, the negotiatingner
can express its dissatisfaction with the agentdisgna
declaration of depreciation with the agent’s bebato
the MF agent. On the other hand, if an agent has a
history of satisfactory interactions with anothgeat, it
can express its satisfaction by sending a decteradf
appreciation with the agent’s behavior to the MErdg

3. THE ONTOLOGY-SERVICES COMPONENT

To provide a transparent semantic interoperability
between all e-commerce actors, AEMOS has an
ontology-services  infrastructure  whose  system
architecture recognizes three new types of actiies:
Ontology Matching Service (OM-s) agent that is able
specify an alignment between two ontologies based o
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some ontology matching algorithm. There are several
OM-s on the marketplace, each one providing theesam
service but based on distinct matching approaches
(Euzenat & Shvaiko, 2007); the Ontology Matching
Information Transformation (OM-t) agent that is
responsible  for transforming any information
represented according to one ontology (i.e. source
ontology) to information represented according to a
target ontology, using an already specified alignine
between those two ontologies; and the Ontology
Matching Repository (OM-r) agent that registers the
agreed ontology alignments specified between agents
ontologies. These alignments are applied to enable
further agents’ interactions.

These actors deploy a set of relationship types
whose goal is to automate and improve the quality o
the results achieved in the e-commerce transactions

3.1.The Integration Protocol

Considering the previous descriptions, a more cetaepl
and complex protocol is now detailed, including the
OM-i and SN-i agents in the system, Figure 1.

o] o] [=] [=] =]

| RegProposals(RFP) | | H |
| 1 SelSeIIerch{rOnls{BOnt) : :
: Sellappings(B BONLS,5Cnt) | :
: 1 | SelMappings{ElOm.SOnl] :
: : ReqMappingsRaling(B.S _I\-'Is) :
| i = ——— |
| | MappingsRMs) T T T ! |
| KEm————— = - - ! !
RegMappingsNegotiation|S RMs) Req.h’lapplngsNegntlanonfB. F.LMs] |

I ReqgAdviceAboulSAndMs(S RMs) Req;m“m Ahnu[BAndMS(B;MS)

| AdviceAboutSAndMs(Sinf) A’i;/icahbuulBAndl\.lscSNh"lf)

DessonD A ] i N
:— o I\_ﬂaapie_gD_ecwsinns{B_DEATco;ﬁed_M;g‘_Dfsxoaaae_uM_s}_ - ‘IT _________ :
i { appegResuti | ! !
IbcnflwnAccepla nee(M I:% _______ -_: ConfirmAcceptance(i) : :
Accepi) 1 | heceiM) I
------- D e e o |
AgreementCanfirmation(M) | |
I ReatranstiRer) | |
1 TIRFF) | : :
Kommmm o I?ﬂ:wardﬁeqFruposals[RFM :
|
|

ForwardPraposal(P')

|
|
1
|
|
|
|
|
|
|
|
|
|
1 1
|
1 1
|t 4
1 1
1

ResultiR)
|

The integration starts when a B agent sends a
request for proposal message to the MF agent. In
response, the MF tries to find possible S agentshie
request by selecting the ones using the same @ytal®
the B agent or an ontology with known
correspondences.

When B and S use different ontologies the OM-i
starts the ontology mapping specification procest)
the support of other entities, including matchiggmats,
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ontology mapping repositories and SN-i. SN-i is
responsible for retrieving the relevant informatfoom
ontology mapping repositories and social netwolrksst
similar ontology mapping experiences undertaken by
agents with trust relationships with B and S wél ised

by SN-i to compile the social network repository
information. Because the request for this inforomatis

the exclusive responsibility of OM-i, both B anda&
advised to perform a similar verification (eventyal
using other SN-i) once the ontology mappings are
submitted for negotiation.

At the ontology mapping negotiation, both B and S
decide about their interest in negotiating with the
proposed partner and the ontology mappings that are
preferred. The decisions are sent to the OM-i wilb w
check for a possible agreement. If an agreement is
found both B and S are required to confirm their
acceptance.

Despite the fact that Figure 1 represents only the
acceptance scenario, a rejection scenario is also
possible, in which case no further interaction wiktur
between B and S. In case the mapping is acceptéd, M
resumes the protocol by requesting to OM-i the RFP
data transformation. Using the ontology mapping
document, RFP data represented according to B’s
ontology is transformed into data represented alicgr
to S’s ontology. The transformed data (RFP’) is
forwarded to S, which will process it and will rgpb
MF. MF will then request the transformation of the
proposal data (P) and will forward the transformed
proposal (P’) to B. B processes it and will accept
formulate a counterproposal (CP). As illustrateabeoa
mutually acceptable ontology mapping is established
between B’s ontology and S’s ontology, all messages
exchanged between B and S through MF are forwarded
to OM-i for transformation.

Notice that Figure 1 represents one single S agent
in the system, but in fact multiple S agents capatil
replying to the request may exist in the marketpldn
such case, the system would replicate the previous
protocol for as many capable S agents.

4. THE SOCIAL NETWORK COMPONENT

During the simulation, information about the mar kst
participants and their interactions is collectedd an
maintained. This information is then provided to-EN
agents who apply social network analysis techniques
(Wasserman & Faust, 1994) in order to capture
proximity relations between agents. This knowledge
allows the improvement of the market's functionimg
supporting agents on their decisions.

4.1.Relationship Graph Building

A SN-i agent starts by building the agent’s relasioip
graph by comparing each agent to all others,
determining the existence and intensity of relation
between pairs of agents. For each pair of agehts, t
SN-i evaluates:
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e The similarity between their attributes
(normally, personal data or preferences
provided during the registration phase);

» The similarity of their actions (rating ontology
mappings, rating other agents, declarations
about other agents);

» The existence of appreciation relations
between them (relation that exists when one of
the agents declared appreciation or
depreciation with the other’s behavior).

The intensity of the relationship between the pair
of agents results from the weighted average of the
values obtained for each of these evaluations.

4.1.1. Agents’ Attributes Similarity Evaluation
To evaluate the similarity of attributes, the Saiiracts
properties of the information provided by both agen
during their registration on the market, normally
personal data and preferences. There are difféypas
of properties that can be characterized by the type
value, namely discrete (e.g. marital status) or
continuous (e.g. age), and the number of times tlagy
be declared by an agent, namely functional (onlg,on
e.g. marital status) or non-functional (e.g. trdste
community).

The value of similarity for a continuous property
can be obtained by (Wu, et al., 2007):

Ip(a)-p(D)|

contPropEval(a,b,p) =1 — ax(p)—min(®)

1)

Wherea and b are the analyzed agents,is the
evaluated propertyp(a) and p(b) are the values of the
propertyp for agentsa andb respectivelymax(p) is the
maximum limit for propertyp and min(p) is the
minimum limit. Following the same conventions, now
with p(a) andp(b) representing the set of values of the
propertyp for agentsa andb respectively, the similarity
value of a discrete functional property is given(hyz,
2010):

discFuncPropEval (a,b,p)

_ {1: [p(a) Np(b)| >0
0: otherwise

(@)

The similarity value of a non-functional discrete
property is given by (Luz, 2010):

_ Ip(@)np()]|

discNonFuncPropEval(a,b,p) = —— )

SN-i will compare each property that is declared
for both agents. The result of this evaluationbtamed
by averaging all calculated values.

4.1.2. Agents’ Actions Similarity Evaluation

For the evaluation of similarity of agents’ actiprise
SN-i considers the following actions: (i) rating an
ontology mapping; (ii) rating an agent; and (iii)
declaring appreciation/depreciation with an agent's
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behavior. SN-i starts by checking if both agents
performed the same type of action over the same
market’s element (ontology mapping or agent), dnd i
so, checks if they performed it in a similar wayg(df
both agents gave a positive rating to a determined
agent).

For this evaluation it is applied a similar appioac
to the one used for non-functional discrete propgrt
considering as a property an action performed over
some market's element. SN-i will calculate the
similarity of each action performed over the same
element and then the final value of this evaluati®n
obtained by averaging all calculated values.

4.1.3. Agents’ Appreciation Relations

The appreciation relations correspond to the datitar
of appreciation or depreciation with an agent's
behavior. The agent includes a value in this datlams
that determines if it's a declaration of appreciati
(positive value), or depreciation (negative valus)d
its intensity (e.g. a high negative value represartigh
level of dissatisfaction). The result of the evéilua of
appreciation/depreciation relations correspondshio
average of the values attributed in the declaratitfmo
relation exists the value is zero.

4.1.4. Resultant Relationship Graph

SN-i obtains a value for each of the three evabmati
mentioned above (Sections 4.1.1, 4.1.2 and 4.ar8),
the relationship intensity value corresponds to the
weighted sum of these values.

After repeating the process for all pairs of agents
relationship graph is obtained, where each node
represents an agent and each edge representsianrela
between two agents. The resultant graph is directed
weighted and signed, meaning that each relation is
directed (not bidirectional), has an intensity ‘alu
associated which might be positive or negative.

The graph is updated when new information is
provided and is consulted when necessary.

4.2.SN-i Functionalities
As illustrated in Figure 1, an SN-i agent may reeei
two types of requests:

« Request to evaluate a set of ontology mappings
for a pair of agents: in Figure 1, request
RegMappingsRating(B,SMs),  where Ms
corresponds to the list of ontology mappings to
evaluate for a given pair of agents, nhamBly
andSagents;

* Request to advise an external agent about the
use of an ontology mapping and/or the
negotiation with a proposed partner: in Figure
1, requests RegAdviceAboutSANdMs(S,RMS)
and RegAdviceAboutBAndMs(B,RMs), where
RMs is the list of ontology mappings to
evaluate for the agent that performed the
request, an® andB correspond to the agents
that should be evaluated.

Proceedings of the European Modeling and Simulation Symposium, 2012

In order to fulfill these requests, the SN-i shobéd

able to:

* Determine the confidence value of the
proposed ontology mapping for an agent, or
pair of agents;

» Determine the level of trust that an agent
should have with the proposed negotiating
agent.

4.2.1. The Confidence Value of an Ontology
Mapping for an Agent

The confidence value of an ontology mappii) for

an agent is obtained considering the (i) evaluation of

the ontology mapping information taking into accoun

the agent's preferencesndplnfoEval(a,M)), (ii) the

ratings of the ontology mapping given by agentd tha

have a relationship with the analyzed agent

(rel AgtsRateEval(a,M)) and (iii) the rating given by the

agent itself (ate(a,M)):

mappingTrustValue(a,M) =
a.maplnfoEval (a,M) + 4)
B.relAgtsRateEval (a,M) +
y.rate(a,M)

wherea, B andy are the weights attributed to each
evaluation.

For the evaluation of the ontology mapping
information a simple approach is followed:

mapl nfoEval (a,M) =
d.mapMetricsEval (M) +
&.prevPerformanceEval (M) + (5)
(.relEntitiesEval(a,M) +
n.valuedPropEval (a,M)

wheres, ¢, { andn are the weights attributed to
each evaluation, and:

e The ontology mapping metrics, i.e.
mapMetricsEval(M), is given by the
percentage of covered concepts and properties
of the agent's ontology, and the average
percentage of properties mapped by concept:

mapMetricsEval (M) =
mappedConceptsPercent(M) + ©6)
mappedPropertiesPercent(M) +
avgMapPropByConceptPercent(M)

e« The previous performances of the ontology
mapping, i.eprevPerformanceEval(M). In this
case some historic information about the prior
usage of the ontology mapping, namely the
average loss of information during the
transformation processagLossinfo(M)), can
be considered:
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prevPerformanceEval (M) =

1 —avgLosslnfo(M) (7)

e The ontology mapping related entities (i.e. the
communities responsible for its creation and
maintenance) comparing with the ones the
agent trust.relEntitieskEval(a,M) is given by
the sum of the weight attributed by the agent to
the trusted entities that are related to the
mapping CE(a,M), meaning common entity
betweena andM). This value is then divided
by the sum of the weights of all entities that the
agent trustsTE). If no weight is attributed it is
considered to be 1:

- _ Y weight(a,CE(a,M))

rel EntitiesEval (a,M) = W (8)

e The ontology’s concepts or properties covered
by the mapping, comparing with the ones
valued by the agent, i.galuedPropEval(a,M).

It is given by the sum of the weights attributed
by the agent to the properties/concepts that are
both valued by the agent and covered by the
mapping CP(a,M)), divided by the sum of the
weight of all properties/concepts valued by the
agent YCP):

_ Y weight(a,CP(a,M))
valuedPropEval(a,M) = Sweight(@rcr) (9)

To evaluate the ratings given by related agents, th
SN-i consults the relationship graph, selecting the
agents with closest relations (i.e., relations witgher
positive value) with the analyzed agent who rates t
ontology mapping. The SN-i can continue searchimegy t
graph for related agents until the obtained infdiomais
considered sufficient. The value of the analysigiv@n
by the average of the ratingsie) made by the related
agents RA), weighted by the intensity of its relation to
the agentrglVal).

YperarelVal(a,b).rate(b,M)

rel AgtsRateEval (a,M) = SrenarelValan)

(10)

By considering the information about the ontology
mapping, and not only the evaluations made by the
related agents, the cold start problem (a typicablem
of collaborative recommendation systems that rises
when an item, here an ontology mapping, has no
previous evaluations) does not occur. The historic
information about ontology mapping’s performance,
namely average loss of information during the
transformation process, enables a fair comparison
between those ontology mappings that contempldte on
a relatively small part of an ontology (that in tharent
context is usually the only part that is relevawijh
those who have a higher coverage but the samearglev
parts.
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4.2.2. The Confidence Value of an Ontology
Mapping for a Pair of Agents
When SN-i receives a request to evaluate a set of
ontology mappings for a pair of agents, the process
described above (Section 4.2.1) is repeated foh eac
mapping for each of the two agents, i.e., for a péi
agents, namely ageatand agenb, SN-i calculates the
confidence value of each mappirg for agenta
(mappingTrustValue(a,M)) and for agent b
(mappingTrustValue(b,M)), and the confidence value of
the mappingM is obtained by averaging the calculated
values:

mappingTrustValue(a,b,M) =
frappingTrustValue(a,M) +
mappingTrustValue(b,M)) / 2

(11)

4.2.3. The Level of Trust an Agent Should Have
with another Agent
The level of trust that an agent should have witbtler
(confidence value of the relation) is determinedain
similar way to the previously described for thealogy
mapping. In this case the SN-i considers the ratthgt
the agents closest to the one that performed tigest
gave to the agent that is being analyzed
(relAgtsAgtEval) and the one given by the agent itself
(rate). It also considers the existence and intensitg of
relation between the requester and the analyzedtsage
(relVal). The metric can be represented as:

agentTrustValue(a,b) =
LrelVal(a,b) +
w.relAgtsAgtEval (a,b) +
o.rate(a,b)

(12)

wherea is the agent that performed the requbst,
is the agent being analyzed, ahdp and ¢ are the
weights attributed to each component. The evaloaifo
the related agents’ ratings of agéritan be obtained by:

Y.cerarelVal(a,c)+rate(c,b)
YcerarelVal(a,c)

rel AgtsAgtEval(a,b) = (13)

When an agent seeks advice about another, some
information like (i) the tendency of the agent’simgs
(i.e. if the rates given by other agents are stable
increasing or decreasing), (i) the agent's prestig
(obtained through the analysis of its positive tiefss),
and (iii) the agent’s global and local satisfaction
(obtained through the analysis of the transactions’
negotiation both with the requester agent and lth
agents) can be very important, and should be peavid
as additional information about the agent.

Some evaluations (represented by equations 4, 5
and 12) have weights associated to each compadmaint t
allows differentiating its relevance to the finalwve.
These weights are defined by the user at the stianla
configuration.
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5. CONCLUSIONS

New generation of e-commerce applications allows e-
commerce actors (represented by software agents) to
adopt different ontologies to describe their uréeepf
discourse, their needs and their capabilities jnmgisn
heterogeneity problem that is seen as a cornee $tim
interoperability, namely for communication. Thenmefp

to achieve a consistent and compatible communitatio
agents need to reconcile their vocabularies, throag
ontology matching process, resulting in the alignime
of their ontologies. While in several domains of
application the alignment specification can be done
design-time, e-commerce scenarios require that
alignment specification is done in run-time since e
commerce actors have no prior knowledge of therothe
actors with whom they will interact.

AEMOS relies on the conviction that the
marketplace must provide a technological framework
promoting and enabling the semantic integration
between parties through the use of ontology matchin
Yet, it is our conviction that the marketplace must
encourage agents to play an important role in the
required matching process. Even though, that capeot
a mandatory issue and therefore the marketplacé mus
be equipped to deal with agents having different
ontology matching capabilities. It is envisagedt tha
taking part in the matching process agents mayreco
more confident in the underlying communication
process and in face of that consider the e-commerce
exchanged data (e.g. RFP and PP) more reliable)(saf
and consequently become more proactive in the
marketplace.
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ABSTRACT

This paper specifies a Decision Support System
(DSS) devoted to manage Intermodal Transportation
Networks (ITN). With the aim to support decision
makers in the management of the complex processes in
the ITN, we describe the architecture of a DSS and its
main components. In order to obtain a generic DSS, we
employ the Unified Modeling Language (UML) to
describe the components and the architecture of the
DSS and we apply the solutions based on Service
Oriented Architecture, the simulation drivers and
window services.

Keywords: Decision Support System, Intermodal
Transport Network, Unified Modeling Language,
Simulation.

1. INTRODUCTION

An Intermodal Transportation Network (ITN) is defined
as a logistically linked system integrating different
transportation modes (rail, ocean vessel, truck etc.) to
move freight or people from one place to another in a
timely manner (Boschian et al. 2011; Crainic and Kim
2007; Macharis and Bontekoning 2004). There is a
great availability of various alternative means and
routes and so the complexity of ITN is continuously
increased. On the other hand the availability of the new
Information and Communication Technologies (ICT)
that could be used to support the Decision Makers
(DM) and the huge amount of acquired information,
require the development of new models and methods for
decision support (Coronado et al. 2009, Giannopoulos
2004). It is widely accepted that ITN decision making
is a very complex process, due to the dynamical and
large-scale nature of the intermodal transportation
chain, the hierarchical structure of decisions, as well as
the randomness of various inputs and operations.
Researchers have followed similar approaches from
other application areas (e.g., production processes), and
they have identified different hierarchical/functional
levels for transportation systems (Dotoli et al. 2009,
Caris, Macharis, and Janssens 2008). More precisely the
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levels are the following: a) the strategic level, related to
the long-term definition of the transportation network,
to the selection of the different transportation modes
and to the evaluation of the feasible flows (capacities of
the nodes and of the arcs); b) the tactical level, related
(on a middle-short term) to the management of logistic
flows connected to the information flow and to the
transportation network that is topologically and
dimensionally defined at the higher (strategic) level; c)
the operational level, including real-time decisional
processes that concern the resource assignment, the
vehicle routing definition, and so on. In particular,
assuming a real time availability of the information
regarding the conditions of the network (like
unexpected requests of transportation, variations in the
availability of the transportation system, road conditions
and traffic flows), operational decisions should be taken
in a dynamic context.

Since intermodal transportation is more data-
intensive than conventional transportation means, the
modern ICT tools help to produce, manipulate, store,
communicate, and/or disseminate information and
provide useful information about the state of the system
in real time and therefore manage and change on-line
paths, vehicle flows, orders and deliveries. Dotoli et al.
(2009) proposed an integrated system that is based on a
reference model and a simulation module to support the
decision making process. The integrated system tracks
the state changes from the real ITN and evaluates
performance indices typical of the tactical and real time
management, such as utilization, traffic indices and
delivery delays (Viswanadham, 1999).

This paper takes into account the integrated system
proposed in (Dotoli et al. 2009), and it specifies a
Decision Support System (DSS) devoted to manage
ITNs for taking tactical decisions, i.e., in an off-line
mode, and operational decisions, i.e., in real time.
Indeed, due to the complexity of the system, the DM
needs support during the decision making process.
There are proposed typical methodologies for decision
making, which depend on the type of ITN problems
that are addressed. Moreover, suitable optimization
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algorithms can be used for the definition of new long
term policies, and employ the treatment of massive
volumes of data to address multicriteria problems. In
any case, the utilization of computer-based approaches
to support the decision making procedures is a
necessity. Different type of computer-based systems
have been developed that are used widely according to
the activity and the type of problem that they support.

This paper proposes a generic DSS that is devoted
to manage complex ITN systems, based on the Unified
Modeling Language (UML) (Miles and Hamilton
2006), a visual modeling language that is suitable to
describe and specify software engineering. Moreover,
we specify the components and the architecture of the
DSS and the corresponding software tools. In addition,
all solutions included in the proposed DSS are based on
a Service Oriented Architecture (SOA) approach that
guarantees the interoperability of the simulation and
optimization drivers.

2. THE DSS STRUCTURE
In this section, we describe the main components of the
proposed DSS.

Usually DSSs are categorized on the basis of
different characteristics of the systems, e.g. whether
they are for personal or group oriented decision making
(Gorry and Scott Morton 1971; Keen and Scott Morton
1978; Delen et al. 2010; Power 2002). Based on the
type of the application, DSSs are divided in desktop and
web based applications. Despite the different categories
of DSS, all of them share common characteristics; i.e., a
typical DSS should include four main components: the
data component, the model component, the decision
component, and the interface component. Here, a UML
class diagram is used to describe the main structure of
the DSS. In particular, UML has standard notation and
syntax and is composed of thirteen main types of
diagrams, each one serving a different purpose and
describing the system from different points of view. We
consider two views of the DSS: the structural view is
described by the package and class diagrams that
illustrate the different types of objects which the system
consists of and their relationships; the behavioral view
is described by activities diagrams that describe the
rules that the system follows to operate in a complete
and correct manner, to avoid misunderstanding on both
the user side and the developer side.

2.1. The DSS Components

Figure 1 shows the UML class diagram of the proposed
DSS architecture. More precisely, each class is
represented by a rectangular box divided into
compartments. The first compartment holds the class
name, the second holds attributes and the last holds
operations. More precisely, attributes are qualities and
named property values that describe the characteristics
of a class. In addition, operations are features that
specify the class behavior. Moreover, classes can
exhibit relationships that are represented by different
graphic  connections:  association  (solid  line),
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aggregation (solid line with a clear diamond at one end),
composition (solid line with a filled diamond at one
end), inheritance or generalization (solid line with a
clear triangle at one end), realization (dashed line with a
clear triangle at one end) and dependency (dashed line
with an arrow at one end). By class diagrams each
component can be modeled as a different class
illustrating the different types of objects that the system
can have and their relationships.
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Figure 1: The DSS Structure

In the following we briefly specify the DSS components
shown in Fig. 1.

Data component. This module is a database that
can be denoted as internal and external data base. The
data are internal if they come from organization’s
internal procedures and sources such as products and
services prices, recourse and budget allocation data,
payroll cost, cost-per-product etc. Moreover, external
data are related to the competition market share,
government regulations etc. and may come from various
resources such as market research firm, government
agencies, etc. In some cases the DSS can have its own
database or it may use other organizational databases
that can be connected directly with them.

Model component. This component mainly
includes a simulation model, a mathematical model, and
a set of optimization algorithms suitable to analyze
effects of choices on the system performances. The
models describe the operations at different management
levels and the type of functions varies with the
operation that they support.

Interface component. This module is the part of
the DSS that is responsible of the communication and
interaction of the system with the DM. Such a
component is very important because regardless of the
quality and quantity of the available data; the accuracy
of the model is based on this interface. Indeed, this
component includes an Information Communication
System (ICS) that is able to interact with the real system
and maintains the consistency between the stored data
and the real system.

Decision component. This component consists of
two second level classes: the operational decision class
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and the tactical decision class. Moreover, such classes
include the performance indices that have to be
considered in order to take the decisions. In addition, in
relation with the performance indices and the object of
the decisions, the DSS has to collect the decision rules
and the optimization procedures that are used by the
model and the simulation component.

3. THE DSS ARCHITECTURE

This section describes in detail the DSS components
presented in Section 2. Moreover, Fig. 2 shows the
architecture of the realized system by enlightening the
connections among the modules.
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Figure 2: The DSS architecture.
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3.1. The Data Component

We distinguish three different kinds of data. The first
data are managed by the Data Base Management
System (DBMYS) that stores the internal data used by the
decision and the simulation components. More
precisely, the DBMS stores the requests of a new
simulation with its input data, the data related to
internal variables of the simulation model, and the
outputs produced by simulations. Furthermore, the
DBMS contains the queue of the requests to be sent to
the simulation server, the state of each request and the
results of the simulation. Moreover, it stores the
description of all the simulation models that are
available for the simulation runs.

The second and third kind of data are stored in the
Data System: the internal data and the external data.
The internal data represent all data necessary to describe
the internal procedures, e.g. the time required for each
activity, the number of available resources, the capacity
of parking areas and safety levels, etc. On the other
hand, the external data are information coming in real
time from the system: the current number of vehicles,
the information about the conditions of the roads, the
accidents, the road maintenance works, the weather
conditions, etc.
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3.2. The Model Component

The model component is the core of the DSS: it consists
of the simulation model and the optimization
component.

3.2.1. The simulation model

The simulation model mimes the system, applies the
optimization strategies proposed by the optimization
module and provides the performance measures.

In the proposed solution, the simulation model is
implemented by the Arena servers. In particular, each
Arena server consists of the following main elements:

e The ARENA software. In such a server the
simulation models are implemented and
executed in the Arena Rockwell environment
(Kelton 2009).

e The Windows service. The service is
automatically started, it monitors the DBMS,
as soon as a new simulation request is loaded,
the service executes the simulation by the
arena driver and loads results on the DB.

o ARENA driver. This component is the driver
that connects the system to the software
ARENA: it is in charge of starting and
stopping simulations.

By the proposed architectural solution, we can
provide a set of Arena servers and each server is
independent from the others. Then, the number of
operative Arena servers can dynamically change on the
basis of the computational effort that is required in real
time. Moreover, such an approach allows a parallel
execution of the simulation requests by reducing the
total execution time.

3.2.2. The Optimization Component

The second basic module of the model component is the
optimization module (see Fig. 1) that combines a
variant of Particle Swarm Optimization (PSO)
(Kennedy 1995) with an Optimal Computing Budget
Allocation (OCBA) scheme (Chen 2000). In particular,
the original PSO algorithm was introduced in 1995 by
Eberhart and Kennedy (Kennedy 1995). Its main
concept includes a population, called a swarm, of
potential solutions of the problem at hand, called the
particles, probing the search space. The particles
iteratively move in the search space with an adaptable
velocity, retaining in a memory the best positions they
have ever visited, i.e., the positions with the lowest
function values (considering only minimization
problems). The exploration capability of PSO is
promoted by information exchange among particles.
More specifically, each particle is assigned to a
neighborhood. In the global PSO variant, also known as
gbest, the neighborhood of each particle is the whole
swarm and the overall best position is the main
information provider for all particles. On the other hand,
in the local PSO variant, also known as lbest, the
neighborhoods are strictly smaller, usually consisting of
a few particles. In such cases, each particle may have its
own leader that influences its velocity update. In real
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life problems we usually accept good enough solutions
instead of the globally optimal solution. Therefore, in
case of “noisy” functions, “following” the “best”
particle becomes a bit involved since the actual value of
a particle is obscured by noise and repeated function
evaluations are required in order to more accurate
estimate the true value. Especially in situations where a
function evaluation is a costly process, a compromise
should be reached between the need for an accurate
estimate of the true value and the need to have as few as
possible unnecessary function evaluations.

The OCBA was proposed by Chen (2000) as a
procedure to optimal allocate a predefined number of
trials/replications in order to maximize the probability
of selecting the best system/design: allocate replications
not only based on the variance of the different designs
but also taking into account the respective means. More
specifically, the noisier the simulation output (larger
variance), the more replications are allocated while
more replications are also given to the design that its
mean is closer to that of the best design.

The global version of the PSO uses the mean
values for each performance measure that are evaluated
by a low number of replications. Then using the OCBA
procedure more replications are allocated in order to
increase the probability of correctly identify the best
particle, whose value is used to guide the search of the
swarm.

3.3. Interface Component

In the presented architecture we implement two
interfaces: the first interface connects the simulation
module with the Model Base Management Server
(MBMS) by means of the Dialog
Generation/Management Server (DGMS) module; the
second one connects the DSS and the real system
through the MBMS.

In particular, the ICS module (see figure 2)
represents the information system of the whole
infrastructure and is the interface between the real
system and the information system. It updates the
system status stored in the Data System in real time.

The DGMS allows the communication between the
decision component and the simulation component. It
receives requests from the decision component such as
running a new simulation or retrieving the results of a
finished simulation. All requests coming from the
MBMS are loaded into the DBMS by the DGMS. In
order to guarantee the modularity of the architecture and
the possibility to execute the DSS components under
different platforms, we implement the following three
different ways to communicate with the DGMS:

e Web Service (WS). The WS can trigger a new
simulation, provides information about the
state of the request and gives the simulation
results. A web service is a process running on a
server and allowing a client to execute a
process on the server. This kind of application
communicates by the Simple Object Access
Protocol (SOAP).
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e TCP Socket. This application is a process
running on the server that creates a listener on
a preconfigured communication gate. The
MBMS sends messages to DGMS by the TCP
channel. These messages are strings codified
by a prefixed communication protocol. By this
application the MBMS can request a new
simulation or access to stored data.

e File Watcher. This process monitors the files
on a shared folder. As soon as a new file is
loaded by an FTP client, it analyses the
contents of the file and executes the
corresponding operations. When a simulation
goes to an end, the file watcher creates a report
file in the same folder so that all data are
available to the client.

Furthermore, the MBMS shows data to the DM: if
the current performance of the system is not
satisfactory, then the DM can decide to evaluate the
impact of some decision using a “what if” approach.
The MBMS allows the DM to run a simulation directly
without the decision module control. This proposed
solution is very useful for the DM and contributes to
generalize all the features offered by the DSS.

3.4. The Decision Component

The MBMS server implements the decision component.
In particular, it monitors the system state stored in the
Data System component and decides if it is necessary to
run a new simulation or not. Indeed, if the performances
of the system decrease, then the decision component
starts the optimization and the decision procedure.
Figure 3 shows the used decision approach that is based
on the optimization module and the validation by the
simulation. More precisely, the optimization algorithms
propose some solutions that are sent to the simulation
module. The ICS provides the current state of the
system by returning the values of the variables that
cannot be determined by the DSS. Then the DSS
invokes the simulation module: the simulation starts and
applies the proposed management strategies. The
obtained performance indices allow evaluating the
impact of the proposed solution on the system. Then a
new set of candidate variables are passed to the
simulation model and the process continues till the
algorithm leads to a satisfactory decision described by a
set of candidate variables. In this model, the candidate
variables are the controllable inputs that may change in
the tactical or operational decision making process.

In the proposed DSS, the hybrid optimization
module (PSO+OCBA) is connected by a web service to
the simulation module. The optimization module sends
inputs and the number of replications for each candidate
solution/design and it records the outputs, again through
the web service.

The average values of the outputs are sent to the
OCBA procedure that decides if a number of extra
replications are required. The average outputs are used
to guide the PSO procedure: the process is repeated till
a good number of available replications is obtained.
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Figure 3: The Decision approach

On the basis of the current state of the system and
the design variables, the DSS can be used to take
decision both at the tactical and operational levels. In
particular, at the tactical level the input variables are
generated stochastically, while at the operational level
the inputs come from the ICT tools of the real systems.

4. THEPILOT CASE

The proposed DSS has been realized to manage at
tactical level an ITN composed of the port of Trieste
(Italy), the dry port of Fernetti, and the railway station
of the Roll on-Roll off freight trains. Mainly, the DSS
deals with the decisions about the import and export
flow of goods and the containers management and
transportation. The DSS is designed in the framework
of the SAIL Project, sponsored by the European
Commission under the 7th Framework Program,
Specific Program PEOPLE - Marie Curie Actions.

Dry port Fernetti

&

FemettiPanel™ "

In order to specify the simulation model in
Boschian et al. (2011), the authors identified the main
events occurring in a transportation system and
described the main classes of the system: the port area,
the inland port area, the road connection system and the
rail network system. Furthermore, some interviews are
previously performed to the actors involved in the
process and the necessary data and the relations are
collected. The involved resources and their availability
are identified and the following performance indices are
considered:

e throughput, i.e., the number of units boarded in

a time units;

e average lead time, i.e., the time elapsed from

the arrival of a new units till its system output;

e the average resources utilization;
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e the average queue lengths of the users that

have to acquire resources.

Figure 4 shows a sketch of the simulation model
realized in the ARENA environment. The DSS allows
us to identify all the weakness and the bottlenecks of the
system. Moreover, some optimization strategies are
proposed and analyzed at tactical level.

5. CONCLUSIONS
This paper specifies a Decision Support System devoted
to manage Intermodal Transportation Networks and to
take tactical and operational decisions. We describe the
DSS architecture and, in particular, the decision process
that is based on two main modules: the optimization and
the simulation module. Moreover, we show how the
DSS is designed by applying SOA and web server
approaches. Hence, the obtained DSS can be realized in
a distributed framework in order to face the system
complexity.

Future work will describe in more detail the
decision procedures of the DSS.
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ABSTRACT

Spintronics attracts at present much interest tscaf

the potential to build novel spin-based devicescihi
are superior to nowadays charge-based devices.
Utilizing spin properties of electrons opens great
opportunities to reduce device power consumption in
future electronic circuits. Silicon, the main elemef
microelectronics, is also promising for spin-driven
applications. Understanding the details of the spin
propagation in silicon structures is a key for Hep@n-
based applications. We investigate the surface
roughness induced spin relaxation in a silicon-on-
insulator-based spin field-effect transistors farious
parameters including the potential barrier at the
interfaces, the film thickness, and shear straimea®
strain dramatically influences the spin openingeavn
opportunity to boost spin lifetime in a silicon sgield-
effect transistor.

Keywords: spin relaxatiork-p model, shear strain,
surface roughness, spin MOSFET

1. INTRODUCTION

Since modern microelectronic devices are near éo th
fundamental scaling limits, a further boost of thei
performance could be eventually provided by chaggin
their operational principles. Promising resultsénaeen
already obtained by utilizing the spin properties o
electrons. In order to achieve significant advaesalgy
utilizing spin, materials possessing a long spfertime
and low relaxation rate must be used.

Silicon is the primary material for micro-
electronics. The long spin life time in silicon &
consequence of the weak spin-orbit interaction ted
spatial inversion symmetry of the lattice (Li and
Appelbaum 2011, Li and Dery 2011). In addition,
silicon is composed of nuclei with predominantlyae
magnetic moment. A long spin transfer distance of
conduction electrons has already been demonstrated
experimentally (Huang, Monsma, Appelbaum 2007).
Spin propagation at such distances combined with a
possibility of injecting spin at room (Dash, Sharma
Patel, de Jong, Jansen 2009) or even elevated/diit
Erve, Jonker 2011) temperature in silicon mates
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fabrication of spin-based switching devices quite
plausible in the upcoming future. However, the
relatively large spin relaxation experimentally eb&d

in electrically-gated lateral-channel silicon stures

(Li and Appelbaum 2011) might become an obstacle in
realizing spin driven devices (Li and Dery 201I)da
deeper understanding of the fundamental spin rétaxa
mechanisms in silicon is urgently needed (Song and
Dery 2012).

In this work we investigate the influence of the
intrinsic spin-orbit interaction on the subbandisture,
subband wave functions, and spin relaxation matrix
elements due to the surface roughness scatteritignin
silicon films. Following Li and Dery (Li and Dery
2011), ak-p approach (Bir and Pikus 1974, Sverdlov
2011) suitable to describe the electron subbandtsire
in the presence of strain is generalized to incltite
spin degree of freedom.

In contrast to Li and Dery (Li and Dery 2011), our
effective 4x4 Hamiltonian considers only relevad@]]
oriented valleys with spin included, which prodube
low-energy unprimed subband ladder. Within this
model the unprimed subbands in the unstrained (001)
film are degenerate without spin-orbit effects urated.

An accurate inclusion of the spin-orbit interaction
results in a large mixing between the spin-up guid-s
down states, resulting in spin hot spots along[10€]
and [010] axes characterized by strong spin reil@xat
due to the spin-orbit coupling. These hot spotaukho
be contrasted with the spin hot spots appearinthén
bulk system (Cheng, Wu, Fabian 2010, Li and Dery
2011). Their origin lies in the unprimed subband
degeneracy in a confined electron system which
effectively projects the bulk spin hot spots at¢ldge of
the Brillouin zone to the center of the 2D Brillaui
zone.

Shear strain lifts the degeneracy between the
unprimed subbands (Sverdlov 2011). The energy
splitting between the otherwise equivalent subbands
removes the origin of the spin hot spots in a cwdi
silicon system, which should substantially imprdke
spin lifetime in gated silicon systems.
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2. METHOD
We solve numerically the Hamiltonian

H, H,
= [H; HZ] .

with H,, H,, andH; defined as

_ [ K CDIkoky | KR+
kxk .
Dgxy - My (ky - kxl)ASO
H3 = i kxky | (3)
(_ky kxl)ASO Dgxy - M

Herej = 1, 2,1 is the identity 2x2 matrixin, andm are
the transversal and the longitudinal silicon effert
massesk, = 0.15 x 2w /a is the position of the valley
minimum relative to theX point in unstrained silicon,
&yy denotes the shear strain componéfit! ~ m;* —
myt, and D = 14eV is the shear strain deformation
potential. The spin-orbit term, & (k,0, — k,0,) with

5 |5 BtV e
En—Eyx

Agy =

: (4)

couples states with the opposite spin projestioom
the opposite valleyss, and g, are the spin Pauli
matrices andr, is the y-Pauli matrix in the valley
degree of freedom. In the Hamiltonian (@}z) is the
confinement potential, and the valig, = 1.27meVnm
computed by the empirical pseudopotential method
(Figure 1) is close to the one reported by Li arehD
(Li and Dery 2011).

3. RESULTSAND DISCUSSION

3.1. Valley splitting calculations

First we investigate the dependence of the valley
splitting on the value of the potential barrier the
interfaces. The numerical results are obtainedttier
wave vectok||[110] with the valuesk, = 0.1nnt and

ky, = 0.1nm". Figure 2 shows the splitting for different
values of the quantum well width. The valley spitt
theory in SiGe/Si/SiGe quantum wells (Friesen, Ghut
Tahan, Coppersmith 2007) predicts that in the chse
symmetric square well without an electric field the
valley splitting is inversely proportional to the
conduction band offs&tF, at the interface.

However Figure 2 demonstrates clearly that the
dependence is more complicated. For the quanturh wel
of 1.36nm width the splitting first increases bater
saturates. For the quantum well of 3.3nm width a
significant reduction of the valley splitting aralthe
conduction band offset value 1.5eV is observed. A
further increase of the conduction band offset detad
an increase of the subband splitting value. For the
quantum well of 3.3nm thickness the valley splgtin
saturates at about 0.17meV.
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For the quantum well of 6.5nm width a
significant reduction of the valley splitting is sdrved
for a conduction band offset value 0.2eV. The saldba
splitting saturates at a value 0.04meV. Although fo
the values of the conduction band offset smallanth
4eV the valley splitting depends aXE,, for larger
values of the conduction band offset it saturates
indicating that the strength of the orbit-valley
interaction at the interface is proportional AF,
(Friesen, Chutia, Tahan, Coppersmith 2007).

The valley splitting as a function of the conduntio
band offset for the film of 3.3nm thickness withdlé
electric field is shown in Figure 3. Without shearain
the valley splitting is significantly reduced arauthe
conduction band offset value of 1.5eV. For the shea
strain value of 0.25% and 0.5% the sharp reduation
the conduction subbands splitting shifts to a senall
value of AE. However the region of significant
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reduction is preserved even for the large sheainstr
value of 0.5%. The value of the valley splitting at
saturation for large shear strain is considerably
enhanced as compared to the unstrained case.

The influence of the effective electric field oreth
region of sharp splitting reduction is demonstrated
Figure 4. With the electric field applied the retioe
in the region of interest around the conductiondban
offset value 1.5eV becomes smoother. However, for
values of the conduction band offset smaller than
1.5eV the reduction of the valley splitting is Istil
observed. For the values larger than 1.5eV theaubb
splitting slightly increases and then saturates. the
electric field value of 0.05MV/cm the saturationue
of the valley splitting is almost equal to the sated
valley splitting value without electric field. Fahe
stronger electric field of 0.5MV/cm the valley gpiig
reduction vanishes completely and the splitting
becomes almost independent of the conduction band
offset.

According to Friesenet al. (Friesen, Chutia,
Tahan, Coppersmith 2007) the barrier heiyfit does
not directly enter the expression of the valleyitspy
for a perfectly smooth interface in the presencéhef
electric field. The result shown in Figure 4 foreth
large electric field value is in a good agreemeithw
the theory.

The splitting of the lowest unprimed electron
subbands as a function of the silicon film thiclésr
several values of the conduction band offset at the
interfaces is shown in Figure 5. The valley spigti
oscillates with the film thickness increased. Ading
to the theory (Sverdlov, Baumgartner, Windbached a
Selberherr 2009), we generalize the equation fer th
valley splitting in an infinite potential square We
including the spin-orbit coupling as
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AE, = 2948 sin( ’1—3;_,21—27;2 k0t> ., (B
kot Ja-vA-12)1-7D) o

with y,,, n, andB defined as

= e (6)

=13 ()

B = [82,(k2 +k2) + (Deyy - '“’jw—"Y)z ®)

Heret is the film thickness. As it was shown earlier the
conduction band value of 4eV provides a subband
splitting value close to the saturated one. Because
Equation 5 is written for an infinite potential sqa
well, a slight discrepancy is observed between the
theoretical curve and the numerically curve calimda
for the conduction band offset value 4eV in FighreA
large value of the conduction band offset showsebet
agreement between the theory and numerically obdain
results.

The valley splitting as a function of the quantum
well width for different values of the effectiveeetric
field is shown in Figure 6. Without electric fieltie
valley splitting oscillates as shown in Figure 5ithW
electric field the oscillations are not observedhitker
films. According to Frieseret al. (Friesen, Chutia,
Tahan, Coppersmith 2007) the condition for the
independence of the valley splitting from the quamt
well width is

3 2m?h? (9)

mieEfield
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Figure 5: Splitting of the lowest unprimed electron
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For thinner structures, the quantization is caused
by the second barrier of the quantum well. The shafp
the oscillations is therefore similar to that ie tibsence
of an electric field. For the electric field of 8/V/cm
the quantum well width should be larger than 6.9nm
order to observe the valley splitting independentite
quantum well width. This value is in good agreement
with the simulation results shown in Figure 6.

We now discuss the effect of shear strain on the
conduction band splitting and spin relaxation dae t
scattering induced by the surface roughness. The
surface roughness scattering matrix elements &enta
to be proportional to the square of the subbandtion
derivatives at the interface (Fischetti, Ren, Saom
Yang, and Rim 2003). A (001) oriented siliddm
of 4nm thickness is considered, the incident wave
k||[510], the valuesk, = 0.5nn¥, k, = 0.1nnt, the

scattered wavek'||[510], the valuesk, = -0.5nn,
ki, = -0.1nmt, the spin is injected along [110]
direction.

Figure 7 shows the dependence of the valley
splitting on strain. Without electric field the &y
splitting reduces significantly around the straelues
0.116% and 0.931% as shown in Figure 7. With altectr
field applied the minimum around the strain value
0.931% becomes smoother, however, for the strain
value around 0.116% the sharp reduction of theeyall
splitting is preserved. For large electric fiele thalley
splitting reduction around the value 0.931% varishe
completely. For the strain value 0.116% the sharp
reduction of the valley splitting is still presedvat a
minimum value, which is determined by the spin-brbi
interaction term, only slightly affected by the ahic
field. As follows from Equation 5 the splitting beten

2
the subbands depends olhsxy—h';‘ky, and the
subbands is

degeneracy between the unprimed
increased, when this term is nonzero.
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For k, =0.5nnt, k, = 0.1nn" the strain value
0.116% causes this term to vanish and minimizes the
valley splitting, in good agreement with the figtarp
valley splitting reduction in Figure 7. The valley

. . . . 1—}/721—7]2
splitting is also proportional tgsin Tkot
“In

The second minimum in the valley splitting arouhd t
strain value 0.931% in Figure 7 is because of #r® z

- ,1—3/%—772
sm( = k0t>

electric field alters the confinement in the wetidais
therefore able to completely wash out the minimam i
valley splitting due to the sine term. However, in
agreement with (5), it can only slightly affect the
minimum due to the shear strain dependent
contribution, in agreement with Figure 7.

value of the term. The effective
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Figure 10: Dependence of the normalized spin
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3.2. Scattering and relaxation matrix elements

calculations

The surface roughness at the two interfaces is
assumed to be equal and statistically indepdnttas
described by a mean and a correlation length (Bttich
Ren, Solomon, Yang, and Rim 2003). Figure 8 and
Figure 9 show the dependences on strain and electri
field of the matrix elements for the intra-subbaart
inter-subband scattering. The intra-subband saadter
matrix elements have two decreasing regions shown i
Figure 8. These regions are in good agreementtvith
valley splitting minima in Figure 7. For higherlfis the
second decreasing region around the shear straie va
of 0.9% vanishes. For the electric field of 0.5Mw/c
the intra-subband matrix elements are sharply rediuc
only for the shear strain value of 0.116%. At fagne
time, the inter-subband matrix elements show apshar

increase around the shear strain value of 0.116%.
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Figure 11. Dependence of the normalized spin
relaxation matrix elements and valley splitting e
angle between the incident and scattered wavethéor
quantum well thickness is 4nm, the conduction band
offset is 4eV, k, = 0.5nnt, k, = 0.1nnt,
Efield = OMV/Cm,Exy =0.92%

The electric field does not affect much the valley
splitting provided by the zero value of the tebw,,, —
h2kyky

and the sharp increase in the inter-subband

matrix elements is observed at higher fields.

At the same time the electric field washes out and
a sharp minimum around the shear strain value 3%o0.
in Figure 9 occurs. With the electric field incredghe
confinement pushes the carriers closer to the fader
which results in both inter-and intra-subband scaty
matrix elements increased.

Figure 10 and Figure 11 show the sum of the inter-
and intra-subband spin relaxation matrix elements
(normalized to the intravalley scattering at zetr@in)
on the angle between the incident and scatterede wav
vectors simultaneously with the valley splitting
calculated for the scattered wave. As shown in
Figure 10, for small strain the sharp increaseghef
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relaxation matrix elements are correlated with the
minima in the valley splitting, which occur for the
values of the angle determined by zeroes of the

25,07
xky

Déeyy — term. This is the condition of the

formation of the so called spin hot spots charatdr
by spin mixing. In contrast to Figure 10, the walle

- ; - 1-yi-1n?
splitting reduction due to thgin = kot
—In

shown in Figure 11 does not lead to sharp incregses
the spin relaxation matrix elements on the angle
between the incident and scattered waves.

The dependence of the spin relaxation matrix
elements shear strain for several values of thetrade
field is shown in Figure 12.

The spin relaxation matrix elements increase until
the strain value 0.116%, the point determined by th
spin hot spot condition. Applying strain larger nha
0.116% suppresses spin relaxation significantly,afb
values of the electric field. In contrary to thettering
matrix elements (Figure 8 and Figure 9), the rdlara
matrix elements demonstrate a sharp feature onlghéo
shear strain value of 0.116% at zero electric fieltge
electric field leads to an increase of the relati
matrix elements due to the additional field-induced
confinement resulting in higher values of the acef
roughness induced spin relaxation matrix elements.

term

3.3. Overlap calculations

In the presence of strain and confinement the four-
fold degeneracy of tha-th subband is partly lifted by
forming an n+ and n- subset (the valley splitting),
however, the degeneracy of the eigenstates with the
opposite spin projectionst ) andn + U) within each
subset is preserved.

The degenerate states are chosen to satisfy

(Mnx|fntl) =0, (10)

with the operatof defined as
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f=cosfo,+sind (cos @ oy +sing ay), (11)
whereé is the polar ang is the azimuth angle defining
the orientation of the injected spin. However, the
expectation value of the operatbromputed between
the spin up and down wave functions from the déffer
subsets is nonzero, when the effective magnetid fie
direction due to the spin-orbit interaction is dint
from the injected spin quantization axis:

f=(Mnt|f|¥+nl)*0. (12)

Figure 13, Figure 14, and Figure 15 show the
dependence of on the orientation of the injected spin
for k.= 0.1nm', k,= 0.1nni" for different values of
shear strain. The absolute value of the overfap
characterizes the strength of the spin up/dowrestat
mixing caused by the spin-orbit interaction. Thensp
mixing significantly decreases with shear strain
increased in the whole range of spin orientatidrgs
result explains the spin relaxation reduction véttear
strain.

120 180

180 _qgg -120 60 O 60

0
Figure 13: Dependence of the overlap of wave fonsti
between two lowest conduction subbands on the spin
injection direction fork,= 0.1nnt, k,= 0.1nni", the
shear strain value is 0%
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Figure 14: Dependence of the overlap of wave fonsti
between two lowest conduction subbands on the spin
injection direction fork,= 0.1nnt, k,= 0.1nni", the
shear strain value is 0.1%
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Figure 15: Dependence of the overlap of wave fonsti
between two lowest conduction subbands on the spin
injection direction fork,= 0.1nnt, k,= 0.1nni", the
shear strain value is 1%

4. CONCLUSION

We have investigated the lowest unprimed electron
subband splitting in a thin film of a SOI-basedcsih
spin field-effect transistors in a wide range of
parameters, including the conduction band offséhat
interfaces, the width of the film, the effectiveeetric
field, and the shear strain value. We have incluithed
spin-orbit interaction effects into the effectivewt
energy k-p Hamiltonian to investigate the valley
splitting, scattering, and spin relaxation indudsdthe
surface roughness. We have demonstrated that the
valley splitting minima due to zero values of theléke
term can be removed by the electric field, but the
2
minimum due to a vanishin@exy—hljw—"ky term is
preserved even for large electric fields. We hawans
that, due to the inter-subband splitting increabe
matrix elements for spin relaxation decrease rgpidl
with shear strain. Thus, shear strain used to exhan
electron mobility can also be used to boost spin
lifetime.
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ABSTRACT

Fish bones in fillets can be serious problem both to the
consumer and to the processing company. Filets with
bones are likely to reduce the consumption especially in
traditionally weak fish consumption areas. Fish bones
can be dangerous leading to wounds in the human
digestion tract. Fish, such as cod, have fine structured
skeleton and the bone density is lower than that of man.
Five cods where scanned with a normal hospital
computer tomography (CT) scanner. Their skeletons
were segmented out of the data set and a model
reconstructed.  The model is evaluated by visual
inspection and compared to the cod to see what is
missing from the skeleton. The density of the bones
and otoliths is measured. The results show an almost
complete skeleton with thin bones compared to the
pixel size of image and with bones that are considerably
lower in density than trabecular human bones.

Keywords: Modelling, Cod, Bone detection, Computer
tomography

1. INTRODUCTION
Detection of cod bones is of interest in the food
processing industry. At the moment bone detection is
done by humans that visually look into the fish filet in
front of an illuminated desk. The file lies on a
transparent plastic plate with a light source underneath
the plate. Light penetrates through the plastic and the
fish filet and this way the observing human can detect
bones or other obstacles inside the filet. If a bone is
detected the part of the file is cut away. Disadvantage
of this method is that it is not reliable, not every bone is
detected. Another disadvantage is that humans are
different in detecting the bones making varying
outcome of the fish processing. Thirdly, as pointed out
by Mery and collaborators 2011, every product needs to
be fully reliable to ensure consumer safety but humans
tend to get tired and that calls for redundant checks
which in turn both slow down the processing time and
increase costs. Slower processing time also reduces the
quality of the fish.

These circumstances call for a reliable and cost
effective way to detect bones in fish filets. Several
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methods have been discussed in the literature. Many of
them are discussed in Mery and collaborators 2011.
Also some of us have worked on the issue, see
Andersen 2003. Most of these works have in common
that they process two dimensional images of the filet.
Either light or X-ray images are used. Then several
different image processing approaches are used to
detect bones. Still, automatic detection of fish bones is
extremely difficult, particularly regarding the smallest
bones. Also Mery and collaborators 2011 come to this
conclusion.

Accurate three dimensional (3D) information about

the cod skeleton can help in the development of
automated bone detection methods. Pre-information can
help localizing where to expect bones. Filleting and
other fish processing machines can build upon that.
Using X-ray computer tomography imaging (CT) the
cod skeleton can be reconstructed in three dimensions to
a certain degree. Some bones might be missing from
the images due to extremely small thickness or their low
density, i.e. low X-ray attenuation.
In this work a common medical computer tomography
is evaluated for detecting bones in fish. A 3D model is
made of the cod’s skeleton and inspected upon missing
bones or bones reduced in size. The hypothesis is that
thin bones and of low density might be missing or not
modelled in full size. Results are promising for further
research in this application.

2. MATERIAL AND METHODS

Two cods where scanned in a normal hospital CT
scanner. They were scanned in one scan, meaning that
the scanning parameters are the same for both cods.
The CT data was then processed to segment the cod’s
skeleton from the rest of the tissue.

2.1. Material
The two cods are 63 cm and 62 cm long respectively.
They were caught at the cost of Iceland and time from
catch to scan is counted in hours but not exactly known.
They had been processed in a normal way, the fish was
gilled, the trunk cut open and the interstitials taken
away. They had been kept cold with ice from the
moment of catch to scan but not frozen. No salt was
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used. They are very similar in size, one is though a
little bit longer and with bigger circumference.

2.2. CT scan

The CT scanner used is a Philips Brilliance 64 designed
for human clinical use. The lowest available X-ray tube
voltage of 80 KV was used corresponding to soft tissue
examination. A spiral CT was made with slice thickness
of 0.67 mm, a distance of 0.33mm from centre of one
slice to the centre of the next slice, i.e. in the z direction
along the scan axis. This means that the slices are
redundant; each slice covers half of the same volume as
the next slice before covers. So there is a 50%
redundancy. To cover the total length of the cods body,
63cm and 62 cm respectively, 1909 slices were needed.
The image matrix of each slice has 512 x 512 pixels
covering an area (field of view) of 344 mm both in x
and y direction. So the size of each voxel is 0.672 x
0.672 x 0.670 mm. The total amount of data for both
cods is therefore 512 x 512 x 1909 that is in total 500
Mega voxels. Each voxel is digitized with 12 bit or 1,5
byte so the total amount of data is 1,5 x 500 giving 750
Mbyte of data for the whole scan of the two cods. The
data set of the cod’s contains three dimensional
information of tissue density, and therefore also of the
skeleton, of the whole cod. Since each tissue type has a
different density the different tissues can be analyzed
with this data, so the skeleton and bones can be
differentiated from the tissue.

2.3. Bone segmentation

Specialized software (Mimics) designed for analysis of
human CT images is used for analysis of the cod’s
tissue. Each CT slice is a two dimensional (2D) image
of a cross-section though the cods body. Each 2D
image is composed of picture elements, in short pixels,
and is referred to as voxels, volume elements, in a 3D
image. Each of them is characterized by its Hounsfield
value, HU. The staple of these cross-section images
along the longitudinal axis of the cod make up the 3D
description of its whole body. By sorting out the voxels
having their HU values in certain interval special tissue
type can be separated from the rest of the body, i.e.
segmented. The group of voxels segmented makes out
a geometrical model of the corresponding tissue.

The X-ray attenuation property is specific for each
tissue type. The following formula describes the
attenuation of an X-ray passing through a material of
length x:

[ = lek Q)

where |y is the intensity of the incoming X-ray and | the
intensity of the X-ray after being attenuated in the
material it was passing. p is called attenuation
coefficient and is a property of the material. Hounsfield
units (HU) are calculated from the formula:
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HU = 1000 - Hyoxel”Hwater (2)

Hwater

This way each voxel in the 3D data set gets its specific
HU value characterising the X-ray atenuation properties
of the material in that specific point of space. This
value is relative to water. The HU for water is zero.
Tissue that has higer density and therefore attenuates X-
rays more than water have positve HU. This is the case
f.ex. for muscles and bone. Tissue that has lower
density and therefore attenuates X-rays less than water
have negative HU. This is the case f.ex. for fat and
lungs in human. Now the process of segmentation can
be described by the following somwhat simplified steps:

1. First a so called mask is created by using
thresholds. It is composed by all the
voxels that have HU value in a defined
interval. We use HU in the interval from
226 up to 3071

2. Next a function called region growing is
used. By starting at a voxel within the
skeleton it finds all voxels that are
connected to the starting voxel. This is
done for all disconnected parts of the
skeleton.

3. Step three is done manually. Voxels which
were left out are added manually to the
mask. It is also possible to perform this
step after step four.

4. The fourth step is so called erode region
growing. There can be voxels included in
the model that do not belong to the
anatomical structure of interest. To
eliminate these they are separated from
the model with at least one voxel layer
and erased. Then normal region growing
is performed again and a new mask is
created.

5. The fifth step is to do dilate region
growing if too many voxels have been
erased from the structure. This gives a
desired structure of the fish.

6. Step six is used when certain regions of
interest are analyzed. The model is then
divided into smaller parts by the help of
Boolean operations.

In this work the result of the segmentation process
described above is a 3D model of the cod skeleton
including the fins and the otoliths. After segmentation
the tissue analysis is made on the basis of Hounsfield
(HU) values and pixel distribution. Volume, density,
distribution can be measured and evaluated.

Further description of our segmentation methods
and tissue analysis methods can be found in Helgason
2011, Gargiulo 2012 and Johannesdottir 2006.
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2.4. Tissue analysis and evaluation

Bone density measurments were done for the following
parts of the skeleton: all bones, tail, head, body without
head, operculum bone, mid section and the otoliths. For
this the skeleton model was divided into these parts and
a special mask made for each. In that form the HU
values of the voxels belonging to each part can be
processed and used in calculations. The average bone
densiy in ecah part was calculated according to the
following equation:

HU = %7, HU; @3)

Where n is the number of voxels inside the
corresponding part of the cods skeleton, that is beloging
to a model of that part. Many of the fish bones are
considerably thiner than the dimensions of the voxels
which are 0,672 x 0,672 x 0,67 mm. This means that
beside the bone itself other tissue types influence the
HU value for the particular voxel. Mostly that is soft
tissue that lowers the HU value. And since all voxels
that have lower HU than 226 are excluded from the
skeleton model it is to be expected that particulary thin
bones are not a part of the skeleton model. This can be
the case even though the thin bone has high density.
This leads to the assumption that the average HU
numbers calculated according to equation 3 from the
voxels in the different parts of the skeleton are not
necessarily accurate. They can be both higher and
lower.

The cod skeleton model is inspected visually on the
computer screen and compared to a normal cod
skeleton. Missing elements are registered. These can
be whole bones or a part of a bone. Another effect is
that bones of sub-voxel size lying close together are
seen as one plane and not as individual bones. This is
the result of the limited resolution of the CT device.

3. RESULTS

The results are shown in table 1 and in figures 1- 5.
Table 1 gives an overview of average bone density in
several parts of the cod’s skeleton. Figure 1 and 2 show
the skeleton of the cod’s head. Figure 3 gives the
model of the whole skeleton of both cod’s. This shows
in particular the possibilities to find single bones.
Figure 4 shows the operculum bones and figure 5 the
otoliths.

3.1. Cod bone density
Table 1 gives an overview of density in some parts of
the cod’s skeleton. The values are calculated with
equation 3 for the whole skeleton and six different parts
of the skeleton. The two examples of cod show no
substantial difference in bone density. Though cod 2
has higher values in all parts except in the operculum
bone. The tail bones have the lowest density. The mid
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section, where the most valuable parts of the fish are,
has a HU of 750 as does the head. Interesting is the
considerable higher density of the otoliths, which brings
up a question about the purpose of this.

The bone density values from all skeleton parts
show that they are good X-ray attenuators and hence
suggest that X-rays are suitable for their detection and
CT devices are applicable for that purpose.

Table 1: Average density values of cod bones at various
locations in the skeleton. There is no considerable
difference between the two cod’s.

Cod 1 Cod 2
All bones 769.0 HU 787.2 HU
Tail 511.7 HU 554.6 HU
Head 750.5 HU 771.9 HU
Body ( no head ) 721.5HU 737.5HU
Operculum bone (Fig. 4) 901.4 HU 879.3 HU
Mid section 752.2 HU 754.3 HU

Otolith (Fig. 5) 29289 HU  2935.0 HU

3.2. Bone model

Figure 1 and figure 2 display the same model of the
cods head. Figure 1 shows the head model from the
right side and figure 2 shows the same head model from
the front. As can be seen these figures the skeleton of
the cod head is almost complete. Some missing
elements are very thin or of low density. At other places
bones even of sub-voxel dimensions are detected as
such but are displayed at the least as a whole voxel
giving the flash perception of a thicker or more massive
bone. This is only of concern for small structures.

Figure 1: Cod head skeleton model seen from the right
side. The model is reconstructed from CT data. Some
structures have dimensions smaller than the voxel size
and are not imaged in full extent.
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Figure 2: The same model as in figure 1 but rotated 90
degrees, that is the cods head skeleton seen from the
front.

Figure 3 shows the two skeleton models, one from
each cod. Let us recall that the models are made from
1909 CT slices, each 0,67 mm thick and 0,33mm apart.
That results in a clear model displaying also thin bones
in diameter smaller than the voxels. But it also clearly
displays the drawbacks of the applied CT scanner.
From investing figure 3 following observations can be
made:

e Bones that are in diameter smaller than the
voxels are, in some cases, still imaged as
bones, are therefore part of the model

e Bones with higher density than the lower
threshold of 226 HU are not in the model if
they have small diameter and contribute not
enough to the voxel to raise its HU value

above the threshold. Especially bones that
have a smaller diameter distally are shown
shorter than they are in reality since the density
values for the distal voxels are beneath the
lower threshold. This can be seen in the tail
and in the side fins in figure 3.

e Thin bones that lie close to each other are
modelled as one piece or one plane. This can
be seen in the tail and very clearly in the side
fins in figure 3. In the side fins the bones are
arranged as rays from a light source. The
distance between the increases going from
proximal to distal. Proximal they are modelled
as one piece but distal they are modelled as
separated bones. In between there is an area
where they are in one piece but the formation
of bones can be seen.

e Comparing the models of the two tails of the
cod’s in figure 3 it can be observed that the
lower part of the lower cod has bones that are
modelled as single bones all the way up to the
spine. As a contrast to that in the upper part of
the same tail the bones fusion in one solid
body. That is also the case in the tail of the
upper cod.

The results show a complete model of the two cod
skeletons. Missing parts, as described above, give a
somewhat false perception of the anatomy of the
skeleton. Some bones in the model are too short and
some are too thick and still others have fusion in one
piece. This does not disturb the human eye so much
since it can build on previous experience on how
skeletons like this are built. But it is a problem for
automated vision.

Figure 4 shows models of the operculum bone in
the two cod’s. This is the bone with the highest density
in the cod’s body.

Figure 3: Two cod ske letons. The models are a result from 1909 CT slices 0,67 mm thick and 0,33 mm apart. The whole skeleton
can be seen, although some bones are not in their full length, others appear more voluminous than they are in reality and some are not
distinguishable from each other and form a solid body
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Figure 4: Operculum bone model from the two cod’s
under inspection in this work. They are the most dense
bones in the fish, meaning that they have the highest
HU values on average.

3.3. Otoliths
The otoliths models are shown in figure 5. The otoliths
give important information on the cod and can be
analyzed to some extent in these images. They are the
objects in the cod’s body with the highest density and
are considerably denser with more than 2900 HU where
as the next one, the operculum bone, has 900 HU.

Figure 5: Shows the otoliths, i.e. most dense part of the
cod placed inside the cod head.

DISCUSSION AND CONCLUSION

Detection of thin bones of low density can be done and
they can be modelled in a cod skeleton. This
information can be of use in detecting single thin bones.
However if the bones are tight together they are not
detected as single bones but rather like a merged single
piece or plane. Reconstructing the fish skeleton from
CT data can be done to a certain degree. Missing parts
due to small thickness or low density, could in a normal
case, be predicted using anatomical knowledge of the
species being investigated. Another way to increase the
accuracy of the cod’s skeleton model would be to use a
CT device with higher spatial resolution. At the same
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time the field of view can easily be smaller. These two
goals go together well. They can be reached simply by
diminishing the diameter of the gantry’s aperture having
the scanned object further away from the CT sensors
and nearer to the X-ray tube. This gives enlarged
projections of the subject onto the sensors.

Automated processing of fish requires exact and
reliable work but at the same time devices that are not
too expensive and with low running cost. Medical CT
devices have in recent years become considerably more
cost effective. This is also the case for micro CT
devices for research purposes. This gives the hope that
CT technology can be made cost effective for food
processing. Further research is, however, necessary to
pinpoint the requirements of a CT for fish processing.
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ABSTRACT

Multi-agent systems are commonly used for simulation
purposes. The authors focused on agent-based
technology in the business process simulation,
especially on the analysis of the agent-based simulation
outputs in order to facilitate the verification of the used
methodology. The paper deals with an analysis of
agents’ behavior in multi-agent model of business
processes. The main goal of the paper is to find, how
selected methods can influence finding of behavioral
patterns of selected agents in the system and how the
amount of extracted sequences can be reduced.
Extraction of behavioral patterns was performed by
process mining and pattern mining methods with the
focus on the sequences. The authors present the
comparison of selected methods for the definition of
agents’ behavior with the focus to selected
characteristics of observed methods. Behavioral patterns
and relations between them create complex networks;
thus, the extraction of behavioral patterns is optimized
by spectral graph partitioning. Moreover, the
visualization of groups of agents with similar behavior
is presented.

Keywords: system modeling, multi-agent systems,
behavioral patterns, process mining

1. INTRODUCTION

The overall idea of proposed methodology is to
simulate real business processes and to provide
predictive results concerning the management impact.
This should lead to improved and effective business
process realization. The paper deals with the analysis
and visualization of agents’ behavior to facilitate the
verification of the simulation model and to effectively
observe the reaction of the model in relation to the
initialization of its input attributes, or in relation to the
influence of the model environment.

The presented approach deals with a lot of
influences that are not able to be captured by using any
business process model (e.g. the effects of the
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collaboration of business process participants or their
communication, experience level, cultural or social
factors). The statistical method has only limited
capabilities of visual presentation while running the
simulation. Finally, an observer does not actually see
the participants of business process dealing with each
other.

Agent-based simulations dealing with a company
simulation can bring several crucial advantages (De
Snoo 2005), (Jennings et al. 2000). They can overcome
some of the problems identified above. It is possible to
involve unpredictable disturbance of the environment
into the simulation with the agents. All of the mentioned
issues are the characteristics of a multi-agent system
(MAS).

This paper is structured as follows. Section 2
briefly informs about the multi-agent framework
developed. Section 3 contains the description of the
proposed method used for the analysis of the agents’
behavior in the multi-agent system, and finally, the
experiments with real data collection from multi-agent
system are presented in Section 4.

2. AGENT-BASED SIMULATION MODELING

The authors deal with the agent-based simulation
model, which is described in (Macal and North 2005),
with the focus to Business Process Management (BPM)
(Yan et al. 2001). Usual business process simulation
approaches are based on the statistical calculation, as
can be seen for example in (Scheer and Nuttgen 2000,
Islamov and Rolkov 2010). But only several problems
can be identified while using the statistical methods.
The model uses the advantages of the agent technology
(communication, cooperation, social behavior), to
describe some of the core business processes of a
typical business company. The authors developed a
business process simulation framework (Vymetal et al.
2012) in order to simulate the real behavior of the
company on the market. JADE (Bellifermine 2010)
platform was used for the implementation, which
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provides running and simulation environment allowing
for the distribution with thousands of software agents.

The core of this paper is the analysis of agent-based
simulation outputs. To ensure the outputs, above
mentioned framework was used to trigger simulation
experiments. The simulation framework covers business
processes supporting the selling of goods by company
sales representatives to the customers. It consists of the
following types of agents: sales representative agents
(representing sellers), customer agents, an informative
agent (provides information about company market
share, and company volume), and manager agent
(manages the communication between seller and
customer). All the agent types are developed according
to the multi-agent approach. The interaction between
agents is based on the FIPA contract-net protocol; see
Figure 1 (FIPA 2002).

FIPA-Request-Protocol J

Each action running in the simulation framework was
recorded in the log file. The log file serves as a dataset

for further analysis described in Section 4.
InformativeAgent CustomerAgent SellerAgent ManagerAgent

Loop J Asks Market Info

Returns Market Info

ResponseBehaviour

[
negotiation

|
Refreshinfo

Send Sales Request

lion Server
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Domain Layer Protocol Layer Protocol Layer Domain Layer

request

:
alt "-p,uacm Evvnu s,
' refuse [0 M:.TW‘.SL.Q';W
opt
|_ £ agree ‘
]
y Lo o iyt
)
inform

p_initiatoand p_roceiver_inration ond

Figure 1: FIPA Contract-Net Protocol

The number of customer agents is significantly higher
than the number of sales representative agents in the
model because the reality on the market is the same.
The behavior of agents is influenced by two randomly
generated parameters using the normal distribution
(amount of requested goods and a sellers’ ability to sell
the goods). In the lack of real information about the
business company, there is possibility to randomly
generate different parameters (e.g. company market
share for the product, market volume for the product in
local currency, or quality parameter of the seller). The
influence of randomly generated parameters on the
simulation outputs while using different types of
distributions was presented in (Vymetal et al. 2012).
The simulation uses random values instead of real data.

The overall workflow of the system proposed can
be described as follows (see Figure 2).

The customer agents randomly generate the
requests to buy some random pieces of goods. The sales
representative agents react to these requests according
to their own internal decision functions and follow the
contracting with the customers. A production function is
used to define the value of the negotiated price. The
purpose of the manager agent is to manage the requests
exchange. The contracting results into the sales events.
More indicators of sale success like revenue, amount of
sold goods, incomes, and costs are analyzed as well.
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Figure 2: Workflow of Proposed System

3. ANALYSIS OF AGENTS’ BEHAVIOR

The verification of the business process model is based
on the analysis of recorded outputs. The approach
described in this paper is focused on the analysis of
agents’ behavior in the model, which is recorded in a
log. The log is a simple text file, where each row
represents one event. The main structure, which is valid
for all agents, consists of TimeStamp (date and time
when the event was performed), AgentID (each agent
has its unique ID), AgentClassName, TypeOfAction,
ActionAttribute.

Definition of the agent behavior was performed
using the methods of process mining (Aalst 2011; Aalst
et al. 2004). Then, the agents’ behavior in the model can
be described by a set of event sequences. The paper is
oriented to comparison of methods used for finding
behavioral patterns of the agents and to their description
on the basis of similarity of extracted sequences.

Behavioral patterns were extracted by the methods
used for the sequence comparison; their description was
provided using methods of text processing. Two basic
groups of algorithms for the comparison of two or more
categorical sequences are generally known. The first
group divides the algorithms by the fact, whether the
sequences consist of ordered or unordered elements.
The second group of algorithms focuses on the
comparison of the sequences with the different lengths
and with the possible error or distortion.

The agent behavior in the business process
simulation can be described by a set of event sequences.
A sequence is an ordered list of elements (in this
approach events), denoted s = (e, e,,...,e,,) . Given two

sequences s =(e,e,,...,e,,) and wu=(f], 5 f1)-
Sequence s is called a subsequence of u, denoted as
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s cu, if there exist integers 1< j, < j, <..<j, <1
such that e, = f};,e, = f},,..e,, = f}, - Sequence u is

than a super sequence of s.

3.1. Comparison of Sequences
For easier description of the agents’ behavior,
behavioral patterns were extracted with the focus to the
similarity between the sequences.

The basic approach to the comparison of two
sequences, where the order of elements is important, is
The longest common substring (LCS) method (Gusfield
1997), see example in Table 1. As obvious from the
name of the method, the main principle of the method is
to find the length of the common longest substring.

Given the two sequences §=(e,e,,...,e,) and
u=C(f,fssf;), we can find such subsequence

v=(g1,&58&,)> where g, =€(isk-1) :f(ﬁ/ﬂ) for all
k=1..,pand p<m,l.

The LCS method respects the order of elements in
the sequence. However, the main disadvantage of this
method is that it can find only the identical
subsequences, where no extra element is presented in
the sequence. For some domains, typically where a
large amount of different sequences exists, this fact
gives too strict limitation. As a solution of this problem
can be considered The longest common subsequence
method (LCSS), described for example in (Hirschberg
1977), see example in Table 1. Contrary to LCS
method, this LCSS method allows (or ignores) the
inserted extra elements in the sequence, and therefore, it
is immune to slight distortions.

1. 2. 3.
Sequence s EABCF EAEBCE ABBCC
Sequence u ZABCT FABCF EABCE
LCS ABC BC AB
LCSS ABC ABC ABC
T-WLCS ABC ABC ABBCC

Table 1: Results of Algorithms for Subsequence
Detection

Whether the similarity of compared sequences is
defined as a function using a length of common
subsequence, one characteristic of this method can be
found. The length of the common subsequence is not
immune to the recurrence of the identical elements,
which can occur only in one of the compared sequences.
We can find such situations, for example due to
inappropriate sampling or due to any kind of distortion.

In some applications, it is suitable (or sometimes
even required) to eliminate such type of distortions and
to work with them like with the equivalent elements.
The solution is in another method, The time-warped
longest common subsequence (T-WLCS) (Guo, A. and
Siegelmann, H. 2004), see example in Table 1. The
method combines the advantages of LCSS method with
dynamic time warping (Miiller, M. 2007). Dynamic
time warping is used for finding the optimal
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visualization of elements in two sequences to match
them as much as possible. This method is immune to
minor distortions and to time non-linearity. It is able to
compare sequences, which are for standard metrics
evidently not comparable.

The method emphasizes recurrence of elements in
one of the compared sequences. Due to this fact, the
length of the common subsequence can be longer than
the shorter length of the compared sequences. In the
experiments described in the paper, the authors compare
the impact of LCS, LCSS and T-WLCS methods to
finding the behavioral patterns and to construct the
agents’ profiles based on their behavior in multi-agent
system.

3.2. From Log to Agents’ Network

As the first step of the approach, a set of agent profiles
was generated. In the agent profile, each agent has
assigned its set of sequences performed by it. The
sequences were extracted using similar principle as
extraction of traces in business process analysis (Aalst
2011). However, in our approach, the trace is defined in
relation to one agent, not to one case. Given a set of
agents 4 = {4,,4,,..,4,}, where each agent is

described by its set of sequences representing the
agents’ behavior during the business process simulation
in the MAS. Thus, we have for all 4 a set

S, ={8};,8;5-5,; 1. Set of all possible sequences,
which can occur in the log is given by S =uUS,; for all
i=12,..,n.

Afterwards, finding the behavior patterns of agents
was performed. Since obtained sequences are often
similar with inconsiderable differences, the next three
steps of proposed approach are oriented to finding
behavioral patterns, which can better describe the
agents’ behavior during the simulation. Finding of
behavioral patterns is based on a weight of the sequence
relation. In the paper the results for three methods: LCS,
LCSS, and T-WLCS are compared.

A weighted graph G =(V,E,W)describing
relations between the sequences was constructed, where
the nodes represent sequences (¥ =S ) and edges are
evaluated by the weight of the relation between two
sequences (depending on the selected method), and
which is higher than selected threshold (w; > 6).

The obtained graph is then divided into clusters
with the similar sequences using spectral clustering,
improved by our proposed Left-Right Oscillate
algorithm. For more details, see our previous work
(Martinovic et al. 2012). Thus, set of sequences S is
divided into clusters C;, where S§S=0UC, and
J =1,...,c, which is count of the clusters.

Afterwards, selected clusters are described by its
representatives, called behavioral patterns. The main
principle is that each representative is the most similar
to the other sequences in the cluster. Finding a
representative sequence of a cluster C; is based on
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finding a sequence with the maximal sum of relation
weights (depending to the selected method) to the other

sequences §, within the cluster C,.
For each agent A4, its own reduced profile P, is

then created, which determines the agent using
behavioral patterns. The reduced agent profile is a
binary vector of a dimension ¢ (count of clusters),
which gives information about characteristic behavioral
patterns of the given agent.

A weighted graph describing the relations between
agents was generated at the last step. The nodes of the
graph represent the agents identified by its unique 1D,
vertices represent the relations between the agents. The
relation between agents was defined by the similarity of
their behavior using cosine measure.

4. EXPERIMENTS ON SIMULATION MODEL
In the experiments, the log file generated by MAS for
the simulation of one year with 52 turns (one turn is
equivalent to one week) was used. The log file
contained 557760 records of agents’ activities. Four
types of agents: ManagerAgent, InformativeAgent,
CustomerAgent and SellerAgent were defined in the
simulation model. The basic description of the log file is
presented in Table 2.

Agent Class Records | Agentlnstances
ManagerAgent 54 1
InformativeAgent 107 1
CustomerAgent 406 482 498
SellerAgent 151 098 51
Sum 557 760 552

Table 2: Log File Description

4.1. Sequence Extraction

The records from the log file were used for the
extraction of sequences. As mentioned in Section 3.2,
the methodology of Aalst was used, modified to our
approach based on the multi-agent system requirements.
During the extraction, each sequence was related to one
agent; its start and end points were detected by the start
and the end of one turn. For described data collection,
we have obtained set S consisted of 1974 sequences,
and 24 types of different sequences used in the
simulation. We assume more diverse output in future
experiments, due to planned simulations with more
variable initialization of input parameters of agents.

4.2. Finding of Behavioral Patterns

This phase of the experiments was oriented to an
exploration, how the different methods for measurement
of relation weight between two sequences can influence
the finding of the behavioral patterns. The following
methods have been tested: LCS, LCSS and T-WLCS.
All the methods can find the longest common
subsequence o of compared sequences S, and S,

where ac f, A f3,, where f, €S and S, €S.
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For description of used methods, see Section 2. The
relation weight R, was counted by Equation 2.

() *h)’
(BB,

where [(a)is a length of the longest common

R.(B..B,)= ()

subsequence a for sequences S, and B ; [(f,) and
[(B,) are analogically lengths of the compared
sequences S and £, and

Min(l i

e (1(B),1(8,)) @

Max(I(S,),1($,))
Table 3, Table 4 and Table 5 describe obtained
components with similar sequences for each method

and for different threshold € (level of relation
weight R ).

6 | Components (Size) | Isolated Nodes
09112 22
081222 20
0.7 3(2,2,2) 18
0.6 | 4(2,2,2,2) 16
0.5 | 44422 12
0.4 |5(6,6,2,2,2) 6
031311,7,2) 4
0.2 | 3(11,8,2) 3
0.1 31,82 3

Table 3: Components of Sequences, LCS

6 | Components (Size) | Isolated Nodes
091112 22
081222 20
0.7 134,22 16
0.6 | 4(52,2,2) 13
0513042 9
04 140,622 5
03131172 4
0.2 31182 3
0.1 13(1,.82) 3

Table 4: Components of Sequences, LCSS

6 | Components (Size) | Isolated Nodes

09 [ 2(7,2) 15
0.8 | 3(7,3.,2) 12
0.7 | 3(8,7.,2) 7
0.6 | 3(9,8,2) 5
0.5 | 2(11,8) 5
0.4 | 3(1182) 3
0.3 | 3(11,8,2) 3
0.2 | 3(11,8,2) 3

0.1 311,82 3
Table 5: Components of Sequences, T-WLCS

As we can see from Table 3 and Table 4, we have
obtained for level 6=0.2 the same 3 components of
similar sequences for both methods LCS and LCSS,
while for method T-WLCS the same 3 components have
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been obtained even for level 6=0.4, see Table 5. Which
is important, each method has for higher levels of 4
different outputs.

6-0.2 6-0.4
Figure 3: Sequence Components - LCSS, 6=0.2
and 6=0.4

In Figure 3 and Figure 4, we can see the examples of
visualized graphs with colored components of similar
sequences for LCSS and T-WLCS method with selected
threshold 6.

8
Y °
a L]
f ° °® o R
°© .# °

004 ® 006

Figure 4: Sequence Components — T-WLCS, 6=0.4
and 6=0.6

The detailed description of obtained clusters of
sequences for the method T-WLCS (6=0.4) is presented
in Table 6. The same clusters with the same sequences
were obtained for the methods LCS and LCSS with
6=0.2 as well.

Cluster | Seq.ID Sequence Activities
CO0 9 1;2:3;4;5,7;8,7,8,7;8;7,8,7;8,7,8:7,
8,7,8,7,8;7;8;7,8;7,8;10;
10 2;3:4;5,7,8,7,8,7,8,7,8,7,8,7;8,7;8;
7,8;7;8;7,8,7;8,7;8;10;
13 2:3:4;5;7;8;12;10;
14 2:3:4,5;7,8,7,8,7:8;7;8,7;8;12;10;
15 2;3,4;5;7;8,7;8;12;10;
16 1;2;3;4;5,7;8;12;10;
17 2;3;4;5;7,8,7,8,7;8;12;10;
18 2:3:4,5,7,8;7,8,7:8;7;8,7:8,7,8,7;8;
7,8;12;10;
19 2:3,4;5,7,8,7:8,7,8,7;8;12;10;
20 2;3:4;5;7;8,7:8;7,8:7;8;7,8;7;8;12;1
0;
21 1;2;3:4;5;7:8;7;8;7;8;7;8;12;10;
Cl 1 6,6,6,6;6,6,6,6;6,6,6;06;
2 6,6;6;11;
3 6;11;
4 6;6;11;
5 6;6,6;6;6;6;11;
6 6,6,6,6;11;
7 6,6,6,6;6;11;
8 6,6,6,6,6,6,6;6;11;
C2 11 2:9;10;
12 1;2;9;10;

Table 6: Detailed Description of Sequence Clusters,
T-WLCS method, 6=0.4
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For selected weight level 6, the obtained clusters of
similar sequences were assigned as behavioral patterns.
Then, each behavioral pattern was described by its
representative, see Section 3.2. The example of one
cluster obtained using LCS method (6 =0.3) can be seen
in Table 7, where the sequence with ID 19 has been
selected as a representative of this cluster.

R, | Seq.ID | Sequence

044 | 17 2;3;4;5;7;8;7;8;7;8;12;10

1 19 2;3:4;5;7:8;7:8;7:8;7:8;12;10

0.81 | 21 1;2;3;4;5;7;8;7;8;7;8;7;8;12;10

049 | 14 2;3;4;5;7;8;7;8;7;8;7,8;7;8;12;10
035120 2;3;4;5;7:8;7;8;7;8;7;8,7;8,7;8;12;10

Table 7: Example of representative sequence, LCS
method (6=0.3)

The behavioral patterns has been used for the
description of agents’ behavior, see Section 4.3.

4.3. Agents‘ Network Based on Behavioral Patterns

The last step of proposed approach was the
generation of agents’ network based on the obtained
behavioral patterns. Example of such network is
presented in Figure 5, which demonstrates the agents'
communities based on similar behavioral patterns
extracted using LCS method (6=0.3).

Figure 5: Agents' Communities Based on Behavioral
Patterns, LCS (6 =0.3)

CONCLUSION

The paper deals with the analysis and visualization of
the agents’ behavior to facilitate the verification of the
simulation model and to effectively observe the reaction
of the model in relation to the initialization of the input
attributes, or to the influence of the model environment.
The proposed method was used for the determination,
whether the agents which are included in the multi-
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agent system have the appropriate behavior like has
been programmed.

The agents’ behavior was described using the
behavioral patterns, obtained via sequential pattern
mining methods and methods for the determination of
relations between the sequences. Concretely, LCS,
LCSS, and T-WLCS methods were compared in the
experiments to discover, how the selected method can
influence the finding of the agents with the similar
behavior.

The detailed description of the outputs obtained
using each method was presented in Section 4.2. From
the obtained outputs we can see, that each method has
its specific approach to the determination of the
relations between the sequences. Due to this fact we can
say, that each method can be used for different type of
data collection. Moreover, the selection of the method
depends on what process with selected behavioral
patterns we intend to do.

In the cases, where we need more detailed division
of sequence clusters to find more accurate behavioral
patterns like in this data collection from the multi-agent
system, LCS method is the most suitable. In other cases,
where we have large data collections with various types
of sequences (typical domains are analysis of users’
behavior on the web, or analysis of business processes),
method T-WLCS is better to use. This method is
immune to minor distortions and to time non-linearity,
and emphasizes the recurrence of the elements in one of
the compared sequences. Finally, LCSS method
generates the outputs more similar to LCS method, but
more compact.

Visualized groups of agents with similar behavior
during the simulation, extracted using LCS method is
presented in Figure 5

As presented in the described experiments, LCS
method is the most suitable for the presented data
collection. However, we assume more diverse output in
future experiments with proposed simulation model,
due to planned simulations with more variable
initialization of input parameters of agents. Therefore,
T-WLCS or LCSS method will be more suitable in the
future experiments with MAS.
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ABSTRACT

Current hardware development is characterized by an
increasing number of multi-core processors.  The
performance advantages of dual and quad core
processors have already been applied in high-speed
calculations of video streams and other multimedia
tasks. New options arise from the increasing power of
new graphic processors. They include up to 1600
shading processors, which can also be used for
universal computations at present. The paper discusses
possible applications of graphic processors in
simulation and other areas of high computation needs,
like FEM or flow-analysis. The implementation of
parallel threads on more than one core requires
substantial changes in the software structure, which are
only possible inside the source code. The paper also
introduces feasible architectures and compares the
CUDA and OpenCL approach.

Keywords: Grid computing, CUDA, OpenCL

1. INTRODUCTION

Since 2005, we have observed a quiet revolution in
hardware development — the performance of graphic
processor units (GPU) has been developing at a speed
leading to a ten times higher performance against
standard central processors (CPU) (see Fig. 1/from
(Kirk and Hwu 2010). But the development of CPU’s
has been slowing down since 2003 due to energy
consumption and heat-dissipation issues limiting a
further increase of clock frequency. As demonstrated in
Fig. 1, the performance of actual graphical processing
units (GPU’s) achieves 1000 GFlops, a value lying in
the range of older super computers. It is quite sure, that
this revolution will continue also in the next years as a
result of a very strong competition between the two
major players — AMD and NVIDIA.

As a matter of fact, simulation science has already
searched for the highest feasible performance
(Wiedemann 2000). Otherwise, there exist completely
new hardware architectures and requirements (see 2.2).
The imple—mentation of parallel threads on a large
number of cores leads to substantial changes in the
software structure. Changes like these are only feasible
inside the source code and cannot be executed with
COTS-simulation systems.
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As a conclusion, we may expect a new era of high
performance software development. This paper
introduces not only options and constraints of the new
hardware, but also the changes in the simulation
software resulting from
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Figure 1: Performance chart ((Kirk and Hwu 2010))

The new hardware architecture of modern GPU’s was
primarily designed for high-end 3D-computer games. In
these games, the high quantity of processors is used for
parallel computing of high-quality images with fine-
grained textures and sophisticated rendering algorithms.
The first versions of such GPU’s were tailored to
special purposes and could not carry out universal
computations (Kirk and Hwu 2010). The -current
versions are now capable of calculating common types
of algorithms with double precision.

Resulting from the orientation on graphic
algorithms, the hardware also follows a special
architecture. First the host system and the graphic
processor have separate memory and control areas.
Programs for the graphic processor must be compiled in
a special way and transferred to the graphic subsystem.
The memory bandwidth of the GPU is up to ten-fold
higher than the standard RAM memory of the host.

The GPU processor is divided into a number
(16...128) of computing blocks, whereby each block
consists of a grid of streaming core processors (cores).
The number of cores inside a block is not fixed, but can
be defined dynamically by the control program. High-
end GPU processors, like the ATI Radeon™ HD 5870,
are equipped with up to 1600 streaming cores.
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Memory organization is a significant limiting fact.
The fastest memory is the shared memory inside the
blocks. Only cores inside a block are able to
communicate upon shared memory and to synchronize
their work. Synchronization of cores between different
blocks is slow and poorly supported! These aspects
should be considered, when simulation scenarios are
evaluated. A second, much more critical constraint is
the single program multiple-data (SPMD) programming
model of GPU’s. This means, that inside a block, only
one program is executed over different areas of data. If
a program like this includes a branch, then the
alternative else-branch is performed after executing the
then-branch, which slows down execution at all. For
graphical applications with large data streams, like
encoding of videos or rendering complex 3D scenes,
this model is suitably adapted, since it reduces the
necessary ratio of logics inside the small processors.

If a complex program is executed, this
programming model must be considered carefully! An
approach is demonstrated on the following pages.

2.  GPU'S IN UNIVERSAL COMPUTATIONS

2.1. General discussion of multi core applications

The main algorithms and mathematical foundations of
simulation systems are well defined and efficient
(Heusmann and Wiedewitsch 1995). Although the
software tools for continuous (CS) and discrete
simulation (DS) are very different, there exist two
general options for using parallel computing
environments.
First, the model itself is divided in smaller sub-models
and each sub-model is computed on one core. This
Parallel Simulation approach has been known for about
25 years (Perumalla 2006). As a result of the necessary
communication between the sub-models, this approach
is very complex.

During the last decade the possible speedup
degreed. The main reason is the nearly constant

Proceedings of the European Modeling and Simulation Symposium, 2012

communication speed and increasing computation
performance. The communication speed of standard
parallel computers is limited by the simple
pheno—menon of distance between the computing cores.
Let us assume a distance of 30 cm, only, than it takes
the signal at light speed about 1ns (t=s/v=0.3m/3*10e-8
m/s), lying in the range of 3 periods of a 3 GHz
processor. Additional delays occur by the electronics’
latencies themselves. In summary, the resulting
speedup of parallel computation can decrease (fall
down?) to 2 or even below 1 on multi-core machines,
when the models are not suitably distributed on the
cores. However, the new hardware architecture of
GPU’s may improve this situation again: First, by
smaller distances of the core inside the chip die (<2mm)
and second, by optimized synchronization hardware
inside the same chip.

The second approach uses each core for computing
exactly one simulation model, which is also known as
Hyper Computing (Perumalla 2006). The larger number
of cores is used for calculating the models n-time, e.g.
by applying different random number seeds. Speeding
up of such computations is nearly equal to the number
of the cores and could be guaranteed in practice.

From a practice point of view, the Hyper
computing approach is very interesting and to be used
easily, if we leave the single simulation view and look
on the whole simulation process. Nearly all larger
simulation studies must consider random numbers
inside the model or different input data scenarios. For
statistical correctness, over 20 or more simulation runs
must be executed for getting significant results. If there
are different input data sets — Ndatasets, this number
can be multiplied by the number of simulation runs
Nruns, since all runs are independent one from each
other and can be computed simultaneously. As a
conclusion, running Ndatasets * Nruns , we obtain
Ndatasets statis—tical significant results over all data
input sets.

If there are no different input scenarios, than
Ndatasets runs could be used for making a sensitive
test, which provides significant information about the
quality of simulation variables used.

2.2. Performance considerations in Hyper
Computing

Against the background of the new GPU architecture, it
makes sense to subdivide calculations into two different
classes. Typical graphical computations are also
subdivided into different computation classes, like
transforming, rendering and shading of 3D objects with
textures. The resulting GPU architecture (see Figures 2
and 1.2) provides an adequate support to different
computing groups.

Let us assume that the simulation models only differ in
their specific random numbers, whereas input data and
computation are always the same. This is true for a
large number of continuous simulations, but only a
small number of discrete event simulations.
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Concludingly, a set of Ndatasets can be computed with
Nruns each, whereby each block of Nruns computes one
significant result for one of the datasets.

Since the maximum number of Ndatasets * Nruns
is 512, a definition of Nrun =32 runs and Ndatasets =
16 data sets is a good practical combination.

cach block with 32 (16) runs,

{with different random numbers)

Block 1 Block 2 Block 16 (32)

! ! i '

Statistical results for different 16 (32) data sets

Figure 2: Hyper computing scenarios

If such a combination of variance and sensitive
computation is realized, than the possible speedup can
be the number of parallel running cores, in this case up
to 512! This speedup does not depend on special
methods of disaggregation of complex simulation
models. The method can be adapted easily to new
hardware characteristics, e.g. if the limit of 512
computing units in a block is extended (up to 1024 or
more?) in the next years.

2.3. Typical scenarios for independent and equal
simulation runs in a Hyper Computing context

In the field of continuous simulation, all formulae
must be equal and only differ in the vector index of the
input data and the index of the random number
generator:

dv/dt = f( a(idx), vstart(idx), rand(idx) )
The value of the idx-variable is equal to the blockidx-
value of the core inside the block. The blockidx is
automatically determined by the host program at the
start of the parallel runs and counts all the used cores
from 1 to N.
In the example, each run may have different values for
acceleration a, the initial speed vstart and the random
values of the motion, like wind or engine
characteristics. Like mentioned before in chapter 2.2,
additional cores can be used for calculating sensitive
tests or different data input sets.
A similar formula may be used for Monte-Carlo-
simulations (MC) (e.g. for determining []) :

for (int i=1; i<= experiments; i++)

{ x = randl(blockidx); y = rand2(blockidx);

r testPl=x*x + y*vy;
if ( fabs(r_testPI) < Radius) hit++;
} PI=hit/experiments * 4; // get P1 by MC
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The randl() and rand2() are typical random number
generators, where the seed and current value are stored
in a vector, referenced by the blockidx-value again. For
both applications, speedup may grow up to the number
of cores used in parallel.

2.4. Parallel execution in discrete simulation

Application of GPU's in the discrete event simulation is
much more difficult. In general, the objects are very
different in their characteristics, and thus code
execution is not equal, which, in turn, slows down
execution speed in the context of the single program
multiple-data (SPMD) programming model.

One special option is possible, if the simulation model
consists of objects with nearly identical characteristics
and an equal schedule sequence (e.g. each minute a
customer is served or nothing is done)! Such a code for
one object of some hundreds of objects could be
described by the following expression:

while (' running )
{if (mynext time > simtime)

/I do nothing

else { /*do actions */

p= getnextproduct(blockidx);

optime = workon_product(p);

mynext_time = simtime +optime;

} _syncthreads(); // wait for the other ...

}
In any case, the two branch sections then { } and else {}
are executed in sequence and not in parallel, but the first
section does nothing and the loss of speed is minimal.
The functions getnextproduct() and workonproduct()
should execute the same code, only depending from the
blockidx-value of the core, which corresponds to the
number of the machine in the simulation model.
Of course, this approach is limited by the restrictions of
the single program multiple-data (SPMD) programming
model. Much more complex discrete simulation models
must be executed on different cores in result of their
heterogeneous code, but the number of such cores is not
so high. Future work on the hardware will give new
opportunities also for discrete simulation in this area.

2.5. Using GPU's for high-performance applications

All the discussed scenarios for the different simulation

methods are valid also for other computations in the

CAD/CAM area. Like in simulation, the GPU can be

used in two different modes:

- If the data or computation model is distributed in
space and the computation algorithms are the same
with different parameters, the GPU cores can run in
parallel over a distributed model.

- If the data or model is not distributed, the cores
could be used for equal runs with changing
experiment parameters. For example, a complex
CAD or CAM calculation could be done for
different levels of external temperature or
mechanical stress.

Mixed modes of the two options are also possible!
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2.6. Optimization with GPU’s

A third level of parallelization is possible by using
optimization techniques. The approach from chapter 1.3
-1.5 can be extended by using the results of the basic
runs in an optimization method with independent
points, like the Monte-Carlo optimization method or
genetic algorithms.
On the GPU stream cores, a method like this would be
distributed in the following way:

e One single optimization point is calculated by

16 or 32 cores inside one block.

e 32 or 16 blocks are used for getting the points
for 32 or 16 individuals in the search space.

e One additional block works as an optimization
control block and collects all the points and
calculates the next generation of individuals.

If there are more blocks available, the whole
optimization run can be started for a second or third
time with different starting values for using all
computing cores.

Let us assume that there are 32 runs executed for each
of the 16 individuals. With this assumption, we provide
the maximum number of 512 cores on a computing unit.
But if there are 1600 cores in a high performance GPU
like the ATI HD 5870, we can perform three runs of
these optimizations, providing a total speedup of 1500.

2.7. Conclusion

Consequently, it is easier and much more flexible to use
a Hyper computing approach. The major limiting factor
is the single program multiple-data (SPMD)
programming model inside the blocks, which defines
some constraints on the bandwidth of code.

3. PREREQUISITES AND FUTURE
DEVELOPMENT

The GPU hardware is supported by special API’s and
C-style programming libraries. Both companies, AMD
and Nvidia, provide special software drivers and
programming environments (Nvidia 2012) (OpenCL
2012) (OpenAcc 2012).

3.1. CUDA, OpenCL and OpenAcc

In 1999, Nvidia invented the GPU-multicore
architecture and supported/ supports the hardware with
its proprietary CUDA technology (Nvidia 2012). AMD
and its subdivision ATI assist the own hardware and
also the Nvidia hardware with the open and non-
proprietary OpenCL technology (OpenCL 2012). A
third option is available since 2012 — the OpenAcc-
interface (OpenAcc 2012) .
Until summer 2012, the final result of this competition
has still been open:

e Nvidia’s CUDA is more efficient and easier to

use on the Nvidia GPU's.
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e The OpenCL is much more flexible, but
requires more development efforts. OpenCl
can be executed also on multi- core CPU’s.

e OpenAcc is only an extension of C-compilers
and tries to generate automatic code for the
GPU from standard C-code. The performance
will be lower in most cases, but the ease of use
will be higher compared to CUDA and
OpenCL.

From the author’s point of view, the final result will
mainly depend on the OpenCL and OpenAcc
development.

3.2. New hardware opportunities

New hardware from Nvidia, based on the next-
generation CUDA architecture codenamed “Fermi”
brings the performance of a small supercomputing
cluster to the desktop. Compared to a Cray-1 from
1980 with 150 MFlops and a price of about 8 Mio $ one
card now offers 480 GFlops for a price of a desktop PC.
Up to 4 cards can be combined in a PC, which offers a
peak performance of nearly 2 Terraflops. The future
development of the hardware will continue and the
results will be very interesting for all areas of high
speed computing !

3.3. Final summary

The new GPU architectures are very promising for
applications with a high demand of computation for a
low price. Practical results are feasible and will show
speedup’s of some hundreds at a very interesting price,
compared with traditional parallel computers.
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ABSTRACT

Numerous simulation games have been developed since
the 60’s by researchers within the construction domain.
These games were developed for a specific purpose and
possess a unique implementation strategy and structure.
This paper summarizes some of these games and further
discusses a subset of them, particularly those developed
within the COnstruction SYnthetic Environment
(COSYE). A prototype for a game development
framework was proposed based on review of these
games. It is proposed to implement this prototype
within a distributed simulation environment to ensure
consistency, interoperability, and reusability of the
components and the game as a whole. COSYE is
chosen to provide such an environment because it has
the necessary ingredients for developing and
maintaining such a prototype. The paper further
discusses some concepts of distributed simulation, the
features that exist within the COSYE framework, and
the standards on which the COSYE framework operates
i.e. High Level Architecture (HLA).

Keywords: Simulation games, prototype, COSYE, HLA

1. INTRODUCTION

The pace of the construction industry has traditionally
been driven by the needs of its clients and national and
global economies in general. This makes it a highly
dynamic industry. Lately, projects within this industry
have significantly evolved with respect to complexity
and size. They are generally larger and more complex,
demanding more refined competencies, with respect to
cost and time efficiency, safety and quality from the
people executing them. As a result, average recent
university graduates generally find it challenging to
match this required skill set, especially if they are a
product of a program that utilizes traditional methods of
classroom instruction. Moreover, the industry is highly
competitive at an individual and company level.
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An effective way of resolving such issues is to use
methods complementary to traditional ones. Examples
of these methods include site visits, the use of
simulation games, the use of case studies and guest
lectures from experts in the industry. Simulation games
have a lot of potential to develop the desired
competencies amongst students because they create a
virtual construction site environment with which the
students interact as though they were on a real job site.
Also, the implementation of these games does not
demand significant logistical requirements compared to
the other methods, and yet, the players experience
sufficient training time and the desired benefits are
realized. Therefore, the use of simulation games in
construction education needs to be given more emphasis
and the tools required to support their use must be up-
to-date and easy-to-use.

This paper reviews the structure and development
of past simulation games with the objective of deriving
common features among them from which a generic
game development prototype can be proposed. It is
envisaged that this prototype will simplify the
development process of future games. Although the
prototype can be applied in any suitable environment
while developing a game, the authors base their
discussion in this paper on an environment that supports
the development and execution of distributed simulation
systems, COSYE, developed at the University of
Alberta by the second and third authors of this paper.

2. CONSTRUCTION MANAGEMENT GAMES
A review of the various simulation-based games that
have been implemented in the past within the
construction domain reveals a significant degree of
diversity with respect to their structure, internal
processing algorithms and overall purpose. Nonetheless,
they can be placed within two broad categories: process
centric games and non-process centric games.

Process centric games are those that model site-
level operations using typical process interaction
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modeling approaches. They involve a lot of resource
manipulations and event scheduling (which replicate the
complex logical sequence of project activity execution).
The purpose of such games is to teach students how to
allocate resources as construction progresses, and how
to deal with other uncertain events that are typical of
construction projects such as labor strikes, equipment
failures, bad weather and other unforeseen poor site
conditions. These games develop student skill and
knowledge regarding how to effectively keep projects in
control amidst such unfavorable circumstances.
Examples of games that have been developed in this
category include: a foundation excavation game (Au
and Parti 1969), CONSTRUCTO (Halpin 1976), a road
construction game (Harris et al. 1977), the muck game
(Al-Jibouri and Mawdesley 2001) and a tunneling game
(Ekyalimpa et al. 2011). CONSTRUCTO was
developed by Halpin in 1976 to teach students how to
deal with unforeseen site conditions such as labor
shortages and unfavorable weather conditions while
executing a construction project. It was also aimed at
teaching students how to manage resources on their
projects from a constrained global resource pool. The
foundation game developed by Au and Parti in 1969
was focused on teaching students how to deal with the
dynamics and uncertainties associated with building
foundation excavation and construction. The muck
game was introduced by Al-Jibouri in 2001 and its main
purpose was to teach students the concepts involved in
earth-moving operations.

The non-process centric games focus their efforts
on teaching students the different concepts of bidding
strategies, cost estimation, scheduling and dispute
resolution. Examples of games within this category
include Construction management game (Au and Parti
1969), SUPERBID (AbouRizk 1993), STRATEGY
(McCabe et al. 2000), equipment replacement game
(Nasser 2002), virtual construction negotiation
(‘Yaoyuenyoung et al. 2005), Easy Plan (Hegazy 2006),
and MERIT (Wall and Ahmed 2006). Different versions
of superbid have been developed since the release of the
original version by AbouRizk. These have adapted
different implementation approaches and have had some
additions made to them, such as the virtual player
implemented in a version of superbid within COSYE by
AbouRizk et al (2010). Details of this version of the
game, along with other games implemented within
COSYE, will be discussed in this paper.

In their paper, AbouRizk et al (2010) pointed out
that with the advances in computing technologies, most
of the games discussed above have been rendered
obsolete as they can no longer be implemented on
today’s computers. This could be attributed to the static
nature of the methodologies that were used to
implement these games. Nonetheless, there are a
number of insights to be gained from reviewing the
different implementation strategies used for developing
the games. These approaches can be summarized as
those that were: (1) operated on standalone computers,
(2) implemented in a database-server environment, (3)
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developed in a web-based environment and (4)
implemented in a distributed simulation environment
like COSYE. For a game setting, a file server, web-
based server and distributed simulation approaches offer
more implementation flexibility and are acceptable.
This issue will be further discussed in the conceptual
framework for game development.

3. DISTRIBUTED SIMULATION USING

COSYE AND THE HLA
COSYE is an application programming interface which
supports the development of large-scale distributed
synthetic simulation environments. It is based on the
High Level Architecture (IEEE 1516) standard for
developing large-scale models (AbouRizk and Hague
2009) and facilitates the creation of separate simulation
components (also known as federates) and their
integration into a single simulation system (known as a
federation) during execution.

The HLA standards are guidelines prescribed by
the Institute of Electronic and Electrical Engineers
(IEEE) to ensure that distributed simulation systems are
developed in an interoperable, reusable and consistent
manner. The HLA standard is comprised of three
components, namely: the rules, the Object Model
Template (OMT) and the Interface specifications.

A typical distributed simulation system will be
represented by one federation and a number of
federates. A federation can be defined as a virtual
space/environment which represents a distributed
simulation system. It has different components
(federates) that are responsible for its simulation
behavior. A federate on the other hand is a piece of
software with the capability of participating in a
federation execution. Figure 1.0 shows a schematic
layout of a distributed simulation system with the
different components. Some of these components will
be explained in detail. The COSYE framework provides
the services required to create federates and integrates
them into an executable federation. COSYE has
different components which facilitate developers to
achieve this. They include: a Run Time Infrastructure
(RTI), an OMT editor, a federate host, and a federate
form.

3.1. The Run-Time Infrastructure (RTI)

The RTI is software that hosts the virtual distributed
simulation environment referred to as a federation. It
also manages communications between the different
components (federates) within this virtual environment,
along with other features such as the object instances
and messages within the environment. COSYE has its
own RTI which has the ability to support multiple
instances of federations. Communication exchanges
between the components are not direct, but rather, to the
RTI, which delivers these messages in the right order
and right time. A message thread sent from the source
to a receipt is referred to as a call while a response to
such messages is referred to as a callback.
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The exchange of messages between the RTI and
federate is accomplished in the HLA and COSYE
through the federateambassador and RTlambassador,
which reside within each federate (as shown in Figure
1.0). A federate ambassador and RTI ambassador are
classes defined within the Cosye.Hla.Rti library. These
classes have methods which permit federate developers
to make calls and receive call-backs. In COSYE, a
federate ambassador is created within a federate by
generating a new instance of the federate ambassador
class as in any object-oriented programming
development (using the new keyword). The RTI
ambassador, on the other hand, is created when the
federate successfully connects to the RTI server. This is
accomplished by invoking the connect method of the
federate ambassador which takes the location of the RTI
(i.e. its URL) as a string parameter. If the call is
successful, the method returns a reference to an object
of type RTI ambassador that is stored for later use;

otherwise an appropriate exception is thrown.

FEDERATION EXECUTION

~
FedAmb

RTI callbacks

Federate ;

~
Standard HLA &
custom methods

Federate,.1

‘ Evem handle

ent > method)

—

RTI

RTIAmMb

(E RTl calls

Figure 1. Conceptual Model of a Typical Federation
Execution in COSYE

Federate,

All this is done before the federate joins any
federation. Once these exist within the federate, it can
send a message requesting to create a federation, join it,
execute, resign and destroy the federation. Most
communications from the RTI are received by the
federate ambassador which in turn translates them into
respective  methods in  which user defined
code/algorithms are implemented. It is within these
methods that a developer defines the overall behavior of
the federate. The RTI ambassador has methods that
facilitate a federate to send information/requests to the
RTI.

3.2. The COSYE OMT Editor and the Federate
Object Model (FOM)

The HLA standard stipulates that an OMT is comprised
of a Federate Object Model (FOM) and a Simulation
Object Model (SOM). The FOM documents the object
model for the federation while the SOM documents a
federate’s object model. The COSYE framework
provides an OMT editor as a plugin within visual
studio. This is added to visual studio after referencing
the Cosye.Hla.OMT library within visual studio. The
OMT editor allows developers to visually create and
edit their FOMs or SOMs with ease. Figure 2.0 shows a
screen shot of an FOM developed in visual studio.
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The FOM is a document that specifies all the
objects that will participate in a given federation
execution. It represents a structured way for developers
to specify the objects and interactions that exist within
the federation. This is achieved through the use of the
concept of a class in the Dot Net sense. The HLA
provides for two types of classes; those that represent
object classes, and those that represent interaction
classes. Objects represent instances which persist in the
simulation while interactions represent messages and do
not persist during simulation execution.
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Figure 2: Screen Shot of the COSYE OMT Editor i
Visual Studio

n

The FOM s structured in such a way that allows
for the definition and storage of these classes and their
associated fields. For the object classes, the FOM
documents the name of the class and its attributes. The
FOM includes specifications of the interaction class
name and its parameters. However, lacking within the
FOM are the methods for these classes. In the FOM, the
developer can also specify the data type of the attributes
and parameters, permission to publish or subscribe to
them and the nature of delivery of messages about these
attributes during the simulation. Every federation must
have one FOM that is documented according to the
Object Model Template (OMT), as stipulated in the first
rule within the HLA standards (Kuhl et al. 2000).

3.3. The COSYE Federate Form, Federate Host and
Test Federate

The federate form is a component that exists within

COSYE in the Cosye.Hla.Framework namespace. It can

be added to a visual studio development project as an

inherited form. A sample of a federate windows form

within visual studio is displayed in Figure 3.
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Figure 3: COSYE Federate Form in Visual Studio

This form can be used to develop a federate quickly
without the need of several lines of code to implement
its participation within a federation execution.

The federate host is a component that can be found
within the Cosye.Hla.Framework name space in
COSYE. This component serves as a container in which
different federates participating in a federation
execution are put together to provide a simple user
interface. Figure 4 shows a screen shot of a sample
federate host in COSYE.
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Figure 4: Federate Host (Adapted from AbouRizk 2011)

The federate host can also be used as an interface
for (1) starting and shutting down the RTI (2) inputting
specifications required for connecting to the RTI (i.e.
the RTI host name, the port number and the name of the
RTI) and (3) receiving inputs for creation of a
federation (i.e. the federation name and the FOM
location). The user can add or remove federates from
the federate host using the respective buttons. The
federation can also be created, executed and terminated
within this interface.

The test federate is another component within
COSYE that is used by both inexperienced and
experienced developers. The former use it as a tool that
facilitates the fast and easy creation, execution and
destruction of a federation in COSYE. It helps them
appreciate the manner in which COSYE manages the
various services that the HLA provides for, such as
management of: a federation, time, objects, ownership
and declaration. The latter users apply it for verifying
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their federation development process. The test federate
can also be used for verifying the behavior of the RTI.
Figure 5 is a screen shot of a sample test federate within
COSYE.

a5 Cosye Test Federate S

File Federstion Declaration Object Ownership Time Distribution Suppert Help

Service Time /7 44 Join Federation Execution
@ 42 Create Federation Execution y Federation exscution joined successfully.
© .4 Join Federation Execution _

ubl :

= AH

© 6.4 Register Object Instance

Federate type
Astting describing the type of federate joining the
federation execution.

Figure 5: The Test Federate Interface in COSYE

The test federate traces a log of all the calls and
callbacks made within the federation execution, along
with the exceptions thrown.

4. A REVIEW OF SIMULATION GAMES
DEVELOPED IN COSYE

Three games that were previously developed within
COSYE are reviewed within this section with the
objective of establishing features that are common to
them. These features are then used as a basis for
proposing the generic game development prototype for
the construction domain.

4.1. The Crane Lift Planning Game

A “Mobile crane lift planning game” is the first of the
three COYSE games to be discussed in this paper. The
objective of this game is to teach students the concepts,
knowledge and skills necessary to analyze and plan
heavy lift operations on a congested site using mobile
cranes.

Fropmct Cusrart Teve Dy

Figure 6: Scenario Set-up Federate in the Crane Lift
Planning Game (Adapted from Ekyalimpa and Fayyad
2010)

The game comprised of three core federates,
namely: a scenario-setup federate (developed by
Ekyalimpa and Fayyad 2010), a player federate
(developed by Jangmi et al. 2010) and an operations
simulator (developed by Gonzales et al. 2010). Figures
6 and 7 show screen shots of interfaces for the scenario-
setup federate and the player federate.

978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 183



Fedurate Form ] [

Current Period | information | ZDMap
Modulas Cranes
To be stored At pick point To be used Target loc.
Period ID Rigging Period ID Rigging 1D Confguraten  LoeX LocY
*TES

2 ModS A1 2 Modd .2 [cran=icicy o3 ]
ranes £3-G2

Mod3 Atstorage
Pericd 1D figging

Advance o Next Period

Figure 7: Player Federate in the Crane Lift Planning
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In this game, an industrial construction site is
assumed in which modules have to be lifted into place
using mobile cranes. Modules arrive from a
hypothetical assembly yard and would either be
temporarily put aside while waiting to be lifted into
position, or they would be offloaded into storage in case
the predecessor modules have not yet been installed.
This is because not all the modules arrive to site in the
order in which they are to be erected on site. A finite
number of mobile cranes with specified lift capacities
were to be assigned to lift modules the designed
location. In some cases, a mobile crane would have to
be moved from one location to another in order to
complete a lift. Once a lift plan has been generated
(speculating the modules to be lifted, the cranes to lift
them and the positions in which the lifts should be
executed), this information is passed on to an operations
simulator that executes the plan within a simulation
environment. From the simulation, we get an indication
of the time taken to complete the entire operation,
including vital statistics such as the utilization of the
crane resources and the time consumed before modules
are erected (waiting time). This is done in cycles
(module arrivals lift plan generation and lift plan
execution).

This game was developed as a term project in an
advanced simulation course that makes use of the
COSYE environment for simulation implementations.
The game is comprised of five components (federates),
namely: administrator, player, operations, visualization
and emissions. The visualization and emissions
federates are not discussed in this paper. A conceptual
model for the game implementation (federation) is
shown in Figure 8.
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1. Modules attributes: arrival
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2. Cranes attributes: capacity,
site availability dates
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cranes to use and sglected crane lift
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Operations Federate

Figure 8: Interaction between Federates in the Crane
Lift Planning Game

4.2. The Bidding Game (with a Virtual Player)
Different versions of the bidding game have been
developed since the release of the original version,
SUPERBID, by AbouRizk in 1993. However, the
version discussed in this section is that developed
within the COSYE framework by AbouRizk et al
(2010). The primary purpose of the bidding game was
to teach students bidding strategies. This version of the
game comprised of six federates (shown in Figure 9).
At the beginning of the game, a federation is created by
the administrator federate, into which it subsequently
joins. If there is a need for a virtual player, the
administrator federate starts up and enables an instance
of it to join the federation. Player federates then join the
federation with each player representing a unique
general contractor. As each player federate joins the
execution, an instance of each is created. A bank
account is created for each player with an initial amount
of money in it, which is randomly sampled from a
statistical distribution. The market federate joins the
federation execution creating an instance of a market in
which projects and sub-contractors will exist for the
general contractor to pick from as the game advances.
The player makes a decision regarding which projects to
bid on, secures a bond for the bid of interest, selects
subcontractors, and then submits its bid, which includes
their profit margin. As the game advances, the project is
awarded to the contractor that submitted the lowest bid.
The winning contractor is the one who creates the most
value (has the most money in their account) at the end
of the game. The performance of the player in each
period is dependent on the quality of the subcontractors
that the contractor chooses to use, their past experience
in building similar projects and the location of these
projects relative to the contractor’s location.
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4.3. The Tunneling Game

The tunneling game was built off of an existing
tunneling federation. This federation was initially
developed to support the planning and analysis of a
tunnel to be built, or one already in construction.
Incorporating gaming features into the federation was
possible because the HLA and COSYE developments
facilitate extensibility while maintaining their inter-
operability and reusability characteristics. One
component (federate) was developed from scratch to
host a number of gaming facilities, namely: the user
interface, the reporting facilities and the scenario
generator. Figure 10 presents a screen shot of this
federate.

) ]
B 018 2w
Exavi o

0
Bk 0% =
0

[~ e MIRLED 23
-3 Decker MIRUEL M
-2 MsCpoEne MERGED 23

.

w7 p— mimoin

e
Cwedt TN TE %0 25 k8 HCA301R

(— ¥ | | - »

Figure 10: User Interface of the Tunneling Game
(Adapted from Ekyalimpa et al. 2010)

Proceedings of the European Modeling and Simulation Symposium, 2012

Making use of the existing federate simulating an
actual tunnel construction, the game created an instance
of a tunnel which the students would be expected to
construct. Attributes of the tunnel as such the length,
depth, soil conditions, diameter, budget and schedule,
would all be made available to the player. The tunnel
instances are created from an access database that
contains a list of different tunnel scenarios. This
database also contains a list of different resources that
would be required to execute the project. In this game,
resource options would be made available to the
players, such as different sizes of muck carts and
different quality of TBMs (with respect to excavation
rate and failure rate). Each of these would have a
different cost associated with them. At the beginning of
the game, players would be expected to develop a plan
in which they decide the rate at which they would like
to perform the work (meters advanced/day) and the
resources they would like to assign to achieve that
work (size and humber of muck carts, type of TBM and
number of crew members). For each play period, the
simulator would take this plan as its input and generate
results (money spent, actual time taken and liner
distance advanced) at the end of the period which would
be available for the player to review. If the player were
not content with their performance in the last period,
they could change their plan in order to improve. At the
end of the game session, players would be ranked based
on their performance using earned value methodology.
This game teaches students how to plan for the
construction operations, especially within the domain of
tunneling. A concept design for this game is presented
in Figure 11.

1. Tunnel instances & attributes:
Length, depth, diameter, soil
conditions, budget & duration

2. Tunnel construction resources &
attributes: cranes, muck-carts,
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Player Federate

Work plan: TBM to \ise, train to use,
number of muck-carts, grew sizes, length
to excavate using these/resources

Tunnel simulator
Federate

Figure 11: Interaction between Federates in the
Tunneling Game

5. APROTOTYPE FOR GAME
DEVELOPEMENT

Based on the review of the games developed in

COSYE, a prototype for game creation was proposed

which is intended to simplify the development process.

The prototype was summarized from a perspective of
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component software and then from an object model
perspective. These are discussed in the following sub-
sections.

Given that there is a diverse range of environments
in which construction management games have been
implemented in the past, it should be mentioned that the
generic game development prototype can also be used
in any of these i.e. in a database-server setting or a web-
based environment. However, for the sake of discussion
in this paper, a distributed simulation environment like
COSYE is proposed for use.

5.1. Software Structure of the Prototype

The structure of the prototype represents the software
pieces that need to be created to obtain a fully
functional game. They include: an administrator, a
process simulator, player and virtual player (shown in
Figure 12). This section discusses the features expected
in each piece, including their anticipated simulation
behavior.

The game administrator is a component which will
always exist within any simulation-based game because
it controls the creation and destruction of the game.
Besides this, the administrator regulates a number of
features during the game session such as:

e Managing the creation of possible game
scenarios to be simulated.

e Managing time (the length of time between
decision windows and the length of decision
window).

e Varying the difficulty level of the game.

e Tracking the performance of each player.

e Enabling or disabling the virtual player from
participating in the simulation.

In order to accomplish its time management
responsibilities, this federate needs to be implemented
as a time-stepped simulation. It also needs to be linked
to a storage medium, like a database, from which it
reads all the possible scenarios to be populated in the
game. The administrator of the game, who in most cases
will be a tutor of the instructed course, will require an
interface for this federate which displays reports of
player performance and other occurrences in the game
during execution. This federate should have a criterion
for rating the performances of each player. To guarantee
that this federation will destroy the federation, it should
be the last federate to achieve the “ReadyToTerminate”
synchronization point, usually after a pre-determined
criteria is achieved.

The game simulator represents a component that
uses the inputs from the player to processes the work
that needs to be done. It generates performance
measures based on the actual progress made in
executing this work. It is also responsible for modeling
the uncertainty that surrounds the execution of this
work. In order to do this, the simulator federate needs to
be implemented using a time management scheme.
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Figure 12: Conceptual Model for the Game
Development Prototype

This federate may be designed as a next-event
simulation or a time-stepped simulation depending on
how the processing of the operation is implemented. It
is mandatory for all simulator federated implemented as
next-event simulation to make use of a discrete event
simulation engine in its implementation. This is not the
case with a time stepped simulation.

Regardless of the implementation approach used,
simulator federates go through two cyclic windows
during the game execution, namely, a simulation
window and a decision window. The simulation
window represents the phase in which the computation
of algorithms is done to give rise to results which are
then published. The simulator federate should be
designed so that this simulation window occurs during
the time granting state of the federate. The decision
window, on the other hand, should be implemented in
the time advancing state. This is shown in the protocol
diagram in Figure 13. Federates involved in time
management can have two possible states during
federation execution, a time advancing state and a time
granting state. A federate enters a time advancing state
as soon as a call is made to the RTI to advance its time.
In COSYE, this may be through a NextMessageRequest
or a TimeAdvanceRequest. A federate enters a time
granting state when it receives a time advance grant
from the RTI.

Federate A ‘ RunTimelnfrastructure(RTI) ‘

TAR(ry
R flect A

L ttrif
— — Valueg. }bute
Federate in a time Recej, |
~~ In, Cive
advancing state Te= \(e’act’o"(-- ) TAR = Time Advance Request

/ TAG = Time Advance Grant
1)
~pGC

W‘

v v
Federate Thread RTI Thread

Figure 13: Schematic of a Protocol Diagram showing
the States in time-stepped federate

Federate in a time
granting state

2
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For event-driven federates, the simulation window
involves invoking the
DiscreteEventSimulationEngine.Simulate
(theGrantedTime) and RTIAmb.NextMessageRequest
(DiscreteEventSimulationEngine.TimeNext) ~ methods
sequentially. These two methods are implemented
within the time advance grant call-back of the simulator
federate (when the federate is in a time granting state).
This represents the processing of simulation events
(algorithms)  which were scheduled within the
ReflectAttributeValues and Receivelnteraction call-back
methods of this federate during its time advancing state.
The decision window represents a phase when the
simulation engine is not doing anything. During this
window, results are viewed in the player federate. Also,
choices submitted by each player are received by the
simulator federate, which translates them into
corresponding simulation events that are scheduled to
take place at the appropriate time.

In time-stepped federates, the simulation window
is also within the time granting state of the federate.
Simulation algorithms are processed within the time
advance grant call-back method. The last statement
within this method is a request for time advancement
which changes the state of the federate into a time
advancing state. During the time advancing state, the
ReflectAttributeValues and Receivelnteraction call-back
methods of this federate are invoked as messages arrive
at the federate.

In case a process discrete event simulation model
(such as a Simphony special purpose template model)
already exists for the domain being modeled, this model
can be federated so that it participates within the
respective game federations as an event-driven
simulator component. This concept was successfully
applied in the development of the tunneling game.

The player component is the portion of the game
which participants directly interact with. The most
important aspect of the player is its interface design.
This should be made so that it is easy for the player to:
(1) view the different game options available for
upcoming play periods, (2) make a choice and submit it
and (3) view their cumulative performance results from
previous play periods. The game should have the
capability of creating a unique instance of the federate
for each participant in the game, with the exception of
the virtual player which should be created by the
administrator.

A virtual player is an optional, although very useful
component, which is included in a game execution in
situations where players engaged within a game session
are generally inexperienced. The virtual player
represents an experienced participant from whom the
other players can learn as a result of the challenges that
it poses.
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5.2. Generic Federation Object Model for the Game
Prototype

One other aspect investigated when comparing the three
simulation games developed in COSYE was the
federation object model. These were compared to
establish the existence or non-existence of common
features amongst them. It was established that there
were some aspects of commonality amongst them
which formed a basis for the standard federation object
model for future game development efforts. Table 1
summarizes the object classes and parameter classes
that should be present within an FOM of a game to be
developed within COSYE. The associated attributes and
parameters to these classes are also detailed.

Table 1: Specifications of an FOM for the Game Development
Prototype

Class Proposed Class Attribute/Parameter
Type Name
Name, performance
. Player parameters,
Cétl);:t performance rating
Scenario - projects | TBD
Scenario - resources | TBD
. . . Session number,
Simulation window | .
time span
. . Window number,
. Decision window .
Interaction time span
class Game play options | TBD
Player decisions TBD
Play period TBD
performance

Details of the data types and send order (time
stamped or receive order) are left to the developer to
determine. For some of the classes, attributes or
parameters are highly dependent on the nature of the
game being developed, and hence, are left at the
discretion of the developer to determine. These have
been tagged as “TBD.”

6. CONCLUSIONS
The idea of using construction management simulation
games as a teaching aide in construction education is
relevant, especially in today’s industry where there are
growing expectations for construction graduates to
perform well on the job, particularly in the early years
of their careers. Simulation games adequately resolve
the challenges that such expectations pose by serving as
tools that are used to develop the skills, knowledge and
experience (while still in school) required to deal with
the problems that graduates face. The advances in
computer technologies provide an opportunity to extend
the process of developing more relevant and exciting
games to effectively achieve this goal. A conceptual
model that structures, guides and simplifies such
developments has been presented in this paper.

The COSYE framework is proposed as an
appropriate environment in which such a prototype can
be effectively implemented, although  other
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environments, such as file server or web server systems
can be used with a few modifications. The main features
within COSYE that are required for developing a game
federation have also been discussed.

REFERENCES

AbouRizk, S., 2010. Enhancing the competitiveness of
the construction industry in Alberta. IRC Renewal
Application, Term 4.

AbouRizk, S. and Hague, S., 2009. An overview of the
COSYE environment for construction simulation.
Proceedings of the 2009 Winter Simulation
Conference, pp. 2624-2634. December 13-16,
Austin (Texas, USA).

AbouRizk, S. M., 1993. Stochastic simulation of
construction bidding and project management.
Microcomputers in Civil Engineering, 8 (2), 343-
353.

Al-Jibouri, S. and Mawdesley, M., 2001. Design and
experience with a computer game for teaching
construction project planning control. Engineering
Construction and Architectural Management, 8 (5),
418-427.

Au, T., Bostleman, R., and Parti, E., 1969. Construction
management game — deterministic model. Journal
of Construction Division, 95 (CO1), 25-38.

Au, T., and Parti, E. W., 1969. Project planning game
for foundation excavation. Journal of the
Construction Division, 95 (CO1), 11-21.

Ekyalimpa, R., Al-Jibouri, S., Yasser, M., and
AbouRizk, S., 2011. Design of a tunnel simulation
game for teaching project control in construction.
Proceedings of Construction Research Congress
Conference, pp. 2118-2128, June 14-17, Ottawa
(Ontario, Canada).

Ekyalimpa, R., and Fayyad, S., 2010. Administrator
federate module in the Crane Lift Planning Game,
internal report for Advanced Simulation course
(Advanced topics in Construction Engineering and
Management), University of Alberta.

Gonzalez, C., Hu, D., and Mogadam, M., 2010.
Operations federate module in the Crane Lift
Planning Game, internal report for Advanced
Simulation course (Advanced topics in Construction
Engineering and Management), University of
Alberta.

Halpin, D., 1976. CONSTRUCTO - an interactive
gaming environment. Journal of the Construction

Division, 102 (CO1), 145-156.

Harris, F. C., and Evans, J. B., 1977. Road construction
— simulation game for site managers. Journal of the
Construction Division, 103 (CO3), 405-414.

Hegazy, T., 2006. Easy plan: computer game for
simplified project management training.

Proceedings of the first International Construction
Specialty Conference (CSCE), n.p. May 23-26,
Calgary, (Alberta, Canada).

Jangmi, H., Zhang, H., and Farzaneh, S., 2010. Player
federate module in the Crane Lift Planning Game,
internal report for Advanced Simulation course

Proceedings of the European Modeling and Simulation Symposium, 2012

(Advanced topics in Construction Engineering and
Management), University of Alberta.

Kuhl, F., Weatherly, R., and Dahmann, J., 2000.
Creating computer simulation systems: an
introduction to the high level architecture. Prentice-
Hall International PTR, One Lake Street, Upper
Saddle River, NJ 07458.

McCabe, B., Ching, K. S., and Rodriguez, S., 2000.
STRATEGY: a construction simulation
environment.  Proceedings of  Construction
Congress, pp. 115-120. Orlando (Florida, USA).

Nassar, K., 2002. Simulation gaming in construction:
ER - the equipment replacement game. Journal of
Construction Education, 7 (1), 16-30.

Scott, D. and Culling-ford, G., 1973. Scheduling game
for construction industry. Journal of the American
Society of Civil Engineers, 99 (C01), 81-92.

Yaoyuenyong, C., Hadikusumo, B. H. W., Ogunlana, S.
O., and Siengthai, S., 2005. Virtual construction
negotiation game — an interactive learning tool for
project management negotiation skill training.

International Journal of Business and Management
Education, 13 (2), 21-36.

RONALD EKYALIMPA

Ronald is a Ph.D. student at the Hole School of
Construction Engineering in the Department of Civil
and Environmental Engineering at the University of
Alberta. His research focus is in the area of construction
simulation.

SIMAAN M. ABOURIZK

Simaan holds an NSERC Senior Industrial Research
Chair in Construction Engineering and Management at
the Department of Civil and Environmental
Engineering, University of Alberta, where he is a
Professor in the Hole School of Construction
Engineering. He received the ASCE Peurifoy
Construction Research Award in 2008.

YASSER MOHAMED

Yasser is an Associate Professor in Construction
Engineering and Management in the Department of
Civil and Environmental Engineering, at the University
of Alberta. His research focuses on simulation
modelling of construction processes to support project
planning and control.

FARZANEH SABA

Farzaneh graduated with her Ph.D. from the Hole
School of Construction Engineering in the Department
of Civil and Environmental Engineering at the
University of Alberta. She now works for AECOM as a
Structural Engineer.

978-88-97999-09-6; Breitenecker, Bruzzone, Jimenez, Longo, Merkuryev, Sokolov Eds. 188



PERFORMANCE OF EARLIEST COMPLETION STRATEGY
IN ORDER SORTATION SYSTEMS

Fahrettin Eldemir @, Elif Karakaya®

@Fatih University- Department of Industrial Engineering
®TechnischeUniversitat Dortmund- Chair of Factory Organization

@ feldemir@fatih.edu.tr, ® karakaya@Ifo.tu-dortmund.de

ABSTRACT

The Order Accumulation and Sortation Systems
(OASS) are becoming more important as distribution
centers try to gain competitive advantages. There are
certain key parameters that affect the performance of
Sortation Systems. The effect of these parameters can
be measured by how they are affecting throughput or
average sortation time. The time required to sort mixed
items depends on the sortation strategy employed in the
system. A new strategy called Earliest Completion Rule
has been introduced. In this study, an analytical model
for calculation of average sorting time of a newly
introduced sortation strategy has been developed. It has
been observed that the new strategy decreases the
sortation time significantly. While available analytical
models assume that all orders are at the same size
(quantity), in this study this assumption is relaxed. Both
analytical models and simulations are employed to
compare sortation strategies for different order
combinations and for various design choices. AutoMod
Software is used as the simulation tool.

Keywords: logistics, sortation strategies, material
handling, simulation

1. INTRODUCTION

In today's competitive world, it is desirable that a
distribution center runs at its optimal settings to gain a
competitive advantage. More efficient distribution
centers are needed to respond to increasing competition
and to an increased emphasis placed on time-based
service. In distribution centers, long lists of orders are
put together in an intensive way. Each customer order
can include various items in different quantities. In
classical order picking procedure, each order is
collected by an assigned picker and the products in this
list might be stored at different storage addresses.
Therefore, pickers may end up travelling to far
distances in a warehouse in order to complete the list
and searching the items all over the warehouse. This
situation often causes unnecessary transportation costs
and ineffective worker utilizations. To overcome
shortages mentioned above, the zone picking method is
widely used in warehouses. In this picking method, the
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items from different orders are arranged over again
(batch orders) and the same product types be collected
by the same workers. With this method, order pickers
are assigned to a specific zone. In this way,
unproductive travel time will disappear. However,
although this situation saves time and speed, the items
of accumulated orders are completely mixed because
the items collected by different pickers arrive of the
packing are at different times. While waiting for the
other items from the same order they are accumulated in
a place. There is no doubt that these products (items)
have to be sorted according to the product type and
quantity before shipping. At this point, sortation
systems (these are often automated systems) are used.

The optimal condition for a given system studied
would be one in which the rate of sortation (i.e.,
throughput rate) is maximized, thus minimizing the
wave sortation time without increasing the capital and
operating costs. There is a trade-off between the rate
and cost. Using more resources such as labor and
machines can increase the rate of sortation; however,
the cost of sortation thus increases. This research
focuses on maximizing the throughput rate of a given
system and assumes that the other variables, such as
cost and operating design parameters, are held within
satisfactory limits.

There are different sortation strategies available:
namely, Fixed Priority Rule, Next Available Rule, and
Earliest Completion Rule. Some analytical models for
these sortation strategies have been developed in earlier
studies. However, the sortation models are limited to
one induction lane and one sortation lane.

2. LITERATURE REVIEW

Up to this point, only a few studies have dealt with
Accumulation and Sortation Order System (OASS).The
first example of related to sortation strategies is
developed by Bozer et al. (1988). The Fixed Priority
Rule (FPR) is for lane assignment by simulating
different waves of orders. Johnson (1998) developed a
dynamic sortation strategy which is called Next
Available Rule (NAR) and compared it with “FPR".
Eldemir (2006) developed an alternative sortation
strategy called Earliest Completion Rule (ECR) by
using order statistics.
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Closed-loop simple conveyor design researches
contain a different numbers of induction lane and
sortation lanes. Especially the first studies are
hypothesized one induction and one sortation lane.
However, later on, due to increase of orders and product
variability, the conveyor design converted into many
induction and sortation lanes. The following, table
summarizes the literature on closed-loop conveyor
system analysis according to the number of its induction
and sortation lanes.

Table 1: Literature Review about Conveyor Design

Sortation Literature Summary
Problem Setting
Citation Method | one | Many | one | Many
Ind. | Ind. | Sort| Sort.
gﬁ;f; ?1%185) Simulation | + N
(E?L(g);zgegr)et 2 Simulation | + N
f_%t}gigr? (igg 4) Simulation | + N
Ik 4
I(\ilgg% Analytical | N
JS;:II?T:S:\?;O(:)O) Analytical | N
e e I T
Enfﬁee:l(;g&) Descriptive N N
I(Sz%zoei) Analytical N N
(Ezlgggir Analytical | « N

3. SORTATION SYSTEM DESIGN

3.1. One-One Model

In One-One Model (Figure 1), one induction lane and
one sortation lane are available. Induction lane is
sometimes called as “accumulation lane”, as well.
When the literature is evaluated thoroughly, it can be
observed that this model is the first applied model to the
re-circulating conveyor. For instance, Bozer and Sharp
(1985) have carried out this model in order to develop
sortation strategies.
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Induction Lane

Scanner
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Sortation Lane

Figure 1: One - One Model Conveyor Design

3.2. One-Many Model

The One - Many Model (Figure 2) differs from the
previous model since it has more than one sortation
lane. When compared with others, this model is the
frequently applied. For instance, Johnson and Lofgren
(1994), Johnson (1998), Meller (1997) have used this
model in their studies.

Induction Lane

Scanner

e

Sortation Lanes

=L 1= 1=l = = =L = (=L

Figure 2: One - Many Model Conveyor Design

4. SORTATION STRATEGIES

Sortation strategies can be classified into two families,
fixed priority rules (FPR) and dynamic assignment
rules. In fixed priority rules, the orders are prioritized
before sortation based on a certain rule. Dynamic
assignment rules are assignment strategies that consider
the item locations on the conveyor. The most common
examples of this family are the next available rule
(NAR) and the earliest completion rule (ECR). All
parameters are determined below:

Table 2 : Notation

Number of items within an order

Number of orders within a wave

Length of closed-loop conveyor

Speed of conveyor

~|<|—|3 =<

Time for an item to circulate around main
sortation line

Number of accumulation lanes

Item index within an order

Order index within a wave

O [—| = >

Number of orders sorted thus far
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4.1. Fixed Priority Rule (FPR)

Sortation time evaluation by using Fixed Priority Rule
is exemplified underneath. The number of accumulation
lanes is accepted as one and the number of items within
the order is constant.

The length of the track (closed-loop conveyor) is:

v 1)

Assuming that the location of item i in the order j
is uniformly distributed onto the conveyor, items will
keep their positions on the conveyor throughout the
sorting process, because the closed-loop conveyors
speed is constant. Thus sorting time is found by
subtraction of the last item from the first item.

The probability distribution function for the
uniform distribution will be:

o-{4ft]
o<I<T )

The expected time for the first item to arrive to the
sortation lane will be:

T

E(l,)=
yr1 @)

In the same way, the probability distribution
function of the last order statistic will be:

yY "
w0=(77)

The expected location of the last item will be:

y.T
E(l.)=| —
( J[y]) (y_'_l] (5)

Thus, the expected time difference between the last
item and first item will be:

0<I<T

E :T(y_l)
TS
y+1 (6)

Under FPR, the orders are ranked at the beginning
of the sortation process. Two fixed priority rules which
are commonly used in industry: namely “the smallest
order first” and “the largest order first”. The expected
dispersion is the same for all orders since the location of
the items in each order is independent from the other
items of the other orders. For this reason, the index of
[i1 is eliminated from the expression (5). The expected
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gap between order [j] and following order [j] is the
expected difference between the position of the first box
in the order [j] and the last box in the previous order [j].

T
Es =E(}, - I[j—l][Y]) - (ﬁ} (7

Under FPR, the sorting time for all orders within
the specific wave will be the sum of all gaps and
spreads as follows:

m.T.
Teg = J
y+1 (®)

4.2. Next Available Rule (NAR)
In the Next Available Rule, once sortation of an order is
finished, the next order is selected dynamically.
Sortation lane selects the first item (box) that arrives
and the items belong to same order as the next for the
sortation process. Those boxes will be sent to shipping
next. The expected sorting time for each of them
depends on the number of orders which left to be sorted.
In this Next Available Rule, the expected sorting
time for each order is depends on the number of orders
which left to be sorted. Assuming that the locations of
the items (I) in the remaining orders are independent
and uniformly distributed, and g the number of orders
sorted. Then the following formulation shows the
probability distribution function of the first box:

(ym-9Y, | y(m-a)1
fl“(l)_( T J[l T) o<I<T (9)

The expected value of the gap between the last
item of order [q] and the next order is given below:

T

Ers IS —
D= m—g1

(10)

The expected location of the last item of the order
[g+1] is thus derived:

m-g
Edl S FIL B
(igeayy) [ m—a) J

(11)

Additionally, the expected time difference between
the last item and first item will be:

m—g+1 j

Ers =T(l——
y(m—q)+1 (12)
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Under NAR, the sorting time for all orders within
the specific wave will be as follows:

=T L
T ;iﬁ y(m- qhij

4.3. Earliest Completion Rule (ECR)

In the dynamic assignment category, another sortation
strategy model is the Earliest Completion Rule (ECR).
When sortation of an order is finished, the next order is
determined based on the location of the last items. The
order with the last item being closest to the
accumulation lane is selected as the next order to be
sorted. Like NAR, the sortation time will depend on the
number of orders which are going around on the main
sortation lane. Assuming that all items are randomly
and uniformly distributed on the closed-loop conveyor
and the item locations are independent of each other,
from order statistics, the probability density function of
the last item of an order (f,;) will be the following:

_(yyny”
ﬁ”D_(TIf) 0<I<T 14)

The cumulative distribution of I, will be:

I:|y (l) = [TLJ

The decision time comes for the next order; there
are m-q orders which are waiting to be sorted.
Therefore, there will be m-gq last cartons which are
distributed on the closed-loop conveyor with probability
density function given by (14). Among these last
cartons, the one with lowest | value located closest
distance to the accumulation lane will be selected. The
probability density function of this smallest | value can
be attained by using the first order statistics.

fo () = (M=) - F, [,

y | y m—-q-1
:(m_q)-_l__y- 1—(?J 1O

0<I<T (16)

(13)

0<1<T (15)

The expected order sorting time [g+1] can be
found from the following statement:

y(m-q) (7 g
Elligar) = Ty [ .y -ry=a
(17)
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In Earliest Completion Rule, the total wave
sortation time is given:

5 L e )

q=0
(18)

5. EXPERIMENTATION
5.1 One-One Model

5.1.1 Analytical Model

An empirical method is used to compare ECR, FPR and
NAR. In developing the analytical models, several
assumptions are made to facilitate the analysis. To
illustrate the expressions for the three sorting strategies,
the time to traverse the re-circulating conveyor is T =
100 seconds, and there are m = 10 orders in each wave
with y = 5 boxes per order. For analytical model
experimentations, MAPPLE software is used.

Table 3: Sorting Times for Numerical Examples

Sorting Sequence  Order Sorting time (seconds)
(Order number) FPR NAR ECR

1 83,33 80,39 57,26
2 83,33 80,43 58,40
3 83,33 80,49 59,70
4 83,33 80,56 61,19
5 83,33 80,65 62,94
6 83,33 80,77 65,04
7 83,33 80,95 67,64
8 83,33 81,25 71,02

9 83,33 81,82 75,76
10 83,33 83,33 83,33
Total 833,30 810,64 662,29

5.1.2 Simulation Model

A simulation method is used as well in order to
compare ECR, FPR and NAR. Several assumptions are
made to facilitate the simulation analysis. To illustrate
the expressions for the three sorting strategies, the time
to traverse the re-circulating conveyor is T = 222, 8
seconds, and there are m = 10 orders in each wave with
y = 5 boxes per order. A hundred repetitions are done
for each simulation experiment. Then, the mean value
of these repetitions is taken.
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Figure 3: One-One Design Model Simulation Figure

For  simulation model experimentations,
AUTOMOD software is used. Figure 3 is the figure of
the AutoMod software for One-One Design Model.

Table 4: Sorting Time Comparison for One-One Model

by Using Simulation Model
Model FPR

One-One Model |2.248,78

ECR
1.841,70

NAR
2.179,25

5.1.3  Simulation Model versus Analytic Model
Simulation model and Analytical model outputs
according to different scenarios are illustrated in the

following Table 5.

Table 5 : Sorting Time Comparison for One-One Model
Both Simulation and Analytical Models

Transfer Time 1

J
[ 1

Load Creation
Time

Transfer Time 2

-
7 m
| &
|
51 - =

]
®yevuue muEE_ @

Transfer Time 3
15y

— L

Packaging

Wave Sorting Wave Sorting
Time (seconds) Time (seconds)
Orders/ ltems/
Wave Orders Analytical Model ~ Simulation Model
FPR NAR ECR FPR NAR ECR
24 1 2676 214 214| 2915 442 442
12 2 1784 1478 992 | 2033 1724 1484
8 3 1338 1246 974 | 1574 1507 1268
6 4 1070 1033 878| 1298 1279 1120
4 6 765 754  695| 1003 991 920
3 8 595 591 563| 823 829 792
2 12 412 411 403| 640 643 634
1 24 214 214 214 | 442 442 442

As Table 5 demonstrates, the Simulation Model’s
results are higher than the Analytical Models in every
case. The reason for this is that in the simulation model,
there are some additionally spent times. The following
figure points out spending time locations on the

simulation system.
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Time

Figure 4: Extra Times Spending for Simulation

Table 6 shows averages of extra time for each
spending point, which are shown in the previous figure.
Besides, if subtraction is taken from simulation model
to analytical model, the average difference is
approximately 239 seconds. Also, the sum of the extra
spending time is 234.86 second. Thus, we can say that
these two numbers are too close to each other.

Table 6: Sort of Spending Time for Simulation

Spending Time Duration
Transfer Time 1 49,5
Transfer Time 2 29,76
Transfer Time 3 35,2
Load Creation time 69,7
Packaging Time 50,7
Total Time 234,86

5.2 One-Many Model

5.2.1 Simulation Model

< ’
b AT BT e W —a L
B AR
o
. ]
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i

® s

Figure 5: One - Many Design Model Simulation Figure

As can be seen clearly, the best One-Many Model
is ECR model. Since the lowest value emphasizing the
average of the total sorting time is given by ECR model.
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Table 7 : Sorting Time Comparison for One - Many
Model by Using Simulation Model

Model FPR NAR ECR

One-Many Model | 690,61 678,72 651,21

5.3 Random and Equal Number of Items in the Order
Earlier studies assumed that the number of items in an
order is the same. For example, in Johnson’s article
(1998) an accepted item number is y=5 for any event. In
practice, it is known that it cannot be provided for every
wave. The number of items varies from one order to
another.

Table 8 Sorting Time Comparison of Sorting
Strategies According to Number of y

Number | tpp | NAR ECR
ofy
One-One Random | 2142,65 | 2.116,97 | 1.818,30
Model | Equal 2248,78 | 2.179,25 | 1.841,70
One-Many | Random | 66895 | 650,04 | 636,46
Model Equal 690,61 | 67872 | 651,21

As illustrated by the figures above, random item
size provides more time saving than equal item size also
this does not reflect reality.

5.4 Number of Orders versus Number of Items

Different numbers of items and order combinations are
designed in order to comprehend the sortation strategies
behavior for various situations. After preparing 8
combinations, for example, 24-1 means that there are 24
different orders within a wave and all orders have only
one item. Table 9 represents the strategies’ results:

Table 9: Total Sortation Time for Different Sortation
Lanes in One - One Model

Orders/ ltems/ Wave Sorting Time (seconds)

Wave Orders FPR NAR ECR
24 1 291541 4418 4418
12 2 2.032,74 1.723,56 1.484,25
8 3 1.574,19 150652 1.268,18
6 4 1.29791 127931 1.119,80
4 6 1.003,05 990,58 919,74
3 8 822,74 828,92 792,45
2 12 639,51 642,73 634,12
1 24 4418 4418 4418

As can be seen in Figure 6, great savings can be
accomplished in total sortation time for every
experiment by using ECR.
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Figure 6: Total Sortation Time for Different Sortation
Lanes in One - One Model

5.5 Effect of the Distance between Sortation Lanes
The following section will discuss whether distance
between sortation lower is significant or not. In order to
understand the effect, different model configurations are
redesigned. The following two figures are about One-
One Model. In the first figure, the sortation lane is
located close to the induction lane to avoid a waste of
time to reach the sortation lane. In the second one, the
sortation lane is placed at the furthest point from the
induction lane.
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Figure 7: Close Sortation Lane for One - One Model
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Figure 8: Remote Sortation Lane for One-One Model

Two designs are compared by sending the same number
of orders and items. The results are shown in Table 10.
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Table 10 : Different Distances between Sortation Lanes
for One-One Model

Position of
Sortation Lane FPR NAR ECR
Close 2.248,78 2.179,26 | 1.841,71
Remote 2.248,03 2.179,14 | 1.841,61

As it can be understood from both tables and
Figure 9, there is no significant difference in total
sortation time between “Close” and “Remote” design.
Thus the effect of the distance between sortation lanes
in One-One Model is unimportant.

Effect of the Distance between Sortation Lanes

2250,00
2200,00
2150,00
2100,00
2050,00
2000,00
1950,00

Total Sorting Time

Figure 11: Remote Sortation Lane One - Many Model

The two designs are compared by sending the same
number of orders and items. Results are shown in Table
11.

Table 11: Different Distance between Sortation Lanes
for One - Many Model

1900,00 Position of
ig;ggg Sortation Lane FPR NAR ECR
FPR MAR ECR Close 1320,20 1502,12 1177,70
- -Close 2245,78 2179.26 184171 Remote 137542 | 155347 | 1261,14
Remote 224803 2179,14 1841,61

Figure 9: Effect of Distance between Sortation Lanes

The same analysis is repeated in One-Many Model.
Differently from the previous figure in this figure, there
are two sortation lanes. The following section will
discuss whether, in this case, the distance between lane
is significant or not. In order to understand the effect,
two model configurations are redesigned. In the first
figure, lanes are close to each other, whereas in the
second figure they are located at the biggest possible
distance.

Figure 10: Close Sortation Lane for One - Many Model
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As can be seen from in both Table 11 and Figure
12 the close sortation lane gives the best results. In fact,
the difference between the two designs is not extremely
big, but not insignificant either.

Effect of the Distance between Sortation Lanes
1750,00

1500,00

1250,00

1000,00

Total Sorting Time

750,00

500,00
FPR NAR ECR

— = Close 1320,20 1502,12 1177,70

Remote 1375,42 1553,47 1261,14

Figure 12: Effect of Distance between Sortation Lanes
for One - Many Model

5.6 One —One Model versus One-Many Model

In the under mentioned situations, 12 orders that have
just 2 items are sent to One - One Model, while doubled
orders, in other words 24 orders that have 2 items are
sent to One - Many Model which has two sortation
lanes. Before the sortation, our estimation is that both
outputs should be close to each other. Because the
second one has double performance if it is compare to
first one so twice as many order can be sorted in the
same time.
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Figure 13: One — One Model versus One - Many Model

In this experimentation, number of orders m = 10
and number of items y = 5 are taken. Then, the number
of orders is reduced by half. The results of this set of
experiments are listed in Table 12.

Table 12: One - One Model versus One - Many Model

Model Order | Item| FPR NAR ECR
One-One 10 | 5 [132020]1502,12 | 1177,70
Model
One-Model

Model 5 5 1174,40 | 1147,94 | 1036,34

Distinctively, One-One Model for all strategy has
less sortation time than One-Many Model. Thus, the
doubling order size takes much more time even if one
sortation lane to added.

One -Many Model versus One-One Model
1600,00
@ - -
£ 1400,00 - S .
& 120000 -___________::_:
& 1000,00
< 800,00
£ 600,00
= 400,00
e
& 200,00
0,00
FPR NAR ECR
- = 0-M Model 1320,20 1502,12 1177,70
—— 0-0 Model 1174,40 1147,94 1036,34

Figure 14: Effect of Distance between Sortation Lanes

6. CONCLUSION
In the course of this article, available sortation strategies
have been compared and a set of modeling approaches
in simulation and in analytical has been developed for
the design and analysis of conveyor sortation systems.
Consequently, the following conclusions can be drawn:
Based on simulation models, FPR, NAR and ECR
sortation strategies have been compared. Overall
outputs are represented as follows in Figure 15.
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Overall Scores of Sortation Strategies According to for All
Design Type
2,500.00

2,000.00
1,500.00
1,000.00
. l
0.00
One-One Model One-Many Model
=FPR 2,248.78 690.62

= NAR 2,179.26 678.73
ECR 1,841.71 651.21

Total Sorting Time

Figure 15: Effect of Distance between Sortation Lanes

Simulation models are developed for all designs,
therefore, the results of simulation models are compared
with analytical models and, this way, the simulation has
been proved

Different scenarios are simulated by varying
design and operational parameters. In contrast to the
conclusions drawn by earlier studies in the field,
random item size in an order supports better results.
Besides, it is more appropriate for a real case.

The impact of distance between sortation lanes has
been examined by designing model configurations. For
One-One Model, there is no significant effect, whereas
in One-Many Model the effects of distance cannot be
ignored.

Design parameters and operational parameters
have been compared. This study has demonstrated that
adding extra sortation lane is insufficient to sort a
doubled number of orders.

Future research can be pursued in the following
directions:

* Analytical models for One - Many Model is
required. In this research, analytical model is applied to
only One - One Model. Thus, for other models, an
analytical model should be developed in order to make
comparisons with the result of the simulation model.

e Order configurations can be varied. For
instance, 120-1 order combination is worth examining
in order to clearly contemplate the behavior of sortation
strategies.

»  Other operational parameters such as conveyor
speed, order assignment to specific lane before sorting
and wave algorithm need to be conducted to see their
effects.

e Other design parameters such as type of
conveyor (circular and non-circular) and length of
circulation conveyor must be analyzed.

« This research aimed to provide a case study.
The design parameters of this study can be applied to a
real case.
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ABSTRACT

Current simulation software typically provides limited
types of storage components. But for accurate
simulation results, warchouse operations have to be
modeled close to reality. The static design of storage
components found in current simulation software
complicates the process of modeling. Especially the
paths for workers or forklifts through a warehouse have
to be defined manually. Furthermore, when the user
makes changes to the warehouse layout he also has to
adjust the paths. This process is cumbersome, time
consuming and error prone. In this article we describe a
warehouse system that can be customized to fit a
diverse variety of storage types. Our implementation
drives an automated mechanism, re-calculating paths
when changes to the layout are made. Besides that,
different storage types can be combined into one
warehouse and the whole system may be reconfigured
at runtime. At last we show the integration of the
presented concepts into our research platform d*fact.

Keywords: material flow systems, d3fact, simulation,
warehousing

1. INTRODUCTION

Simulating a system to understand its behavior for
certain inputs is a well-established scientific method
and is broadly used in research as well as in the
industry. Today’s enterprise simulation software uses
network-based modeling to implement processes
occurring in a company. Examples are production
systems, warehousing systems or inter-company
logistics. For these areas simulation software typically
offers a wide range of building blocks where each
contains a specific function or behavior. The
combination of those blocks allows easy modeling even
of complex scenarios. One part of a company that needs
specific and detailed treatment is the storage area,
because the question “Where to store this specific part?”
can get quite complex and hard to answer. Some
software packages therefore offer special products to
answer just this one question (Incontrol Simulation
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Software 2012). Thus modeling a plausible, complex
and customizable storage is an important task. Our
approach of a generic warehouse component allows us
to define arbitrary warehouse layouts. This includes the
combination of different storage types, e.g. block or
rack storages. Furthermore, the storages can be located
throughout the whole model.

When modeling a warehouse the definition of the
drivable paths of the operating units (OU), e.g. forklifts
or workers, consumes a major part of the deployed time.
Especially, these paths have to be adjusted by the
modeler every time the layout of the warehouse
changes. In this paper we describe a solution that
automatically adapts to layout changes and to
reconfigured warehouse components at runtime. In our
approach we integrate our generic warehouse
component into a system for automated motion path
finding (Fischer et al. 2010). This ensures that the OUs
can be used throughout the model to transport goods.
Due to the proposed design it makes no difference
whether the goods are transported between machines,
storages or, machines and storages.

In this paper we present our concept of a generic
warehouse implementation with integration to a generic
transportation service utilizing OUs like forklifts or
workers. Furthermore we briefly lay out the
implementation into our simulator d*fact.

2. CONCEPTS
In the following we will briefly describe the scenario
used throughout this paper and the ideas behind our
concept. To illustrate one possible application of the
described components we use the multi-floor building
example, which was introduced in Fischer et al. (2010).
The building is a factory laid out on three floors
with production areas on the top floor, a storage area on
the middle floor and a distribution center at its base (see
Figure 1). Forklifts or workers either transport the
production work pieces. Therefore ramps and stairs
connect the different floors. The factory produces wheel
caps. Plastic pellets are pressed into unfinished
components. These components are then further
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Figure 1: The Scenario: A Multi-Floor Factory
Building.

processed into two different finished products.
Customers can order the unfinished components (for
individual processing) and of course the finished
products. The model supports orders in large quantities
as well as rush orders in small quantities. Products can
be stored in large quantities on the middle floor. The
lower floor is used as a packaging and shipping area.
Forklifts transport large quantities of orders, while the
workers can retrieve small quantities for rush orders or
when parts are found to be missing during
prepackaging. To model these dynamics the workers
must have access to every storage area in the model,
even the interim storages.

We can now use our warehouse component and its
adaptive logistics to model the (interim) storage on the
different floors. On each floor, storage racks are
located. In the front of most of the machines block
storages for interim storage can be found. Since we are
not modeling the different storages as different
warehouses in terms of our warehouse component, we
can access every stored work piece from everywhere at
any time. Using our warehouse component we can even
easily add, move or remove storage racks at runtime
without caring about the motion paths of the forklifts or
workers. These paths are adapted to the new layout
during the simulation. Furthermore, changes made to
the set of storage components are also directly adapted.
This enables rapid prototyping of new ideas and easy
optimization of storage layouts, even throughout the
whole factory.

The warehouse component is based on the concept
of separation of the storage of actual goods from the
logistic operations, which are executed on the storage.
Figure 2 shows the basic structure that results from this
separation. There are two main components that make
up a warehouse: The Storage and the Logistic
Component. The first one holds the goods in a specific
storage structure, e.g. in a block storage or rack storage.
The latter handles the input and output operations of the
warehouse by executing appropriate storage/ retrieval
operations. These operations can involve OUs moving
the goods. The paths taken by the OUs to process the
operation must be set manually in current simulation
software. Because the manual approach takes a lot of
time, we propose the usage of an automatic motion
planning system.
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Figure 2: This Figure shows the Main Structure of the
Warehouse Component in d*fact.

3. RELATED WORK

While there are many applications of warehouse
simulations the number of related works, addressing
generic and easy-to-use modeling approaches for
warehouse simulations, are very scarce.

Muller (1989) identifies components that need
special attention when building an automated
warehouse system. He describes three modeling
approaches and notes that the modeling complexity
differs for different objectives and uses. Unlike us he
does not outline a generic component, which lowers the
modeling time, but gives general advices what to
consider when modeling a warehouse for different types
of simulation results. He identifies, among oth