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ABSTRACT 
Critical Infrastructure Protection is a rising issues in 
today world; considering that most of the population 
live on coastal area it is not surprising the fact that 
several of these infrastructures are located within 
marine scenario. Ports, piping, cables, off-shore and 
coastal on shore plants are being more and more 
targeted by asymmetric threats. Employing 
Autonomous Assets allows to drastically reduce the 
protection costs but requires to design new solutions. 
This paper addresses this issues with special attention to 
off-shore platforms respect the opportunity to improve 
threat assessment by innovative solutions. Indeed the 
paper proposes an Agent Driven stochastic simulation 
for reproducing a combined used of autonomous and 
traditional assets devoted to identify threats as well as 
the possibility to use it for training Unmanned Aerial 
Vehicles (UAV) pilots. The authors present the results 
of the experimental campaign obtained on a test 
population of unskilled operators to evaluate the 
possibility to diffuse the use of such approach without 
requiring very highly qualified expertise. 
 
Keywords: Simulation, Critical Infrastructures, 
Autonomous Systems, Training, UAV, Off Shore 
Platforms, Asymmetric Threats 
 
INTRODUCTION 
Nowadays the geopolitical situation and the 
technological evolution is emphasizing the impact of 
critical infrastructure. This is due to several reasons: 
general presence of heavy threats in terms of security 
related to terrorist organizations, vulnerability of 
existing critical infrastructures to easily accessible 
technologies operating on different layers, such as IED 
(Improvised Explosive Device) cyber-attacks, 
autonomous systems (Abrahams et al. 2005). The 
technology evolution is even further emphasizing this 
elements because is becoming more and more common 
to have critical infrastructures that are remotely 
operated, such as happens in energy sector, with many 

renewable energy solutions geographically widespread 
and lightly supervised and protected (e.g. wind farms). 
Another fact is the great need of energy for human 
societies (McKercher et al. 2004, Mastrangelo 2005) 
that promotes the growth of natural gas consumption 
and resulting risks connected with these facilities that 
are sensitive to terrorist attacks (e.g. NLG terminals). 
All these considerations highlight the problem of 
critical infrastructures protection (Bruzzone et al. 
2013a) and their resilience also when connected along 
the supply chain (Longo and Oren, 2008). One factor 
that is strongly affecting countermeasures effectiveness 
is the sustainability in terms of reliability, operational 
costs, efficiency etc. For these reasons, it is evident that 
autonomous systems represent on one hand a potential 
threat and on the other an interesting resource for 
protecting critical infrastructures (Hill 1996, Hudson 
1999, Mevassvik et al. 2001, Bruzzone et al. 2011a). It 
is worth to mention that actually, the autonomous 
solutions do not cover completely the mission spectrum; 
often protection, patrolling, block operations are 
expected to be carried out by traditional assets or at 
least in co-operation with them. This means that it is 
necessary to integrate these systems to evaluate the best 
configuration and even to identify how to cover the 
different spaces domains: cyber space, space, air, land, 
sea surface and underwater (Bruzzone 2013, Bruzzone 
et al. 2013b). An interesting observation is that many 
critical infrastructures are located in coastal areas due to 
the fact that ocean traffic supports most of logistics and 
connection and that the majority of the population live 
on urbanized coastal town.  
 
1. OFF SHORE CRITICAL INFRASTRUCTURES 
So many on-shore and off-shore installations are 
operating in this framework and need to be addressed; it 
is even important to outline that off-shore installation 
are even more complex to be protected with reasonable 
costs due to their configurations as happen with off-
shore platforms, off-shore wind farms, underwater 
pipelines and cables. From this point of view, protective 
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solutions should be activated to cover different 
domains. It is evident the complexity of this framework 
and the necessity to integrate different domains, 
approaches, platforms, systems and procedures within a 
highly stochastic environment; so the use of simulation 
represents a very good opportunity to face these 
challenges and to model this context (McLeod 1982, 
Banks1998, Bossomaier 2000, Waite 2001).  
The authors have investigated since long time the 
protection of critical infrastructures in marine domain 
and in energy sector as well as there are a number of 
research works that show the potentials of Modeling & 
Simulation based approaches in this area, not only for 
protection but even for performances improvement 
(Longo et al. 2013). In this paper, the authors propose a 
systemic approach devoted to integrate innovative 
technologies over different kind of platforms to 
guarantee high level of protection with low costs based 
on the integration of autonomous systems and AI 
(Artificial Intelligence). 
The paper proposes a case related to the protection of 
off-shore platforms by using autonomous systems able 
to identify threats through innovative procedures; for 
instance the use of specific algorithms and sensors on 
these platforms could allow to conduct face recognition 
of the crew of suspected boats at large distance reducing 
the risk of false alarms and extending protective area. In 
this context the use of non-lethal weapon is crucial and 
this approach represent a very good example to improve 
the protection and improve safety and reliability. 
Indeed the drones could be employed to extend the 
range where it is possible to identify the threats, to 
anticipate them and to increase the time available to 
adopt countermeasures (Ören & Longo 2008, Bruzzone 
et al 2011c). As anticipated this approach is beneficial 
also to reduce the false alarms, furthermore increasing 
the capacity to discriminate between real and false 
alarms improve protection system credibility. 
Therefore the innovative drone technology is often not 
completely autonomous, but needs to be integrated 
other traditional assets (e.g. equipment devoted to be 
used to intercept, discourage or engage threaths) often 
operated by humans; in addition the drones require 
usually operators and the procedures are driven by the 
decision makers (Longo et al. 2014). In this paper the 
authors adopt the MS2G (Modelling and interoperable 
Simulation Serious Game) for addressing these aspects 
in order to create a framework that could be used in 
multiple ways: evaluator of capability assessment for 
these innovative solutions, training equipment for drone 
operators and simulator for the definition of policies 
and procedures (Mosca et al 1996, Kuhl et al. 1999, 
Massei & Tremori 2010, Guo et al. 2011, Bruzzone et 
al. 2012). Indeed the authors decided to carry out an 
experimentation to evaluate the potential to easily train 
not very skilled operator in conducting such scanning 
procedures; the experimentation carried out with drone 
users allowed to evaluate the effectiveness of the MS2G 
solution proposed to train the operators as well as to 
evaluate the benefits provided by augmented reality aid 

and other specific algorithms (i.e. face recognition) for 
what the authors name wide range detection (Raybourn 
2012, Bruzzone et al. 2014).  
 
2. CURRENT SITUATION AND RELATED R&D 
Among critical infrastructures that ones related to 
energy industry are very important and it is interesting 
to note that while technological accidents in the energy 
industry have been deeply investigated over the last 
decades, the issue of attacks on energy infrastructures is 
gaining increasing importance as production and transit 
areas are evolving into politically unstable and 
unreliable frameworks. It is necessary to consider 
energy domain under the security perspective for risk 
assessment (Burgherr et al. 2015). Indeed the discussion 
arises on how to optimize security of critical 
infrastructure facing budget constraints, technological 
innovation and new competitive threats. The fields of 
investigation include Patrolling, Sensor Coverage and 
Interference, Domain Protection and Blocking 
(Bruzzone et al. 2009, Megherbi & Xu 2011,  Kranakis 
& Kriznac 2015). To this end, many actors (e.g. EC, US 
DoD, NATO and Academic Institutions) are 
investigating innovative options (e.g. Autonomous 
Systems, Manned Patrolling Assets) for protecting 
critical infrastructures against asymmetric threats in the 
maritime environment using multi-agent simulation and 
interoperable simulation (Enters et al. 2002, Smith 
2002, Lucas et al. 2007, Matusitz 2013, Massei et al. 
2014, Bruzzone et al. 2015a). Ongoing researches are 
even oriented to the definition of multi-layered 
architectures for reconfigurable autonomous assets 
(Brdys 2014), as well as models to support decision 
making process based on innovative techniques such as 
Artificial Neural Network and Genetic Algorithms 
(Bruzzone et al 2015a) and Game Theory (Ordónez et 
al. 2013, Vorobeychik & Letchford 2015). The diffuse 
employment of drones in new operative scenarios 
implies the necessity to design innovative training 
sessions for operators through LVC Simulation (Live-
Virtual-Constructive) (Vince et al. 2000, Ratliff et al. 
2010, Bruzzone & Longo 2013c) capable of providing 
rapid and efficient knowledge and skill development for 
drones operators (Rowe et al. 2015). This necessity is 
even underlined by the availability of new technological 
contents, such as Augmented Reality, with which 
operators need to interface (Miller et al. 2014). Indeed 
one issue is to manually pilot the unmanned aircrafts 
remotely by using camera image streaming and sensors 
information (Yang et al. 2010) in particular for complex 
operations such as docking or low altitude flight. Over 
the years, in order to avoid catastrophic damages to 
assets and increase missions success rate, simulation-
based procedures have been designed for training 
operators on mission specific operational scenarios in 
advance (Javaid et al. 2013). Often simulation for 
adaptive learning is adopted to improve time-critical 
decision making skills (Abhyankar et al. 2014). So the 
development of common standard in military training 
and computer game simulators domains to simplify 
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development of new concepts and to increase capability 
to achieve common goals reducing negative crossover 
(Kuhl et al. 1999; Svane & Karisson 2003). 
 

 
Figure 1 Scenario 

 
3. PURPOSE OF THE SIMULATION 
The authors are proposing an approach that integrates 
AI algorithms for face recognitions with sensors 
mounted on rotary wings as support for protecting 
offshore platforms. In this case the simulation is 
devoted both to understand the operative advantage of a 
rotary wing drone employed on off-shore platform for 
the decision maker and to provide a test-bed to train 
drones operator performing recognition activities in a 
hostile environment facing unconventional targets. 
The simulator proposed for this case is titled SO2UCI 
(Simulation for Off Shore, On Shore & Underwater 
Critical Infrastructure) and it has been developed by the 
authors within the Simulation Team; SO2UCI is a 
simulation able to support training on protecting Off-
Shore Platforms (e.g. oil rig, gas rig), On-Shore Critical 
Infrastructures (e.g. ports, power plants, refineries, 
desalinators) and Underwater Critical Infrastructures 
(e.g. cables, pipelines) from Asymmetric Threats using 
conventional assets and autonomous systems (e.g. 
RHIB, Helicopters, Sensors, UAV, USV, AUV, 
Gliders, etc.). The simulator is interoperable by using 
HLA (High Level Architecture) and support integration 
with real equipment as well as with other simulators and 
solutions as the SPIDER. SO2UCI integrates scenarios 
for training the use of specific sensors on rotary wing 
UAV to discriminate suspect boats invading the 
perimeter of Oil Rig (e.g. face recognition, thermal 
camera, etc.). The models have been verified by 
applying VV&A Procedures (Blaci et al. 1996). 
In the proposed experimentation the user of the 
simulator is the Drone Operator. The control system of 
the drone is very basic and adopts simple on game 
interface; indeed this is due to the experimental nature 
of the project, but also to the consideration that most of 
future operators could be more familiar with this 
solution. Further development might possibly include 
the setting of a more specific control system and 
integrated framework with other protection systems. 
The user main goal is to pilot the rotary wing drone 
close enough to the boats in order to activate 
recognition sensors, entering their range and within a 
specific relative position to catch the crew face. The 
user has to remain within the sensor range until sensors 

data acquisition process is over; the process is 
supported by information and alert provided by 
speakers to the boat from the drone; it is evident that for 
many reasons non cooperative behaviour could be 
expected and could lead to alert just based on additional 
evidence of suspect behaviours. The purpose of the 
experimental campaign, on the other hand, is both the 
evaluation of the impact of simulation for training 
purposes and the influence of augmented information 
provided by the simulation to pilots such as enabling the 
visibility of sensors range and of the required profile to 
successfully approach a suspect boat. 
 
4. SCENARIO AND MODEL DESCRIPTION 
The authors propose a scenario for training operators in 
controlling a remotely operated patrolling asset for an 
off-shore critical infrastructure protection. The scenario 
is set in deep water and the entities involved are: 

• A Semi-Submersible platform 
• Piping Infrastructures 
• Small-Medium Size Boats 
• Rotary Wing UAV (Umanned Autonomous 

Vehicle) and its Sensors 
• Autonomous Underwater Vehicles 

In facts the use of AUV in this testing is limited, but in 
other cases this allowed to cover also submerged threats 
and it is maintained; the simulation adopts High Level 
Architecture to support interoperability and could be 
connected with other simulators. 
The simulator reproduces the physics of the entities and 
their control and actions. Sophisticated Intelligent 
Agents developed by Simulation Team are devoted to 
drive the entities and to reproduce behavioural model of 
small-medium size boats controlling their routing and 
speed (Bruzzone et al. 2011b). 
The models of the sensors embedded in the Drone are 
devoted to perform crew face recognition and overall 
boat identification and classification in order to finalize 
the threat assessment based on these aspects and the 
boat behaviour analysis. 
During the Simulation it is possible to present an 
augment reality where the sensors range and boat 
approach profile are proposed by a 3D visible volume, 
displayed around the fore part of the boats to help the 
UAV operator (Figure 2). Furthermore the simulator 
gives the user the possibility to visualize, at run-time, 
the percentage of completion of the sensors acquiring 
process computed as in Eq. 1  
 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 % =
𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝐶𝐶𝑖𝑖𝐶𝐶𝑖𝑖𝐶𝐶 𝑊𝑊𝐶𝐶𝑊𝑊𝑊𝑊𝐶𝐶𝐶𝐶𝑊𝑊 𝑅𝑅𝑅𝑅𝐶𝐶𝑊𝑊𝐶𝐶
𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑅𝑅𝐶𝐶 𝑊𝑊𝐶𝐶𝑊𝑊𝑊𝑊𝐶𝐶𝐶𝐶𝑊𝑊 𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶

∙ 100 
 

The Acquisition Process is cancelled in case the pilot 
exits the sensor range or adopt improper flight profiles 
before acquisition completion and restarts when 
entering the range again; the computation is referred to 
the single specific boat in the vicinity of the drone. 
Once face recognition is completed the Simulator 
provide a report about the time spent in performing the 
activity and an overall evaluation. In general the test iis 
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considered failed when the drone impact the water or is 
damaged due to a crash.  
 

 
Figure 2 Simulation settings on screen top 

 
Through the User Interface it is possible to act on the 
following settings: 
• Augmented Reality for Sensor Range and Profile: 

o Non-Visible  
o Visible Range 

• Dimension of the Sensor Range: 
o Small Range 
o Medium Range 

• Difficulty Level:  
o Boats keep almost constant heading and 

adopt cooperative behaviour 
o Boats manoeuvre to evade the drone and 

adopt not cooperative behaviour 
 
5. EXPERIMENTAL CAMPAIGN 
The experimental campaign has been performed on a 
test population of 12 operators. The operator used were 
unskilled people and students, with limited or no 
experience in operating UAV; this approach was 
devoted to investigate the possibility to quickly train 
this kind of user to operate such procedures; it is 
evident that the sampling is very reduced and the results 
are limited and specific of the proposed case, so no 
general considerations could be finalized, therefore the 
study provide an overview about interesting 
consideration that actually the authors are using to 
conduct further development and testing. In the 
experimentation the operators performed 6 attempts 
each with constant difficulty and Sensor Range. The 
experimental campaign is designed to evaluate the 
influence of two target functions: Number of Successful 
Recognitions and Time to Accomplish Recognition 
respect the following independent variable: 

• Sensor Range 
• Augmented Evidence of Sensor Range 
• Difficulty level 

In the following each target function is analysed. 
 
Number of Successful Recognition 
From the analysis of experimental simulation data it is 
interesting to notice a higher number of successful 
recognitions for smaller Sensor Ranges. The reason 
behind this trend is the increased operator accuracy 
during the experimental tests. 

 
Figure 3 Successful Attempts vs. Sensor Range 

 

 
Figure 4 Successful Attempts vs. Difficulty Level 

 

 
Figure 5 Time to Accomplish Recognition vs. Attempts 

 

 
Figure 6 Influence of Visibility and Sensor Range 

dimension on Time to accomplish the mission 
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The Difficulty Level is another important aspect; in 
deed as expected, by increasing the not cooperative 
attitude of the boat to evade drone controls, the success 
rate of the UAV operator decreases. 
 

Average Time to Accomplish Recognition 
UAV operator performance has been evaluated in terms 
of time required to accomplish the first successful 
recognition in the scenario. The analysis of the 
experimental simulation data shows a positive reduction 
of the average time required to recognize the target over 
the different attempts. This result is significant even 
though the relative confidence band is pretty wide; the 
reason behind the amplitude of the confidence band is 
to be found in the heterogeneous nature of the UAV 
operator population involved in the testing campaign, 
indeed some of them were more keen on using serious 
games and were better experienced with the HMI 
(Human Machine Interface) than others. 
The Sensitivity analysis on Time to Accomplish 
Recognitions, shown in the figure 6, highlights the 
positive influence of the Augmented Evidence of 
Sensor Range; indeed the average time required to 
perform recognitions improves when the Evidence of 
the Sensor Range is visible to the UAV operator 
through an augmented representation while flying.  
The same considerations apply to Sensor Range size, in 
other words the higher the sensor range, the lower the 
average time to accomplish recognition. From the same 
figure it is possible to notice the influence of the 
combination of the two parameters, so to say, users 
provided with visible sensor range, needs less time to 
complete the mission if drone sensor range is high. 
The experimental campaign has been performed using 
SPIDER (Simulation Practical Immersive Dynamic 
Environment for Reengineering) Interactive CAVE 
(Cave Automatic Virtual Environment) developed by 
Simulation Team. The SPIDER intended use is to 
support Live Virtual Constructive Simulations and even 
Augmented and Virtual Reality for single users or for 
multiple users for immersive and collaborative use of 
simulators (Figure 7).  
 
6. CONCLUSIONS 
The experimental campaign obtained on the test 
population shows the effectiveness of simulation both 
for training drones operators in using such 
unconventional asset to perform strategic tasks such as 
critical infrastructure patrolling and to evaluate the 
impact of additional information provided to operators 
during flights. 
It is worth to notice, from experimental data, how the 
size of the sensor range have a negative impact on the 
number of success while it has a positive impact on the 
time to accomplish recognition; the operator of the 
drone with smaller sensor range configuration results 
often more careful, paying more attention to accomplish 
recognition, successfully completing more missions, but 
spending quite some time; on the other hand, the 
operator flying with large range configuration is often 

more proactive, failing more attempts, but resulting 
faster (in average) when succeeding. 
The positives results obtained during the testing 
campaign show the potential use of this simulation as 
training tool as well as means of evaluating the 
effectiveness of employing an autonomous system in 
such a complex scenario. 
 

 
Figure 7 Testing facility, the SPIDER 
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